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Modelling the Dayside Ionopshere of Titan:

Application of Electron Degradation Model for Methane

Preface

Titan, the Saturnian moon, is a very unique body in the solar system due to its many

intriguing features, such as a thick atmosphere, presence of liquid bodies on the surface,

the complex geological processes, etc. Much was not known about Titan until the

Cassini-Huygens spacecraft, which was a dedicated mission for Saturn and its satellite

systems, visited Titan. The mission revealed before us an unusual atmosphere which

is largely composed of heavy organic molecules and nitrogen bearing compounds. The

instruments, such as the Ion Neutral Mass Spectrometer (INMS), Langmuir Probe (LP),

Ion Beam Spectrometer (IBS), etc measured the plasma composition of the upper atmo-

sphere and unveiled an ionosphere which is the home for a plethora of charged particles,

including positive ions, negative ions, and free electrons. These plasma particles are

the byproducts of a complex photochemistry, which is initiated by the photoionization

of the major atmospheric neutrals N2 and CH4 and the subsequent reactions of these

photoionization products with the background neutral gases.

In this thesis a model is developed to study the photochemistry taking place in

the dayside ionosphere of Titan and to calculate the density profiles of positive ions,

negative ions and free electrons. Electron impact processes contribute significantly to

the ionospheric chemistry. To understand the interaction of electrons with atmospheric

gases, energy deposition model is required. In the present thesis an electron energy

degradation model is developed to study the interaction of electrons with CH4, the

gas which plays a crucial role in controlling the photochemistry. The output of the

degradation model is used for the calculation of ion production rates due to electron

impact, which is subsequently used for computing plasma densities. These profiles are

finally compared with the observations made by the instruments onboard Cassini.

A brief introduction of the work carried out in this thesis is presented in Chapter

1. In Chapter 2, energy deposition models are described and a Monte Carlo model for

studying electron energy degradation in an atomic gas xenon is presented. Chapter 3

deals with the Monte Carlo model for electron energy deposition in a molecular gas

methane. Chapter 4 and 5 present modelling the photochemistry in the dayside upper

atmosphere of Titan. A summary of the thesis and the future scope of the present work

is reported in Chapter 6.
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Chapter 1
Introduction

Atmospheres of different bodies in our solar system host an electrified region where

a substantial number of atmospheric particles are in a charged state. This region is

known as ionosphere. Schunk and Nagy [2009] defines ionosphere as “the region where

significant number of free thermal (< 1 eV) electrons and ions are present”. In Earth’s

atmosphere, the presence of an electrically conducting layer was established when it was

observed that the radio waves, while propagating through the atmosphere, get reflected

back to the surface from ∼80 km altitude [Breit and Tuve, 1925; Appleton and Barnett ,

1925]. Present understanding of the ionospheric processes confirms that these gaseous

ions and free electrons not only affect the electrical properties of the atmosphere but

also play an important role in the atmospheric chemistry [Rees , 1972].

There are two basic processes that cause the formation of an ionosphere; photoion-

ization and impact ionization. The energetic solar ultraviolet (UV) radiation ionizes

the atmospheric neutrals, resulting in the generation of ions and free electrons. This

process is called photoionization. The electrons produced via photoionization, called

photoelectrons, can also ionize, provided they have sufficient energy. Other sources of

ionization are galactic cosmic rays, solar wind particles, energetic particles precipitating

into the atmosphere, etc.

A + hν → A+ + e− (Photoionization)

A + e∗ → A+ + e− (Impact ionization)

Here e∗ represents an energetic electron. The plasma thus produced in the atmosphere is

found to have profound impact in determining the characteristics of the atmosphere as

they undergo several processes, like chemical reactions, transport under the influence of

electric and magnetic fields, wave disturbances, etc. Understanding these processes

require information on different parameters, viz., solar UV radiation, variations in

the solar activity and the properties of the atmosphere such as neutral composition,

atmospheric density, temperature, etc.

All it needs for a solar system body to have an ionosphere are an atmosphere where

sufficient neutral particles are present to get ionized and solar UV radiation to cause

1
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the ionization of the neutrals. As the solar radiation propagates down through the

atmosphere, more neutrals are available to get ionized since the atmospheric density

increases with decreasing altitude. However, the intensity of the radiation attenuates

as it penetrates deeper and deeper which can reduce the rate of ionization. At the

altitude where the product of solar flux and neutral density maximizes, the ionization

rate and hence the plasma density will be maximum. Thus, the general behaviour of

the ionosphere is that the plasma density increases with decreasing altitude, reaches a

maximum and shows a gradual decrease afterwards [Schunk and Nagy , 2009](see Figure

1.1).

Figure 1.1: Variation of solar radiation, neutral density and ionization rate with altitude

(Taken from Kallenrode [2004]).

The chemical reactions involving the primary products of the photoionization

process plays a major role in deciding both the neutral and ionic composition of the

upper atmosphere. Some of the reactions that occur in the ionospheric region are:

XY + hν/e− → XY + + e− (photon/electron impact ionization)

X+ + Y → Y + +X (charge exchange)

XY + e− → X− + Y (dissociative electron attachment)

X+ + e− → X + hν (radiative recombination)

X+ + Y − → neutral products (ion-ion recombination)

X+ + Y → products (ion-neutral reactions)

X− + hν → X + e− (photodetachment)

XY + + hν → X + Y (dissociative recombination)
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Even though the composition of the ionosphere is largely determined by the major

atmospheric gas, chemical reactions that occur in the ionospheric region also play an

important role in determining the constituents. For example, in the Martian atmosphere,

even though abundant neutral gas is CO2, the dominant ion in the ionosphere is not

CO+
2 but O+

2 (and O+ at higher altitudes) which is formed through different chemical

reactions [Fox , 2004]. Table 1.1 summarises the properties of different ionospheres in

the solar system.

Table 1.1: Ionospheres in the Solar System

Mean Distance Major Peak Altitude of
from Sun atmospheric Major ions plasma ionospheric References
(AU)† gases density peak (km)

(cm−3)

Venus 0.7 CO2, N2 O+
2 , NO+, O+ 105 140 Fox

[2004]
Earth 1.0 N2, O2 O+, O+

2 , NO+ 106 300 Banks
et al.
[1976]

Mars 1.5 CO2, N2 O+
2 , CO+

2 , O+ 105 130 Fox
[2004]

Jupiter 5.2 H2, He H+, H+
3 105 1800 Hinson

et al.
[1997]

Saturn 9.5 H2, He H+, H+
3 104 1800 Nagy

et al.
[2009]

Uranus 19.1 H2, He H+, H+
3 104 2000 Bergstralh

et al.
[1991]

Neptune 30.0 H2, He H+, H+
3 103 2000 Lyons

[1995]

†1 AU = Mean Sun-Earth distance ∼ 1.49 × 1011 m

1.1 Relevance of electron impact studies in plane-

tary atmospheres

Planetary atmospheres are endlessly exposed to solar radiation. The ionization of

the atmospheric gases caused by the high energy UV photons ensures that electrons are

always available in the atmosphere to interact with the neutrals. Other sources of ion-

ization can be different energetic particles of solar or magnetospheric origin. These high

energy particles collide with the atmospheric neutrals and can ionize or excite the species.

Depending on their energy, the cascade of secondary electrons, created by the ionization,
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also can lead to further ionization or excitation. At lower energies, the electron collision

can also result in de-excitation, ion-electron recombination, dissociation, or attachment

to form negative ions. Such electron-neutral interactions can initiate different processes

that could play a vital role in determining the physical and chemical properties of

the atmosphere. For example, the ions and radicals produced by electron impact

ionization/dissociation can lead to further chemical reactions which would ultimately

determine the composition of the atmosphere. Excited species generated via electron

impact excitation can undergo radiative decay which appears as atmospheric emissions

such as airglow and aurora. Electron impact ionization also contributes to the formation

of ionospheric layer in planetary atmospheres. A quantitative understanding of such

phenomena is possible only with a thorough knowledge of electron collision processes.

Extensive research has been done on electron impact on N2 and O2 in Earth’s

atmosphere. It is the fragments produced from the photon and electron impact with

these neutral gases that dominates the D and E region of Earth’s ionosphere [Rees ,

1972]. Electron collision results in the rotational and vibrational excitation of N2 and

O2 and excitation of fine structure levels of atomic oxygen. At high altitudes, the

photoelectrons also collide with the ambient thermal electrons resulting in significantly

high electron temperature [Banks , 1969]. For auroral emissions also, electron-neutral

collisions are the root cause. The high energy electrons of magnetospheric origin enter

into atmosphere in the high latitude region by getting transported along the magnetic

field lines. These electrons enter deep into the atmosphere where they collide with the

molecules and excite them. They get de-excited by emitting radiation which we observe

as aurora [Chamberlain, 1961].

Electron impact processes are important not only in Earth’s atmosphere, but also in

the atmosphere of all solar system bodies. The E and F region of the Martian ionosphere

is primarily produced via photon and electron impact ionization [Haider et al., 2009].

The study of Bhardwaj and Jain [2013] showed that electron impact on CO, followed by

the electron and photon impact dissociation of CO2, are the major source mechanism

for Cameron band emissions in Venusian atmosphere. Bhardwaj and Gladstone [2000]

and Grodent [2015] discussed in detail the role of electron–neutral interaction in causing

auroral emissions in the giant planets atmospheres. The photochemistry in the upper

atmosphere of these gas giants are also largely influenced by electron collision processes

[Strobel , 2004]. The significance of electron impact ionization in cometary atmosphere

was highlighted by the studies of Cravens et al. [1987] and Bhardwaj et al. [1990, 1996].

The present thesis aims at understanding the photochemistry on the dayside iono-

sphere of the satellite Titan, which is initiated by photon and electron collision processes

with the atmospheric neutrals. The photoionization produces photoelectrons which lose

their energy through a series of collisions with the neutral gases. The electron-neutral

interaction leads to ionization, dissociation, or excitation of the target particles. The
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byproducts of this collision process subsequently lead to a complex ion-neutral chemistry.

This thesis aims at modelling the energy degradation process of electrons in gases, the

results of which are applied for studying the photochemistry in the upper atmosphere of

Titan. The current chapter gives a brief introduction to Titan and it’s upper atmospheric

photochemistry leading to the formation of ionosphere.

1.2 Titan - the Saturnian moon

Titan, the largest among the 62 moons of Saturn, is the second largest satellite in

our solar system, dominated in size only by Ganymede, the satellite of Jupiter. It is even

larger than the planet Mercury and the dwarf planet Pluto. Titan is the only satellite in

the solar system that has a substantial atmosphere. The atmospheric pressure is ∼1.5

bar, which is 50% higher than what we experience on Earth [Fulchignoni et al., 2005].

As the gravity of Titan is not strong enough to tightly hold this thick atmosphere, the

atmosphere extends to very high altitudes (∼2000 km). Figure 1.2 shows an image of

Titan taken by the Cassini Huygens mission (described later). The blue thin layer is the

high altitude atmosphere surrounding Titan. Some physical and atmospheric parameters

of Titan are listed in Table 1.2.

Figure 1.2: The image of Titan taken by Cassini. Blue layer represents the atmosphere

and detached hazes (Image credit: NASA/JPL-Caltech).

Much was not known about Titan’s atmosphere until the Voyager spacecraft visited

the satellite. The UV spectrometer onboard the Voyager 1 confirmed that similar to

Earth, the most abundant gas in the atmosphere of Titan is molecular nitrogen [Strobel

and Shemansky , 1982]. Subsequent observations, space missions, and theoretical studies

have largely improved our understanding of Titan’s atmosphere [Coustenis , 2008; Brown
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et al., 2009]. N2 constitutes about 90-95% of the atmosphere, followed by methane (3-

4%) and a few tenths of percent of H2. In addition, the atmosphere harbours a suit of

hydrocarbon and nitrogen bearing compounds (C2H2, C2H4, C4H2, C6H6, HCN, HC3N,

CH3CN, etc) whose concentration range from 0.1 to 1000 ppm [Hörst , 2017]. Even

though minor, these trace gases have received significant attention over the past few

years. These heavy carbon and nitrogen bearing compounds point to an atmosphere

where a complex organic chemistry is actively in progress [Vuitton et al., 2014]. They

are formed as the byproducts of a chain of reactions initiated by the interaction of

solar UV photons and other energetic particles with the major gases N2 and CH4, and

are the source of the aerosol and haze layer that shroud Titan, giving the satellite its

brownish-orange appearance [Lavvas et al., 2008, 2009, 2013].

Table 1.2: Physical parameters of Titan

Parameter Value

Distance from Sun 9.5 AU

Distance from Saturn 1.23 × 106 km (20 Saturn radii)

Mass 1.34 × 1023 kg

Equatorial diameter 5150 km

Surface gravity 1.35 m/s2

Escape velocity 2.64 km/s

Atmospheric pressure 1.5 bar

Surface Temperature 94 K

Atmospheric bulk composition N2, CH4

Orbital period around Saturn 15.95 Earth days

Length of a day 15 Earth days

Length of an year 30 Earth years

The sophisticated chemistry taking place in the Saturnian moon have implications

for our planet Earth. Theories suggest that the primordial Earth possessed an oxygen-

less atmosphere with CH4, N2, H2, H2O, and NH3 as the major constituents. The

presence of a large variety of organic compounds is also suggested. As per recent studies,

even the primitive atmosphere was dominated by N2 [Feulner , 2012]. The chemistry

that occurred in this primordial atmosphere finally led to the formation of biological

molecules [Miller and Urey , 1959]. With a nitrogen-dominated atmosphere where a

significant amount of CH4 is also present, analogies can be made between the current

organic chemistry of Titan and the pre-biotic chemistry that existed on Earth [Coustenis ,

2015]. Several organic compounds such as hydrogen cyanide (HCN), cyanoacetylene
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(HC3N) and cyanogen (C2N2), which are formed as a byproduct of the chemistry, were

the molecules which played an important role in Earth’s pre-biotic chemistry [Raulin

and Gpcos Team, 2006]. It has been established that the thick orange coloured haze

particles called tholins and other organic aerosols, which are found to be present in

plenty in Titan’s atmosphere, can lead to the formation of biological molecules under

appropriate conditions [Neish et al., 2010; Coustenis and Encrenaz , 2013; Palmer et al.,

2017]. Thus, the studies on Titan′s chemistry might give us clue on the chemistry that

led to the formation of life on Earth.

In addition to its thick atmosphere, Titan also posses many other intriguing features.

Even though a satellite, all the processes that occur on an Earth-like planet, like wind,

rain, volcanism, storm, tectonic activity, etc, take place on Titan [Müller-Wodarg et al.,

2014]. Similar to Earth’s hydrological cycle, there is a methane cycle, with methane

clouds, rain, and seas [Jonathan and Atreya, 2008]. Liquid bodies have been observed

on the surface of this Saturnian moon and studies revealed that these lakes are composed

of methane and other hydrocarbons [Cordier et al., 2009]. All these features make Titan

a fascinating body in the solar system.

1.2.1 The Cassini-Huygens mission

The Cassini-Huygens mission was a joint venture of NASA and ESA, to study the

Saturn and its satellite systems exclusively. The mission was launched on 15 October

1997, and after its voyage for almost 7 years, it reached Saturn on 14 January 2005.

Although the mission was meant for studying the entire Saturnian system, Titan was

a priority target. Cassini was an orbiter which went around Saturn and it had several

targeted flybys with Titan. Huygens was a probe which plunged into Titan’s atmosphere

and made in-situ measurements of several atmospheric parameters [Matson et al., 2002].

The principal objectives of the Cassini-Huygens mission with respect to Titan were

to measure the abundance of the atmospheric constituents, the horizontal and vertical

distribution of the trace gases, the prevailing atmospheric conditions, like winds, general

circulation, global temperature, seasonal effects, etc, the topography and composition of

surface, and to investigate the properties of the upper atmosphere, to scrutinise the

ionization and its impact on the neutral species. The mission carried 18 scientific

instruments, 12 on the orbiter and 6 on the probe, collecting both remote sensing and

in-situ data.

Cassini′s first flyby with Titan occurred on 26 October 2004 which was named

as Ta encounter. The subsequent flybys were labelled as Tb, Tc, T3, T4, T5, etc.

The last flyby, T126, was on 15 April 2017. During Tc, the Huygens probe was

inserted into Titan′s atmosphere. Throughout its decent, the instruments onboard

the probe measured lower atmospheric parameters of Titan. The upper atmospheric

region, especially above 900 km, was explored by the instruments onboard the orbiter.
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During the closest flyby T70, the orbiter went still deeper into the atmosphere with the

altitude of closest approach (CA) being 880 km. After thirteen years of exploration, the

mission ended on 15 September 2017 by plunging the Cassini spacecraft into Saturn’s

atmosphere.

1.3 The Ionosphere

Figure 1.3: A schematic figure showing the growth of molecular ions leading to the

formation of organic particles. Figure taken from Waite et al. [2007].

An ionosphere on Titan was first seen by the radio occultation experiment during

Voyager-1 flyby [Bird et al., 1997]. However, it was believed that the ionosphere is

composed of a few low mass positive ions and did not have much to do with the neutral

composition of the atmosphere [Keller et al., 1998; Wilson and Atreya, 2004]. The

Cassini-Huygens mission revolutionised these ideas. Cassini observations revealed the

Titan′s ionosphere to be the most complex one, both chemically and dynamically. The

Langmuir Probe (LP) instrument which was a part of the Radio and Plasma Wave

Science (RPWS) experiment detected the presence of a substantial number of ionospheric

electrons [Wahlund et al., 2005]. The quadrupole mass spectrometer, named as Ion

Neutral Mass Spectrometer (INMS), measured the ion and neutral composition of the

upper atmosphere (>900 km). Positive ion composition was reported by INMS and

it revealed the presence of heavy nitrile and hydrocarbon ions [Wahlund et al., 2009].

The ionosphere is also found to host a suite of negative ions, an unexpected discovery
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made by the Cassini Plasma Spectrometer-Electron Spectrometer (CAPS-ELS) [Coates

et al., 2007]. Further studies based on these observations suggested that these heavy

molecular ionic species could be the precursors for the formation of larger molecules,

aerosols, and haze particles (tholins) observed in Titan’s atmosphere [Imanaka et al.,

2004; Waite et al., 2007; Lavvas et al., 2009]. It was found that the molecular growth

could be triggered by the reactions involving anions, cations and radicals (see Figure 1.3).

The neutral species such as benzene and ammonia are formed in the atmosphere as the

byproducts of the chemistry [Vuitton et al., 2008; Yelle et al., 2010]. This established

the role played by the ionosphere in Titan’s atmospheric chemistry.

1.3.1 Photochemistry on the dayside of Titan′s ionosphere

Figure 1.4: The ion-neutral reaction scheme in Titan′s ionosphere, taken from Richard

et al. [2015].

Chemical reactions occurring in Titan′s ionosphere can be classified into two: neutral-

neutral reactions and ion-neutral reactions. The current thesis focuses on the latter. On

the sunlit side of Titan′s ionosphere, the main sources of ionization are solar photons and

photoelectrons [Galand et al., 2010]. The solar EUV photons impinging on the upper
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atmosphere ionize the abundant neutral gases N2 and CH4:

N2 + hν → N+
2 + e−

→ N+ +N + e−

CH4 + hν → CH+
4 + e−

(1.1)

The ions, viz. CH+
3 , CH+

2 , CH+, C+, H+
2 , and H+ also can be formed by the photoion-

ization of CH4. The photoelectrons generated can make collisions with N2 and CH4 and

result in further ionization. The N+
2 and N+ ions are nonreactive with N2 and go on to

react further with methane and other hydrocarbons present in the atmosphere.

N+
2 + CH4 → CH+

3 +N2 +H

→ CH+
2 +N2 +H2

N+ + CH4 → CH+
3 +NH

→ CH+
4 +N

(1.2)

These hydrocarbon ions immediately start reacting with the background neutral gases,

thus resulting in a complex chemistry. The ion-molecule reactions take place at a faster

rate (10−9 cm3 s−1) as compared to neutral-neutral reactions (10−11 cm3 s−1). New

neutral and ionic species are formed as the result of these reactions. The ions can get

converted to neutrals through ion-electron recombination reactions. The ions which do

not recombine with electrons continue to react with the neutrals, like C2H2, C2H4, NH3,

C2H6, HCN, etc, until the formation of the product ions that are nonreactive with the

neutral gases in the atmosphere. The sole loss process through which these ions are

removed from the atmosphere is the ion-electron recombination. These terminal ions

accumulate over time relative to more reactive ions. The neutral molecules formed in

this process diffuse to lower altitudes and contribute to the molecular abundance. As

the molecules diffuse to the lower atmosphere, they condense and finally form an aerosol

layer in the stratosphere. This aerosol layer is identified as the Titan′s characteristic

haze.

Figure 1.4 shows the ion-neutral reaction pathways in the dayside ionosphere. As

indicated by the figure, the entire chain of reactions starts with the photon and pho-

toelectron impact ionization of N2 and CH4. The most abundant terminal ions that

are formed in the ionosphere as the byproducts of this chemistry are HCNH+, C2H+
5 ,

and CH+
5 [Cravens et al., 2009], in the order of their abundance. In addition, many

other hydrocarbon ions are also formed like CHCCNH+, HCN+, CH3CNH+, C3H+
5 , c-

C3H+
3 , etc. Figure 1.5 shows the ion spectrum recorded by INMS during the T5 flyby

of Cassini. The ionization process also results in the formation of thermal electrons. In-

situ measurements of Titan′s ionosphere have shown that Titan possesses a Chapman

ionosphere with the peak electron density of ∼2500-3000 cm−3 at altitude between 1050-

1200 km [Wahlund et al., 2005].
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Figure 1.5: Ion spectrum recorded by Cassini INMS during T5 flyby of Titan (Figure

taken from Vuitton et al. [2007]).

1.3.2 Negative ions

Negative ions have been reported to be present in dark clouds, circumstellar en-

velopes, cometary comae, etc (see Millar et al. [2017] and references therein). However,

anions were least expected in the ionospheric region of Titan as all the models in the pre-

Cassini period predicted that negative ions could be present only in the lower atmosphere

(<400 km) [Molina-Cuberos et al., 2000; Bakes et al., 2002; Borucki et al., 2006]. So, it

came as a surprise when the CAPS-ELS instrument detected the presence of negative

ions in the ionosphere of Titan [Coates et al., 2007; Waite et al., 2007]. Whenever the

actuating instrument was oriented in the spacecraft direction, spikes were seen in the

recorded spectrogram, which were attributed to negative ions (see Figure 1.6). Anions

were detected during all those flybys for which the spacecraft altitude was low enough

and the spacecraft orientation was favourable [Coates et al., 2009, 2010]. This confirmed

that the negative ions are a permanent feature of Titan’s ionosphere. From the measured

energy, the mass of the negative ions was calculated by assuming that the velocity of

these cold thermal ions is equal to the spacecraft velocity. The mass of a singly charged

negative ion is calculated as m = 2E/v2
sc, where E is the observed energy and vsc is the

spacecraft velocity which was typically ∼6 km/s. The studies of Coates et al. [2007] and

Waite et al. [2007] reported the presence of heavy anions having masses in the range 8000
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to 10000 amu/q. During T16 flyby, negative ions as heavy as 13,800 amu/q were seen.

The maximum density reported was ∼100 cm−3. Using data from 34 flybys, Wellbrock

et al. [2013] presented the density trends of negative ions of seven different mass groups

(12-30, 30-55, 55-95, 95-130, 130-190, 190-652, and 625+ m/q) and reported the altitudes

at which each of these mass groups showed maximum density. They concluded that the

average altitudes at which each of these mass groups showed maximum density decrease

with increasing ion mass.

Vuitton et al. [2009] made the first attempt to model the negative ion chemistry in

Titan’s ionosphere. They considered different possible production and loss processes

of anions and identified dissociative electron attachment (DEA) to neutral molecules

and associative detachment with radicals as the major production and loss mechanisms,

respectively. The three peaks observed by the CAPS-ELS instrument at m/q = 22±4,

44±8, and 82±14, were identified as CN−, C3N−, and C5N−, respectively. CN− was

suggested as the most dominant low mass anion in Titan’s ionosphere.

Figure 1.6: Energy–time spectrogram recorded by ELS and the corresponding actuator

angle during the T40 flyby of the Cassini orbiter. The vertical spikes systematically

occur when the ram angle is 0◦ (taken from Vuitton et al. [2009]).
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Pre-Cassini studies, such as Lebonnois et al. [2002] and Wilson and Atreya [2003],

suggested that the thick organic aerosol/haze layer, observed in the stratospheric region

(50–250 km) of Titan is mainly formed through the stratospheric neutral chemistry.

Using observations from Cassini Ultraviolet Imaging Spectrograph (UVIS), Liang et al.

[2007] reported the detection of haze particles at ionospheric altitudes, consistent with

the observations of heavy anions in this region. This suggested that the molecular growth

starts at still higher altitudes. The anions, together with the positive ions undergo a

series of chemical reactions and processes and simple molecules get converted to heavy

organic macro molecules and eventually drift downward to form the haze layer in Titan′s

atmosphere [Waite et al., 2007, 2008]. A recent study by Desai et al. [2017] also suggest

that the carbon chain anions could be the precursors for larger aerosols observed in

Titan. They reported that the low mass carbon chain anions were observed to get

depleted as heavier particles undergo rapid growth.

1.4 Previous modelling studies

1.4.1 Positive ions

The evolution of modelling studies in Titan’s ionosphere can be classified as pre-

Cassini and post-Cassini. Most of the pre-Cassini models were developed with the

intention of providing aid to the interpretation of data from the upcoming mission.

These studies suggested a complex and active organic chemistry in the ionospheric region

and predicted the presence of many hydrocarbon and nitrile molecules, ions and free

electrons.

The one dimensional model of Ip [1990] described in detail the ion-neutral chemistry

in the ionosphere of Titan. As the measured density profiles of the neutrals in the

atmosphere were not available, they used the modelled profiles of the neutral species by

Yung et al. [1984]. The major ionization sources that were considered in the model were

solar photons and energetic magnetospheric electrons. Their model suggested N+
2 , CH+

3 ,

C2H+
5 , and H2CN+ as dominant ions in the upper atmosphere. They also suggested the

presence of significant amounts of CH+
5 , N2H+, C2H+

2 , and C2H+
3 near the ionospheric

peak. By applying Chapman theory, the ionospheric peak was determined to be at

∼1200 km, with a peak electron density of 5000 cm−3 which was in agreement with the

upper limit set by the Voyager-1 radio occultation data [Lindal et al., 1983].

Keller et al. [1992] developed a one dimensional photochemical model which con-

sidered an elaborate list of ion-neutral reactions. In this study also, the background

neutral atmosphere was based on the model of Yung et al. [1984]. A key finding of this

model was that the major source of ionization on the dayside ionosphere is solar photons

and photoelectrons and not the magnetospheric electrons as suggested by Ip [1990], even

though they could be a dominant source on the nightside. For a solar zenith angle (SZA)
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of 60◦ they calculated the density profiles of ions and electrons. The major ion was found

to be H2CN+, followed by C2H+
5 , CH+

5 , and HCN+ and many other hydrocarbon ions

of the form CnH+
m. The peak electron density obtained was 3030 cm−3 at an altitude of

1175 km.

The model of Fox and Yelle [1997] included more than 600 reactions and predicted

the density profiles of 32 neutral species and 35 ions. They used the modelled profiles

of N2 and CH4 from Strobel et al. [1992] and the mixing ratio profiles of C2H2, C2H4,

C2H6, and C4H2 were taken from Yung et al. [1984]. Agreeing with the previous models,

solar photons and photoelectrons were taken as the major source of ionization. In

contrast with the findings of Ip [1990] and Keller et al. [1992], the model suggested that

HCNH+ could not be the dominant ion. The reactions of HCNH+ with the neutrals

NH3, C4H2, and HC3N which had reaction rate coefficient of the order of 10−9 cm3 s−1

increased the loss rate of the ion, thus demoting it from the position of dominant ion.

The difference between the neutral densities adopted by Fox and Yelle [1997] and the

previous models also might have contributed to this conclusion. As per Fox and Yelle

[1997], the hydrocarbon ions of the form CxH
+
y and CxHyN

+
z would dominate near the

ionospheric peak. For a SZA of 60◦, they obtained a peak electron density of 7500 cm−3.

Keller et al. [1998] updated their previous model [Keller et al., 1992] by taking into

account the newly measured reaction rate coefficients by Anicich and McEwan [1997]

and added more neutral and ion species into their model. In addition to the model

neutral atmosphere of Yung et al. [1984] and Yung [1987], this model also considered

the recent model atmosphere by Toublanc et al. [1995]. Keller et al. [1998] agreed with

the results of Fox and Yelle [1997] in that the hydrocarbon ions could be very important

near the ionospheric peak; but they again suggested HCNH+ as the dominant ion even

after including the additional loss reactions considered by Fox and Yelle [1997]. Keller

et al. [1998] explained the lower abundance of HCNH+ in the model of Fox and Yelle

[1997] as due to the underestimation in the production rate and overestimation in the

loss rate of the ion which in turn occurred due to the difference in the neutral profiles

of HCN and C4H2 adopted in their study. However, the peak electron density obtained

by Fox and Yelle [1997] and Keller et al. [1998] were in agreement. A drawback of the

updated model of Keller et al. [1998] was that only a few nitrogen-bearing molecules

were included in the chemical network and hence most of the ions which they identified

using the model were hydrocarbons.

The model of Banaszkiewicz et al. [2000] supported the findings of Keller et al. [1998].

They used the more recent neutral atmosphere of Lara et al. [1996] and calculated the

densities of 55 ions. The ion density profiles that they obtained were in closer agreement

with Keller et al. [1998] than those by Fox and Yelle [1997]. CH+
5 and C2H+

5 were

suggested as the dominant ions after HCNH+. For a SZA of 30◦ the peak electron

density that they obtained was ∼6000 cm−3. Wilson and Atreya [2004] developed a
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model in which the main focus was on understanding the coupling between neutral and

ion chemistry. The model included updated reaction rate coefficients and cross sections.

In agreement with the previous models, Wilson and Atreya [2004] predicted HCNH+ as

the dominant ion and estimated a peak electron density to be ∼4200 cm−3 for a SZA of

60◦.

A new era in the ionospheric models of Titan began when the Cassini-Huygens

reached the Saturnian system in January 2005. Till then, many crucial inputs to the

models such as neutral atmosphere and temperature were based on the modelled values

of Yung et al. [1984]; Toublanc et al. [1995]; Strobel et al. [1992]; Gan et al. [1992] etc.

The only possible way to validate the model results was to compare with the previous

model calculations. But once Cassini started making flybys with Titan, models could

use measured atmospheric parameters as inputs and could validate the model results by

comparing with the observations.

The first model that came out in this row was by Cravens et al. [2005] who modelled

the conditions of Titan′s ionosphere during the Ta encounter and calculated the electron

densities. They used N2 and CH4 profiles measured by INMS during the flyby. The

chemistry scheme employed was the same as that of Keller et al. [1998]. Solar photons

and magnetospheric electrons were included as the major source of ionization. The study

concluded that during the ingress of Ta, which was on the dayside, solar radiation is

the major source and during the outbound which was on near nightside, magnetospheric

electrons made some contribution. Since INMS ion density measurements were not

available during this flyby, Cravens et al. [2005] could compare their results only with

the RPWS measured electron densities and reasonable agreement was seen. But, for

the SZA between 80◦ and 90◦ and when the solar photons were considered as the major

ionization source, the model predicted density was about 30% less than the observation.

Also, the altitude of ionospheric peak predicted by the model was located below the

altitude of closest approach of spacecraft for the dayside.

When the modelled mass spectrum of Keller et al. [1998] at an altitude of 1055 km

was compared with the INMS measured ion mass spectrum during the T5 flyby, it was

observed that the even mass ion densities are poorly or not reproduced by the model,

though a good match was seen at odd masses. Even masses represent protonated nitrile

species and odd masses represent protonated hydrocarbons. This suggested the necessity

of adding more reactions including nitrogen-bearing molecules into the chemical reaction

schemes existed till then. This was done in the models of Vuitton et al. [2006, 2007].

They used the updated list of reactions and rate coefficients from Anicich et al. [2006]

and McEwan and Anicich [2007]. The mass spectrum generated by these models well

reproduced the INMS mass spectrum for T5 flyby. Even so, the generated spectrum gave

only a snapshot of the ionosphere, calculating densities for only a particular altitude,

instead of a profile.
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The ionosphere model of Robertson et al. [2009] used the neutral densities and

electron temperature from Cassini measurements for two flybys; one on dayside (T17)

and other on both dayside and nightside (T18). They used the same set of ion-neutral

reactions by Vuitton et al. [2007]. Ionization sources considered were solar photons

and photoelectrons as this was found to be sufficient for producing electron density in

agreement with the observations. For both the flybys, the modelled electron and the total

ion densities had reasonable agreement with the observations at altitudes above 1100

km. Below this height, the model values were significantly higher than LP observations.

Westlake et al. [2012] calculated the ion densities for the T40 flyby by using a pho-

tochemical model and an empirical model. In photochemical modelling, the production

rates of the primary ions N+
2 , N+, CH+

4 , CH+
3 , etc, are calculated and subsequently

used them as input for simulating the ion-neutral chemistry. In empirical modelling,

the ion densities are calculated by using the production and loss rates of the ions

inferred from the INMS data. Both these models could sufficiently reproduce the density

of hydrocarbon ions, but overestimated the density of the major ion HCNH+. This

overestimation also affected the calculated abundance of the second and third most

abundant ions, C2H+
5 and CH+

5 as the chemistry of these three ions are highly interlinked.

They demonstrated that electron temperatures play a crucial role in determining the

densities of the ions and suggested using electron temperature profiles that converge to

the neutral temperature at lowest altitudes. They also analysed various production and

destruction processes of HCNH+ and found that a significant loss process is needed to

cause the destruction of the ion. They suggested that the loss process must be with

C2H2, C2H4, and H2, having reaction rate coefficients 5 x 10−11, 6 x 10−13 and 2 x 10−11

cm3 s−1, respectively, resulting in the formation of the ions HC3NH+, C3H3NH+ and

CH2NH+
2 . But there was no experimental evidence that such reactions could exist.

Vigren et al. [2013] modelled the dayside ionosphere with the aim of calculating

the electron number density profile. The study concentrated on four dayside flybys:

T40, T41, T42, and T48. The production rate of electrons was calculated using a solar

energy deposition model. The only loss process for the electrons that was considered was

the dissociative recombination reactions. Using the laboratory-measured dissociative

recombination rate coefficients of different ions present in Titan, they derived an effective

recombination rate. This, along with RPWS/LP measured electron temperature and

calculated electron production rate, was used to determine the plasma density for the

photochemical equilibrium condition. Even though the altitude of peak plasma density

matched with the observations, the predicted number densities were nearly a factor 2

higher than the measurements in the altitude range 1050-1200 km. They suggested that,

other than dissociative recombination reaction, there may be an important loss process

for the electrons and the reactions associated with negative ions may be important for

the thermal electron balance in Titan’s ionosphere.
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To understand whether the overestimation in electron density is caused by the over

estimation in production rates, Richard et al. [2015] calculated the ion production rates

using a photochemical model as well as an empirical model which was based on INMS

observations. The production rates of the major primary ions N+
2 , CH+

4 , and CH+
3

obtained using the two methods were in good agreement. They concluded that the

exaggerated plasma density is not caused by overproduction, but might be due to some

insufficient electron-ion recombination, other chemistry like ion-molecule reactions, or

the contributions of negative ions to the total charge. Model of Dobrijevic et al. [2016]

which included the coupling between the neutral and ionic species from lower atmosphere

up to the ionosphere also over-predicted the electron number densities. They suggested

that to improve the chemical scheme of Titan’s atmosphere a more precise assessment of

the uncertainty factors for some rate constants is required. In addition, they established

the requirement of a better evaluation of the uncertainty factors for photolysis rates

including photodissociation and photoionization.

1.4.2 Negative ions

The first model which looked into the presence of anions in Titan was by Capone

et al. [1976]. They studied cosmic ray induced ionization in the lower atmosphere of

Titan (<400 km) and included only two anions in the model; H− and CH−3 . The

major production and loss process were assumed to be three–body electron attachment

and photodetachment, respectively. The study concluded that in the lower ionosphere,

induced by cosmic ray ionization, the ratio of anion to cation density is only of the order

of 10−4 and anion chemistry was supposed to be unimportant. The parametric model

of Molina-Cuberos et al. [2000] studied the abundance of electrophilic species in Titan

and calculated the densities of negative ions and electrons. They showed that when the

fractional abundance of electrophillic species becomes ∼10−11, the density of negative

ions become significantly high at lower altitudes (<40 km) and could be even more than

electron density, thus affecting the electrical properties of the lower atmosphere. Borucki

et al. [2006] studied the charging of aerosol in the lower atmosphere and considered the

influence of negative ions. The formation of negatively charged polycyclic aromatic

hydrocarbons (PAH−) through collisional charging with anions and their loss through

photodetachment was investigated. All these lower atmosphere models considered the

formation of negatively charged particles either through three–body electron attachment

or through the collisional charging of aerosols. The presence of anions in the upper

atmosphere was ignored as the former process is inefficient in this region and aerosols

were not expected to be present at >500 km.

The photochemical models of Vuitton et al. [2009] and Dobrijevic et al. [2016] are the

only models to date that have studied the negative ion chemistry in Titan’s ionosphere.

Based on their electron affinity and gas phase acidity, Vuitton et al. [2009] chose eleven
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anions, CN−, C3N−, C5N−, C4H−, C6H−, C2H−, CH−3 , CH−2 , H−, OH−, and O−, as

the possible candidates. The production processes considered were Radiative Electron

Attachment (REA), DEA, and ion–pair formation and the loss processes include pho-

todetachment, ion–ion recombination, and ion–neutral associative detachment. The

density profiles were calculated for the altitude range 700-1400 km. They attributed

the two major peaks observed by CAPS/ELS at m/q = 22±4 and 44±8 to CN− and

C3N−, respectively. The peak densities obtained for these ions were 1 cm−3 for CN− and

0.1 cm−3 for C3N−. As per their calculations, the third most abundant anion should

be C5N− (m/q = 82±14). The hydrocarbon anions C4H and C6H were also found to

be contributing significantly to the total anion densities at lower altitudes. There was

only negligible contribution from all other anionic species. They identified the DEA and

associative detachment with the radicals H and CH3, as the most important production

and loss process of anions.

Dobrijevic et al. [2016], using a one dimensional coupled ion-neutral model, calcu-

lated the density profiles of positive ions, negative ions, and neutral species for Titan’s

atmosphere and studied how the uncertainties in the reaction rate coefficients influence

the model results. They updated the DEA cross sections used by Vuitton et al. [2009] and

calculated the densities of the negative ions CN−, C3N−, H−, C2H−, C−3 , and C4H−. For

each of the calculated species, they studied the propagation of uncertainty on chemical

rate constants and performed multiple Monte-Carlo runs to obtain a statistical set of

mole fraction profiles as a function of altitude. For every calculated anion density profile,

they presented a global mean number density profile obtained using the unperturbed rate

constants as well as the intervals containing 50% and 90% of the density profiles. The

anions, viz. C5N−, C6H−, CH−3 , CH−2 , OH−, and O−, were not considered in the study

of Dobrijevic et al. [2016], the reason which they attribute either to the low abundance

of the corresponding neutral species from which these anions are produced or the very

low rate constant involved. The updated cross sections largely changed the chemistry

scheme through which the anions get produced/removed from Titan’s ionosphere. As

per their model, the most abundantly produced anion in Titan’s ionosphere is H− which

forms through the DEA of CH4. These hydride anions then quickly get converted to

CN− and C2H−. However, the calculations of Dobrijevic et al. [2016] also showed that

the two most abundant anions in Titan’s ionosphere are CN− and C3N−, which agrees

with the model results of Vuitton et al. [2009].

1.5 Motivation for this study

As indicated in section 1.4.1, a number of models have been developed to study the

ion-neutral chemistry on the dayside of Titan′s ionosphere. But none of them was able

to reproduce the observed electron density. At the peak, the modelled electron density

is about a factor of 2 to 3 larger than the Cassini measurements. The possible reasons
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for this discrepancy are investigated in the current thesis. Literature survey suggests

that there are inconsistencies in various input parameters that could affect the model

computed plasma density which have not been addressed so far. A detailed assessment

of model parameters, such as solar flux, neutral atmosphere, reaction rate coefficients,

etc, affecting the production and loss of ions and electrons is the main objective of this

study. This is very important in understanding the ion chemistry and the controlling

parameters of plasma density in the ionosphere of Titan. Some of the recent studies

[Sagnières et al., 2015; Vigren et al., 2016] showed that there is an overestimation in the

modelled photoelectron flux and N+
2 ion production rates and this could be the reason for

the disagreement between observations and model results. This issue is also addressed

in the current study. In addition to the positive ion chemistry, we have also modelled

the chemistry of negative ions. Most of the existing models dealt only with positive

ion chemistry and anion chemistry was not addressed. Anions, recently discovered by

the Cassini mission, are important in Titan’s ionosphere as they can initiate further

molecular growth through chemical and physical processes leading to the formation of

complex organics as suggested by recent studies. There have only been two models

[Vuitton et al., 2009; Dobrijevic et al., 2016] which discussed the chemistry of negative

ions in the upper atmosphere. There have been updates on reaction rate coefficients

and dissociative electron attachment cross sections after the model of Vuitton et al.

[2009]. Even though Dobrijevic et al. [2016] have used these updated coefficients and

cross sections in their model, they limited their discussion to a few selected anions.

Hence a study which explores the complete anion chemistry scheme using the updated

parameters is required. We model the chemistry of all the negative ions proposed by

Vuitton et al. [2009] in the ionospheric region using state-of-the-art cross sections and

rate coefficients to understand what changes the updated parameters could cause to

the existing modelled anion profiles. A recent study by Desai et al. [2017] reported for

the first time the profiles of negative ions derived from CAPS-ELS observations during

dayside flybys. This gives the opportunity to validate the model results by comparing

with observations which has not been done before.

Methane gas is an important constituent in the atmosphere of Titan and other outer

solar system atmospheres. The electron–methane interactions in these atmospheres

influences many upper atmospheric phenomena including the ionospheric chemistry. The

photochemistry of Titan’s atmosphere is largely controlled by the photoionization and

photodissociation products of methane even though methane constitutes only about

3-4% of the atmosphere. Hence it is essential to understand the electron-methane

interaction. We begin with an energy deposition model using Monte Carlo technique to

understand how the electron energy is distributed among various loss channel like ioniza-

tion, dissociation, excitation, etc, while making collisions with the methane molecules.

The output of the simulation is a distribution function called yield spectrum which
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embodies information about the degradation process and can be used for studying the

aeronomical processes in planetary atmospheres. Yield spectrum is then used to calculate

photoelectron flux in Titan’s ionosphere to investigate their interaction with atmospheric

neutrals leading to further photochemistry in Titan.

1.6 Photochemical model for the dayside ionosphere

Figure 1.7: Photochemical model for calculating the plasma densities.

Figure 1.7 shows the general structure of the photochemical model that has been

developed for studying the chemistry on the dayside ionosphere of Titan. The major

sources of ionization on the dayside are photons and photoelectrons. Hence, it is

essential to know how much photon flux and photoelectron flux is available at each
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altitude to ionize the neutrals. The photon flux is calculated using Beer-Lambert law

which describes the attenuation of solar flux as it passes through the atmosphere. The

inputs required are solar UV radiation reaching the top of the atmosphere, the density

profiles of the major neutral constituents N2 and CH4, and their photoabsorption cross

sections. Calculated photon flux is subsequently used to obtain the ionization rate or the

photoelectron production rate. Photoionization cross sections is an essential input for

the calculation. Once photoelectrons are generated in the atmosphere, they immediately

start colliding with the background gases and degrade their energy. To calculate the final

steady-state photoelectron flux, it is important to know how the primary photoelectrons

will degrade their energy. Among the various available techniques for studying the

electron energy degradation in an atmosphere, the current study makes use of the

Analytical Yield Spectra (AYS) approach which is obtained as the output of a Monte

Carlo simulation model for electron energy degradation in gases. Using AYS, the steady-

state photoelectron flux is calculated. The volume production rate of the major primary

ions due to photon and photoelectron impact is determined. This is used as input to

the model which includes the ion-neutral chemistry. The production and destruction

reactions of various ions are taken in the model to calculate the number density profiles

of different ionic species and electrons.

1.7 Thesis Structure

In this thesis, a one-dimensional photochemical model is developed for studying the

ion-neutral chemistry on the dayside ionophere of Titan. The model calculates the

density profiles of the major positive, negative ions and free thermal electrons. The

model results are then compared with the observations. The organisation of thesis is as

follows:

• Chapter 2 - Electron energy degradation model in gases using Monte

Carlo method: Application to xenon. This chapter introduces the electron

degradation models in gases. A review of available techniques for studying electron

energy degradation in planetary atmospheres is presented. The Monte Carlo

method used in the present study is discussed in detail. An energy deposition

model is presented for studying degradation of electrons with energy ≤10 keV in

the atomic gas xenon. Electron-xenon interactions find practical applications in

several areas such as gas lasers, gamma ray detectors, gas counters, ion-thrusters,

etc. A thorough review of the electron impact cross sections for e-Xe collisions,

which forms the primary input to the energy deposition model along with the

information on the selection of cross sections for model calculations, is presented

in detail. The output of the simulation is the numerical yield spectrum which is

a basic distribution function that contain information regarding the degradation
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process and can be used to calculate the yield of any excited or ionized states. The

numerical yield spectra are then fitted analytically, thus generating analytical yield

spectra (AYS). Using yield spectrum, mean energy per ion pair and efficiencies

of the ionization and excitation processes are calculated. The model results are

compared with the values available in literature to validate the calculations. The

AYS derived using the Monte Carlo model can be used to calculate steady-state

electron flux in those mediums where e-Xe interactions take place as well as to

calculate excitation rates or emission intensities.

• Chapter 3 - Monte Carlo model for electron energy degradation in

methane gas. The chapter deals with the Monte Carlo model for electron energy

deposition in a molecular gas methane, a gas which plays a crucial role in the

photochemistry of Titan’ atmosphere. The molecular targets add more intricacies

to electron degradation process by introducing additional energy loss channels such

as neutral dissociation, dissociative electron attachment, dissociative ionization,

dissociative excitation etc. For modelling Titan’s photochemistry, it is essential

to understand how the electron will distribute its energy among these various loss

channels while making collisions with the methane molecule. The electron impact

cross sections for e-CH4 collisions are used as input to the model. The numerical

yield spectrum is analytically fitted, thus generating AYS. Mean energy per ion

pair and efficiencies are calculated. The AYS presented in this chapter is used

to calculate steady-state photoelectron fluxes in the atmosphere of Titan and is

presented in the subsequent chapter.

• Chapter 4 - Photochemical model for the ionosphere of Titan: Modelling

the chemistry of Titan′s ionosphere. A one-dimensional photochemical model

for steady-state photochemical equilibrium condition is developed for the dayside

ionosphere of Titan. An energy deposition model is developed which describes the

absorption of solar UV radiation using Beer Lambert law. The initial inputs to the

model are solar UV radiation reaching the top of the atmosphere, the altitudinal

distribution of the neutral constituents and the photoabsoption cross sections.

The attenuated solar flux, thus obtained is used for calculating photoelectron

production rate, which is subsequently used in the calculation of steady-state

photoelectron flux by employing the analytical yield spectrum approach. The ion

production rates due to photon and photoelectron impact are calculated and are

used as input to the model which includes ion-neutral chemistry. The production

and destruction reactions of various ions are taken in the model to calculate

the number density profiles of different ionic species and electrons. The model

calculations are compared with Cassini observations. The possible reasons for the

disagreement between modelled and observed plasma densities are explored by
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performing an extensive analysis of model input parameters. Model calculations

suggest that a more significant role is played by the plasma loss processes, rather

than the production processes, in causing the disagreement.

• Chapter 5 - Chemistry of negative ions in the ionosphere of Titan. This

chapter presents the chemistry of negative ions in the upper atmosphere region of

Titan. The photochemical model presented in the previous chapter is extended by

including the reactions of anions. Negative ion density profiles are computed using

the most recent cross sections for dissociative electron attachment process and

rate coefficients of ion-neutral reactions of anions. These are compared with the

modelled profiles available in literature to understand the impact of the updated

parameters on model calculations. Updated profiles obtained using the current

model are also compared with the relative densities of anions which are reported

recently based on observations. The model results are found to be consistent with

the observations, based on which the current study could suggest the possible

anions which could produce the observed relative density profiles.

A summary of the thesis and the future scope of the work is presented in Chapter 6.
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Chapter 2
Electron energy degradation model in gases

using Monte Carlo method: Application to

xenon

2.1 Introduction

The collision of an electron with a neutral (atom or molecule) can be elastic or

inelastic in nature. Although the elastic collision changes the direction, it does not

change the energy of the electron. In the inelastic collision, some energy of the incident

electron is used to ionize or excite the target neutral. When the target is a molecule,

additional energy loss processes, such as dissociation and attachment, are also possible.

If the remaining energy of the electron is sufficient to make further inelastic collisions, it

will keep on colliding with the background gases until its energy is completely degraded.

This process is referred to as electron energy degradation. Such processes are of great

importance in understanding phenomena such as electron beam propagation in the

atmosphere, population inversion process in a large group of gas lasers, optical emissions

occurring in the upper atmosphere like aurora and airglow, etc [Trajmar et al., 2006;

Sorokin, 1986; Campbell and Brunger , 2009; Bhardwaj and Gladstone, 2000].

The photoelectrons generated in planetary atmospheres degrade their energy by

colliding with neutral constituents of the atmosphere. Different techniques have been

used to study the problem of electron energy degradation in atmospheres, viz. diffusion

transport method, two-stream method, the multi-stream method, solution of Boltzmann

transport equation, Fokker-Planck diffusion equation, continuous slowing down approx-

imation, and discrete energy bin method.

The method by Nisbet [1968] and Swartz [1972], called diffusion transport method,

used the concept of diffusion theory and solved a set of continuity equations for cal-

culating flux of photoelectrons. This method required the calculation of diffusion co-

efficient for electrons passing through the atmospheric gases and needs information of the

photoelectron pitch angle distribution and the details of collisional scattering. The two-

25
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stream method used by Banks and Nagy [1970] assumed that the movement of electrons

can occur only in two directions; either parallel or antiparallel to the geomagnetic

field lines. In this case, the transport equation yields only an upward or downward

flux. This method has been used widely for calculating the photoelectron fluxes in

different planetary ionospheres, like Titan [Gan et al., 1992], Venus [Chen and Nagy ,

1978], Jupiter [Waite et al., 1983] etc, and also in cometary ionospheres [Korosmezey

et al., 1987]. In reality, electrons can get scattered over a wide range of angles in

the atmosphere. The multi-stream method used by Oran and Strickland [1978] took

into account the fact that electrons can get scattered in any direction. The transport

equations were solved for a pre-selected number of directions to represent anisotropic

scattering and transport of electrons.

For studying the thermalisation of low energy electrons and their transport, Mantas

and Bowhill [1975] used a method based on Boltzmann equations. Photoelectron flux

was calculated by considering different processes, viz. transport, secondary electron

production, energy degradation caused by the excitation of the neutrals to higher energy

states and also the energy transfer to the ambient electron gas. Interaction of auroral

electron with the atmosphere was studied by Walt et al. [1969] using the Fokker-Planck

diffusion equation. They described electron energy degradation, their angular scattering

through collisions and also the influence of Earth’s magnetic field upon the pitch angle

distribution. The method of Walt et al. [1969] had the drawback that the electron energy

loss process was treated as a continuous phenomenon which is an erroneous concept at

energies less than 500 eV. At these low energies, the discrete nature of energy loss process

become important. The continuous nature of energy loss process at high energies was

used in the method called Continuous Slowing Down Approximation (CSDA) used by

Green and Barth [1965, 1967] and Stolarski and Green [1967]. The electron energy

is degraded continuously from incident to cut-off with the assumption that the only

significant loss processes are the excitation and ionization of the target particle. Even

though this method could give reliable results on the population of excited states [Heaps

and Green, 1974], it has got the disadvantage of ignoring the discrete nature of energy

loss process which becomes very relevant at low energies. Banks et al. [1974] used a

modified approach in which the energy loss at high energies (>500 eV) was treated as

a continuous process and studied using Fokker-Planck method of Walt et al. [1969]. At

low energies (<500 eV) the discrete energy loss technique of Banks and Nagy [1970] and

Nagy and Banks [1970] was used.

Peterson [1969] introduced a method which takes into account the discrete nature of

energy loss in each collision. In this method, the energy range from the incident energy

to the lowest value is divided in to a number of equally spaced bins. The initial energy

of the electron will be fractionally redistributed into lower energy bins as controlled

by various cross sections. The topmost bin will be emptied once the energy of all the
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electrons in the bin is redistributed to lower energy bins. This process continues until all

bins of interest are empty. This technique has been used for electron energy degradation

studies in H2 [Cravens et al., 1975] and in N2 [Fox and Victor , 1988].

2.2 Monte Carlo Method

Simulation models can be classified into two; deterministic models and stochastic

models. Deterministic models are mathematical models in which outputs are precisely

determined. For such models, a unique input leads to a unique output. For stochastic

models, a unique input can lead to a different output for each model run which occur due

to the random nature of the modelled process. For such processes, a single simulation

gives only one possible result. Multiple trial runs have to be performed to estimate

the probability distribution of possible outcomes. Monte Carlo method is a statistical

method used to approximate the probability of outcomes of a stochastic process.

To appreciate the applicability of this simulation technique for studying the problem

of electron energy degradation and thus to calculate photoelectron flux in the atmo-

sphere, consider the interaction of an electron with neutrals. It may collide elastically

with the target or it may suffer inelastic collisions. Inelastic collisions can result in dif-

ferent possibilities, viz. ionization or excitation. In case of molecular targets, there exist

additional channels, viz. dissociation, dissociative ionization, and electron attachment.

The electron-neutral collision will continue until the energy of the electron is completely

degraded. During each collision, the electron can perform any of the above mentioned

processes. Another electron of same energy and initial conditions may follow a different

sequence of processes. This kind of random process can be simulated numerically by

calculating the probabilities of various possible occurrences for an electron. The sum

of these probabilities will be unity. In order to reach a decision on which process has

happened after each collision, Monte Carlo method uses random numbers distributed

uniformly on the interval (0, 1) of real numbers. The decision is reached by comparing

the probabilities with the random number. After each collision, new energy and direction

is assigned to the electron. This sampling process is repeated until the collision process

is terminated by some condition. Each new electron is treated similarly. A large

number of such trials produces a frequency distribution for different processes from

which their probability distributions can be derived. Probabilities can be calculated

for different directions of scattering as well. Such probability distributions can finally

give information on how the electron will degrade its energy while making collisions

with the background gases. Even though time consuming, at some levels Monte Carlo

simulation is found to be the most realistic simulation possible for studying electron

energy deposition [Solomon, 2001]. The energy loss process of electrons is actually

discrete in nature and this nature is exactly captured in the Monte Carlo model. As

the method makes use of probabilistic decision making techniques, the accuracy of the
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result largely depends on the number of simulations carried out.

Monte Carlo method was used to calculate the photoelectron flux in Earth’s atmo-

sphere by Cicerone and Bowhill [1970, 1971] and in cometary atmosphere by Ashihara

[1978]. The study of energy deposition of auroral electrons in Earth’s upper atmo-

sphere by Solomon [1993] also employed the same method. A Monte Carlo model was

constructed by Singhal and Bhardwaj [1991] for studying how the photoelectrons get

energised under the influence of an electric field and subsequently used the results for

studying the electroglow emissions from Uranus. Using the same method Bhardwaj and

Singhal [1993] described the energization and energy degradation of low energy protons

in an H2 atmosphere in the presence of parallel electric field for studying the optically

thin H Lyman alpha production on the outer planets. The method has also been used

for sputtering studies [Pospieszalska and Johnson, 1996; Johnson et al., 2000] as well

as for the energy deposition of ring current [Noël , 1997]. The model of Shematovich

et al. [2008] which studied the dayglow emissions in Martian atmosphere used Monte

Carlo technique to study electron transport. The energy deposition model for solar

energetic particle precipitating into the atmosphere of Mars by Jolitz et al. [2017] and

the aeronomic model for the upper atmosphere of Jupiter by Ionov et al. [2017] also

employed Monte Carlo technique.

Green and coworkers extensively used Monte Carlo method for studying the problem

of electron energy degradation in various gases [Jackman and Green, 1979; Green and

Singhal , 1979; Singhal et al., 1980; Singhal and Green, 1981; Singhal et al., 1983; Green

et al., 1985]. They introduced the concept of yield spectrum which is a basic distribution

function that contain information regarding the degradation process and can be used

to calculate the yield of any ionized or excited states [Green et al., 1977a, b]. The

analytical representation of numerical yield spectra is referred to as Analytical Yield

Spectra (AYS). As AYS accurately represents numerical yield, the use of AYS reduces

the computational time drastically as compared to the generation of numerical yield

spectrum using Monte Carlo model. Green et al. [1977a] developed AYS for the gases Ar,

H2, H2O, O2, N2, CO, CO2 and He. Further studies of Jackman and Green [1979]; Green

and Singhal [1979]; Singhal et al. [1980]; Singhal and Green [1981]; Singhal and Bhardwaj

[1991]; Bhardwaj and Singhal [1993]; Bhardwaj and Michael [1999]; Bhardwaj and Jain

[2009]; Bhardwaj and Mukundan [2015]; Mukundan and Bhardwaj [2016], etc. extended

this approach to other gases. The AYS has been extensively used in the calculation

of photoelectron fluxes, auroral electron fluxes and volume excitation/emission rates in

various atmospheres [Haider and Singhal , 1983; Singhal and Haider , 1984; Singhal and

Haider , 1986; Bhardwaj and Singhal , 1990; Bhardwaj and Michael , 1999; Bhardwaj and

Jain, 2009; Bhardwaj and Raghuram, 2011, 2012].

A detailed description of the Monte Carlo model for electron energy degradation in

atomic gases is presented in the next section.
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Figure 2.1: Flowchart showing Monte Carlo simulation for the electron degradation in

atomic gas. It shows flow only up to secondary electrons; subsequent electrons (tertiary,

quaternary, etc.) are also followed in the similar manner in the simulation.
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2.3 Electron energy degradation model using Monte

Carlo method

In the Monte Carlo simulation, the energy loss process of the electron is treated

in a discrete manner. For carrying out the degradation by means of discrete steps,

the electron is followed as it undergoes successive collisions. To accomplish the energy

degradation in a convenient way, the energy range from the incident energy to cut

off energy is divided into a number of bins. Whenever an electron makes an inelastic

collision, the collision event is recorded in the corresponding energy bin. This process

is continued and the particle, its secondary, tertiary, etc. are followed until the energy

falls below an assigned cut off value. In the present simulation, the energy bin size is

taken as 1 eV throughout the energy range. The cutoff energy is set as equal to the

minimum energy required by the electron to make an inelastic collision with the target

gas. In other words, it is the lowest threshold of all the inelastic processes.

Figure 2.1 shows the flow diagram of Monte Carlo simulation for the electron degra-

dation. The simulation starts by fixing the energy of the incident electron. The direction

of movement of electron (θ, φ) is assumed to be isotropic and is decided using the random

numbers R1 and R2 as

θ = cos−1(1− 2R1), (2.1)

φ = 2πR2 (2.2)

The distance that the electron has to travel before the collision is calculated as

S = − log(1−R3)/NσT , (2.3)

where R3 is another random number, N is the number density of the gas (equal to 1010

cm−3) and σT is the total scattering cross section (elastic + inelastic). Next, decision

has to be made on the type of collision. The probabilities of the elastic and inelastic

events, Pel (σel/σT ) and Pin (σin/σT ), where σel and σin are the elastic and inelastic

cross sections, are calculated and compared with a new random number R4. Elastic

collision occurs if Pel ≥ R4. The energy loss in elastic collisions ∆E due to target recoil

is calculated as

4 E =
m2v2

m+M
− m2vV1 cos δ

m+M
, (2.4)

where

V1 = v

[
m cos δ

m+M
+

[M2 +m2(cos δ − 1)]1/2

m+M

]
.

Here δ is the scattering angle in the laboratory frame, v and m are, respectively, the

velocity and mass of the incident electron, and M is the mass of the target particle. The

scattering angle δ is determined by using differential elastic cross sections which are fed
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numerically into the model. The energy lost in the collision is then subtracted from the

incident electron energy. After the collision, the deflection angle relative to the direction

(θ,φ) is obtained by

cos θ
′′

= cos θ cos θ
′ − sin θ sin θ

′
cosφ

′
,

cosφ
′′

= (cos θ cosφ sin θ
′
sinφ

′ − sinφ sin θ
′
sinφ

′
+ sin θ cosφ cos θ

′
)/ sin θ

′′
, (2.5)

sinφ
′′

= (cos θ cosφ sin θ
′
cosφ

′ − cosφ sin θ
′
sinφ

′
+ sin θ sinφ cos θ

′
)/ sin θ

′′
.

Here θ
′
, φ
′

are the scattering angles.

If an inelastic collision occurs, the collision event is recorded in the appropriate

energy bin corresponding to the energy of the particle. It is further decided whether it

is an excitation or ionization event. In case of ionization event, the energy of secondary

electron has to be calculated as it can also initiate further inelastic collisions, provided it

has sufficient energy. The secondary electron energy is calculated as [Green and Sawada,

1972]:

T =
ΓS Ev
Ev + ΓB

[tan(RK1 + (R− 1)K2)] + TS −
[

TA
Ev + TB

]
, (2.6)

where

K1 = tan−1

{[
(Ev − I)

2
− TS +

TA
(Ev + TB)

]/
ΓS Ev

(Ev + ΓB)

}
,

K2 = tan−1

{[
TS −

TA
(Ev + TB)

]/
ΓS Ev

(Ev + ΓB)

}
.

Here Ev is the incident electron energy; ΓS, ΓA, TA, TB, and TS are the fitting parameters,

R is a random number, and I is the ionization threshold. If this energy is greater than

that of the cut off energy then the secondary electron has to be followed. In order to

follow the secondary electron, the parameters of the primary electron, i.e. the energy

remaining in the primary, its position and direction of movement are first saved in

suitable variables. Secondary electron is then followed in the same method as the primary

electron. Once the energy of the secondary is completely degraded, the saved parameters

of the primary electron are retrieved and its degradation is continued. Similarly, tertiary,

quaternary, etc., electrons are followed in the simulation.

For all inelastic collisions, the collision event is recorded in the corresponding energy

bin so that the information on the total number of collisions that occur in each energy

bin can be obtained, after the simulation is complete. This is used for calculating the

yield spectrum. The number of secondary, tertiary, quaternary, etc., electrons produced

during ionization events are also stored in the corresponding energy bins which is used

to determine their energy distribution. The angle and direction of movement of electron

after each ionization and excitation event are calculated using differential elastic cross

sections as described in equation (2.5). After each inelastic collision, appropriate energy
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is subtracted from the particle energy. If the remaining energy is higher than the cutoff

energy, it is again followed in the simulation. The simulation is made for a monoenergetic

beam of 106 electrons; each and every electron is followed in a collision-by-collision

manner until its energy falls below the assigned cutoff value.

In the following section, the application of Monte Carlo model for electron energy

degradation is depicted by studying the interaction of electron with the atomic gas

xenon.

2.4 Monte Carlo model for electron degradation in

xenon gas

Xenon (Xe) is a widely studied atom due to its inert nature and simple ground

state atomic structure. The inert nature of xenon makes it possible to study the

pristine environment of the early solar system whose traces have been removed by other

reactive elements [Verchovsky and Sephton, 2005]. Noble gases are valuable probes of

extraterrestrial environments. Their abundances as well as isotopic compositions are

indicators of various processes such as stellar events prior to solar system formation

and radioactive decay. Hence, their study is vital to understand the sequence of events

that led to the formation and subsequent evolution of the solar system. There are

various missions that studied xenon in planetary atmospheres. For example, Galileo mass

spectrometer reported a relative abundance of 2.6±0.5 times solar ratios in Jovian atmo-

sphere [Mahaffy et al., 2000]. Pioneer Venus Sounder Probe Neutral Mass Spectrometer

measured an upper limit for xenon in Venusian atmosphere as 120 ppb [Donahue et al.,

1981]. In Earth’s atmosphere xenon is a trace gas, having a concentration of 87 ppb

[Fleagle and Businger , 1980].

Electron collision with Xe has a wide range of application. In x-ray and gamma

ray detectors, Xe gas counters have been commonly used. In both these detectors,

interaction of radiation with Xe atoms results in the production of electrons. Among

the various methods of amplifying the obtained skimp signal, a commonly used approach

is electron acceleration in which the accelerated electrons excite the xenon atoms through

inelastic collisions leading to the production of secondary scintillation, i.e. the emission

of detectable light in the vacuum ultraviolet region [Knoll , 2000]. The same technique

is used in flash lamps which produce high intensity white light for a short duration. The

excited atoms, created by electron-atom collisions, can de-excite by emitting in different

wavelengths whose combined effect will give the appearance of white light emission.

Electron bombardment technique with xenon is also used in ion thrusters which is an

evolving technology in the field of rocket propulsion. Here, electrically accelerated Xe

ions, created using electron impact, are emitted at high speed as exhaust and this will

push the spacecraft forward. Efficiency of this kind of ion thrusters are found to be
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higher than that of conventional chemical propulsion methods and has been used in

NASA’s missions Deep Space-1 [Rayman et al., 1999] and DAWN [Rayman et al., 2006].

The utmost use of xenon gas for such purposes will be possible only through a thorough

understanding of properties associated with microscopic collision processes.

The electron collision process in xenon was studied earlier by Date et al. [2003] using

Monte Carlo method. Rachinhas et al. [1999] studied the absorption of electrons with

energies ≤ 200 keV in xenon using Monte Carlo simulation technique. They calculated

mean energy per ion pair (w-value) and Fano factor in the energy range 20-200 keV and

studied the influence of electric field on the results. Absorption of x-ray photons and

the drift of resulting electrons under the influence of an applied electric field in xenon

was studied by Dias et al. [1993], by using Monte Carlo technique. A 3D Monte Carlo

method was used by Santos et al. [1994] to study the drift of electrons in xenon and to

calculate various physical properties such as electroluminescence, drift velocities, etc.

In the present study, a Monte Carlo model for the local degradation of electrons

with energy in the range 9-10000 eV in neutral xenon gas is developed to understand

how the energy of the incident electron will be distributed among various loss channels,

like ionization and excitation while it is making collisions with neutral xenon atoms.

To make an inelastic collision with a xenon atom, an electron should have a minimum

energy of 8.315 eV as it is the lowest threshold of all the inelastic processes. The cutoff

energy is set as 9 eV since the energy bin size in the model is 1 eV. Modelling the

electron energy degradation primarily requires a set of electron impact excitation and

ionization cross sections for the atom. These cross sections are essential for electron

energy deposition schemes and are presented in detail in Section 2.5. Using the model,

numerical yield spectra is generated which is fitted analytically to obtain AYS. This

is discussed in Section 2.6.1. The obtained secondary electron energy distribution, the

calculation of efficiency of excitation and ionization processes, and the calculated mean

energy per ion pair are presented in Section 2.6 . The summary of the chapter is given

in Section 2.7.

2.5 Cross Sections

Cross sections for elastic and various inelastic processes form the primary input to

the energy deposition model. A thorough review of the electron impact cross sections for

e-Xe collisions is presented in this section along with the information on the selection of

cross sections for model calculations. The selected cross sections are fitted using simple

analytical equations. It is these analytically fitted form of cross sections that are used

as input to the Monte Carlo model. These analytical cross sections represent the actual

measured/calculated cross sections at all energies and thus facilitate the use of cross

sections as input to the model.
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Figure 2.2: Electron impact ionization cross sections for Xe. Cross sections up to five

ionization states are shown here.

2.5.1 Total Elastic cross sections

Total elastic scattering cross sections for Xe have been measured or calculated by

many authors, like Mayol and Salvat [1997], Gibson et al. [1998], Adibzadeh and Theo-

dosiou [2005], Vinodkumar et al. [2007] and McEachran and Stauffer [2014]. The present

model used the analytically fitted theoretical cross sections of McEachran and Stauffer

[2014] which are calculated using a relativistic optical potential method. These cross

sections are in good agreement with the measured values of Mayol and Salvat [1997] and

also with the theoretical values of Adibzadeh and Theodosiou [2005] and Vinodkumar

et al. [2007] in the energy range 50-1000 eV. However, at energies between 15 eV and 50

eV, the cross sections of Vinodkumar et al. [2007] are lower with a maximum deviation

of 50% at 30 eV. Calculations by McEachran and Stauffer [2014] is higher than the

cross sections of Gibson et al. [1998] and Adibzadeh and Theodosiou [2005] at 1-10 eV.

The maximum deviation (25%) is found at 6 eV. In the current model, the analytical fit

of McEachran and Stauffer [2014] is extended to 10 keV to calculate the cross section

at higher energies, even though the authors have mentioned that the analytical fit is

valid only up to 2.5 keV. This extension is valid as it agrees with the cross sections

calculated by Garcia et al. [2002] for the energy 50 eV to 10 keV using a scattering

potential method.
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Table 2.1: Elastic differential cross section for xenon (in units of 10−16 cm2 sr−1) .

Energy Angle (degree)

(eV) 0 10 20 30 40 50 60 70 80

5 23.40 17.40 12.00 7.52 4.49 3.00 2.72 2.97 3.06

10 37.40 27.60 19.30 12.4 7.11 3.70 1.89 1.10 0.801

100 43.40 11.10 1.28 0.237 0.694 0.434 0.0487 0.055 0.229

500 61.00 8.66 1.29 0.446 0.170 0.106 0.106 0.0827 0.0318

1000 70.70 5.71 0.78 0.249 0.125 0.0752 0.0455 0.0282 0.0236

Energy Angle (degree)

(eV) 90 100 110 120 130 140 150 160 170 180

5 2.570 1.560 0.499 0.0024 0.663 2.55 5.35 8.31 10.6 11.4

10 0.643 0.503 0.414 0.473 0.773 1.29 1.99 2.70 3.23 3.43

100 0.238 0.120 0.077 0.116 0.0896 0.00531 0.106 0.558 1.15 1.42

500 0.006 0.042 0.100 0.111 0.0557 0.00815 0.0692 0.260 0.479 0.576

1000 0.0282 0.031 0.0233 0.00821 0.00247 0.0254 0.00832 0.161 0.229 0.255
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2.5.2 Differential elastic cross sections

The direction in which electron is scattered after each collision is calculated us-

ing differential elastic scattering cross sections (DCS). For the present work, DCS of

Adibzadeh and Theodosiou [2005] is used, in which values for the energy range 1-1000

eV are given for a finer energy grid (1 eV). These values are in good agreement with the

DCS values of McEachran and Stauffer [1984] and Sienkiewicz and Baylis [1989]. For

energies greater than 1000 eV, linearly extrapolated values of differential cross sections

are used, as measurements are not available. DCS values at a few energies are shown in

Table 2.1. These cross sections are not analytically fitted and are fed numerically into

the model.

2.5.3 Ionization cross sections

Both single and multiple ionization cross sections of xenon have been measured by

Schram [1966], Nagy et al. [1980], Stephan and Märk [1984], Wetzel et al. [1987], Lebius

et al. [1989], Krishnakumar and Srivastava [1988], Almeida [2002], and Rejoub et al.

[2002]. Up to 1000 eV, we have used the recent measurements of Rejoub et al. [2002]

which are in good agreement with the work of Rapp and Englander-Golden [1965],

Schram [1966], Nagy et al. [1980] and Stephan and Märk [1984]. At energies greater

than 1000 eV, measurement of Schram [1966] has been used as it is the only available

measurement at higher energies. These cross sections are fitted using empirical formula

of Krishnakumar and Srivastava [1988];

σp(E) =
1

IE
[A ln

E

I
+

N∑
i=1

Bi(1−
I

E
)i] (2.7)

where A and Bi are fitting coefficients, I is the ionization threshold, E is the electron

energy and i is the number of terms N required to fit the data. Fitting parameters had

to be adjusted as the cross sections of Krishnakumar and Srivastava [1988] are higher

than that measured by Rejoub et al. [2002] and Schram [1966] by about 20% at the

maximum. The fitting parameters used in the present study are given in Table 2.2.

The current model considers only up to the fifth ionization state of xenon. Higher

states have very low ionization cross sections and the total yield will remain more or

less the same even if they are taken into account. Ionization cross sections used in the

model are shown in Figure 2.2. These partial ionization cross sections are then used to

calculate gross ionization cross section as

σgross = σ+ + 2σ2+ + 3σ3+ + 4σ4+ + 5σ5+ (2.8)

As xenon is a gas that is capable of multiple ionization, total ionization cross section

will be the charge weighted sum of partial ionization cross sections [Rapp and Englander-
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Golden, 1965]. It is this gross ionization cross section that is used in the model.

Figure 2.3: Energy level diagram of Xe for the excited states 5p56s and 5p56p. Image

taken from Srivastava [2007]

2.5.4 Excitation cross sections

Xenon (Z = 54) has a ground state configuration of 5p6. Electron impact excitation

can result in configurations, like 5p5ns, 5p5np, 5p5nd etc. Each of these excited config-

urations will be composed of different levels which occur due to the coupling between

the core angular momentum Jc and the angular momentum of the excited electron. For

example, the 5p56s configuration is composed of four levels which are represented as 1s2,

1s3, 1s4 and 1s5 (in the decreasing order of energy) in Paschen notation with J values

1, 0, 1 and 2, respectively (see Figure 2.3). Excitation cross sections for the various

excitation levels of Xe are available in the literature. However, individual cross sections

of various levels in each configuration have not been calculated.



38 C
hapter

2:
E

lectron
en

ergy
degradation

m
odel

in
gases

u
sin

g
M

on
te

C
arlo

m
ethod:

A
pplication

to
xen

on
Table 2.2: Fitting parameters for ionization cross sections of xenon. Notation 1E5 means 1 × 105

I (eV) A B1 B2 B3 B4 B5 B6 B7 B8

Xe+ 12.12 5.1810E5 -5.5272E5 4.3084E5 -1.0138E6 4.3057E5 - - - -

Xe2+ 33 2.0E5 -1.9897E5 1.4518E6 -2.8675E7 2.1198E8 -7.046E8 1.1679E9 -9.4364E8 2.9592E8

Xe3+ 65 2.2868E5 -3.2675E5 5.4044E6 -5.7805E7 2.5296E8 -4.9809E8 4.4934E8 -1.5128E8 -

Xe4+ 110 1.8596E5 -1.6909E5 8.7999E5 -1.2579E7 5.1109E7 -4.9230E7 -7.8086E7 1.6624E8 -7.8863E7

Xe5+ 172 7.1585E4 -4.8096E4 6.5617E6 6.5617E6 -1.5531E7 1.4689E7 -4.9586E6 - -
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Cross sections for the excitation into 5p57p levels from the ground level as well as

from the 5p56s levels of xenon were measured by Jung et al. [2009]. Sharma et al.

[2011] theoretically calculated the cross sections for the excitation into the 5p57p levels.

Excitation cross section from the ground state to the 5p56s level was measured by Fons

and Lin [1998]. Puech and Mizzi [1991] reported cross sections for the 13 excited levels

of xenon where the excitation cross sections for the forbidden and allowed transitions

were calculated separately. They made use of Born-Bethe approximation to calculate

the cross sections at high incident electron energies and a low energy modifier to extend

the calculations down to threshold energies. These semi-empirical expressions which are

valid from threshold to relativistic energies are used in the current model. Excitation

cross section for an allowed level is calculated as

σj =
8πa2

0R
2

mc2β2

Foj
Wj

[ln(
β2

1− β2

mc2β2

2Wj

)− β2] (2.9)

where ao is the Bohr radius, R the Rydberg constant, m the rest mass of electron

and β is the velocity of incident electron in units of light velocity c. Wj is the excitation

threshold of the jth level and Foj is the oscillator strength. For forbidden states, cross

sections are calculated as

σj =
8πa2

0R

mc2β2
Fj (2.10)

where Fj is a constant. To calculate cross sections at energies near threshold region,

equations (2.9) and (2.10) have to be multiplied by a low energy modifier

Bj =
[1− (

2Wj

mc2β2 )aj ]bj

(mc2β2)cj
(2.11)

where aj, bj and cj are fitting parameters. Values of these parameters for the different

excitation levels are shown in Table 2.3. Cross sections for various excitations are added

together to obtain total excitation cross section.

2.5.5 Total cross sections

Total inelastic cross section is calculated by adding total excitation cross section

and gross ionization cross section. These total inelastic cross sections and elastic cross

sections are added up to obtain total scattering cross sections. Our calculated total

scattering cross sections are in good agreement with values of Kurokawa et al. [2011],

Zecca et al. [1991] and Vinodkumar et al. [2007]. Figure 2.4 shows various cross sections

that are used in our model.
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Table 2.3: Parameters to calculate excitation cross sections of Xe. For all levels, aj =

bj=1

Level Wj(eV) Foj(Fj) cj

1s5 8.315 53.7 2.0

1s4 8.437 0.26 0.0

1s3 9.447 27.0 2.0

1s2 9.570 0.19 0.0

2p10 9.580 2.57 1.0

2p9 + 2p8 9.706 4.89 1.0

2p7 + 2p6 9.809 2.54 1.0

3d5 9.917 0.01 0.0

3d6 + 2p5 + 3d4 + 3d3 + 3d
′
4 + 3d

′′
+ 3d1 10.11 20.0 1.0

3d2 10.40 0.395 0.0

2s5 + 2s4 10.59 0.097 0.0

2p4 + 2p3 + 2p2 + 2p1 11.0 5.0 1.0

(3s-9s)allowed 11.7 0.689 0.0

2.6 Model Results

2.6.1 Yield Spectrum

Yield spectrum, U(E, E0), for an incident electron energy E0 and spectral energy

E, is defined as the number of discrete energy loss events that happened in an energy

interval E and E+∆E.

U(E,E0) =
N(E)

4E
, (2.12)

where N(E) is the number of inelastic collisions and 4E is the energy bin width,

which is 1 eV in the current model. The generation of numerical yield spectrum

requires large computational time as each and every electron has to be followed including

the secondaries, tertiaries, etc. For practical purposes, the analytically fitted form of

numerical yield spectrum, called AYS, simplify the application by substantially reducing

the computational time. The numerical yield spectrum, obtained as the output of the

model, can be represented in an analytical form as [Bhardwaj and Michael , 1999]

U(E,E0) = Ua(E,E0) H(E0 − E − Em) + δ(E0 − E), (2.13)

where H is the Heavyside function, Em is the minimum threshold of the processes

considered, and δ(E0 − E) the Dirac delta function which accounts for the collision at
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Figure 2.4: Electron impact cross sections for elastic and inelastic processes of Xe

source energy E0. Green et al. [1977a] have given a simple analytical representation for

Ua(E,E0) as

Ua(E,E0) = A1ξ
s
0 + A2(ξ1−t

0 /ε3/2+r) (2.14)

where ξ = E0/1000 and ε = E/I (I is the lowest ionization threshold), and A1, A2,

t, r, and s are fitting parameters. The fitting parameters for xenon gas obtained are

A1 = 0.035, A2 = 1.75, t = 0.0, r = −0.065, and s = −0.085.

Figure 2.5 shows numerical yield spectrum as well as AYS for five different incident

electron energies. Rapid oscillations seen in the yield spectrum at energies close to

the incident electron energy are not taken into account in our analytical fit. These

oscillations occur due to the fact that energy loss processes are discrete in nature. For

an electron having incident energy E0, an inelastic collision with threshold energy Em

will bring the energy down to a value of E0 - Em. No energy value in the region between

E0 and E0 - Em can be acquired by the electron. This is known as Lewis effect [Douthat ,

1975]. The heavyside function in equation (2.13) accounts for the Lewis effect.

The yield spectrum can be used for calculating the population (J) of any state j,

which is the number of inelastic events of type j caused by an electron while degrading

its energy from E0 to cut off as

Jj(E0) =

∫ E0

Wth

U(E,E0) Pj(E) dE. (2.15)

Here Wth is the threshold for the jth process; Pj(E) is the probability of the jth process at

energy E, which can be calculated as Pj(E) = σj(E)/σin(E); σin(E) is the total inelastic

collision cross section at energy E. This is useful to determine various properties of the
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gas, like mean energy per ion pair and efficiencies of different loss channels which are

described in the following sections.
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Figure 2.5: Yield spectra for different incident energies. Red curve shows numerical

yield spectra obtained using the model. Analytical Yield Spectrum (AYS), calculated

using equation (2.14), is represented by blue curves. To separate the curves for better

clarity, yield spectrum for 10000, 4000, 1000, 500 and 50 eV are shown after multiplying

with scaling factors 2000, 300, 80 and 20 and 5, respectively.

2.6.2 Mean energy per ion pair

Mean energy per ion pair, also known as w-value, is defined as the average energy

spent by an electron to produce an electron-ion pair after its energy is completely

dissipated. Its reciprocal gives the efficiency with which a particle can ionize the gas,

and is a typical feature of the target species considered. The w-value for an incident

electron energy E0 is calculated as

w(E0) = E0/J(E0), (2.16)

where J(E0) is the population of the ionization events. Figure 2.6 shows the mean energy

per ion pair value calculated for neutral xenon and for the various ionization channels of

Xe. At high incident electron energies w approaches a constant value. As the incident

electron energy decreases, ionization population also decreases since excitation process

starts dominating due to their higher cross section at these energies. Thus w increases as

the incident particle energy decreases. This behaviour of w agrees well with the previous

calculations of Combecher [1980], Date et al. [2003], Dayashankar [1982] and Dias et al.

[1993].
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Table 2.4: Mean energy per ion pair (w-value) for neutral and different ionization states

of xenon for incident energies 300 eV and 10 keV.

E0 = 300 eV E0 = 10 keV

Xe 23.2 eV 22 eV

Xe+ 29.3 eV 29.9 eV

Xe2+ 369.9 eV 286.6 eV

Xe3+ 1.1 keV 878.3 eV

Xe4+ 5.4 keV 3.4 keV

Xe5+ 43 keV 9.5 keV
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Figure 2.6: Mean energy per ion pair for ions Xe+, Xe2+, Xe3+, Xe4+, Xe5+ and neutral

Xe (shown as total). Symbols show the values calculated using numerical yield spectrum

for Xe.

Mean energy per ion pair calculated for neutral xenon and its various ionization states

at two different incident energies, 10 keV and 300 eV are shown in Table 2.4. Date et al.

[2003] reported a w-value of 21.7 eV at 10 keV. Combecher [1980] measured w-value for

electrons in xenon and obtained a value of 22 eV for high energy electrons. Dias et al.

[1993] obtained a value of 22 eV at 10 keV, while Dayashankar [1982] calculated a value

of 23.1 eV for energy >200 eV. The value of mean energy per ion pair calculated using

our model is in good agreement with those reported previously.
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2.6.3 Secondary electron energy distribution

Secondary electrons generated during ionization can also cause inelastic collisions,

provided they have sufficient energy. These electrons can have a maximum energy of

(E-I)/2, where E is the energy of the primary electron and I is the ionization threshold.

The energy of secondary electrons are calculated using equation (2.6). If this energy is

greater than that of the cutoff energy, then it is also followed in the same manner as

that of the primary. Similarly, tertiary, quaternary, etc electrons are also followed in

the Monte Carlo simulation. The energy distribution of secondary electrons for different

incident electron energies is shown in Figure 2.7. Also shown in the same figure is the

distribution of tertiary and quaternary electrons for an incident energy of 10 keV. It

is clear from the figure that during degradation, an electron with 10 keV energy, will

produce at least one secondary or tertiary electron whose energy is >10 eV (<34 eV),

which is sufficient to cause further inelastic collisions.
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Figure 2.7: Energy distribution of secondary electrons for incident energies 100 eV,

1 keV and 10 keV. Y axis shows the number of secondary electrons produced per

incident primary electron. Dotted and dashed curves show distribution of tertiary

and quaternary electrons, respectively, for an incident energy of 10 keV. Inset shows

the energy distribution of secondary, tertiary and quaternary electrons for an incident

energy of 10 keV zoomed in the lower energy range of 10 to 50 eV.
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Figure 2.8: Efficiencies of various ionization processes. Symbols represent the efficiencies

calculated using numerical yield spectra and solid lines are efficiencies calculated using

AYS.

2.6.4 Efficiency

During the degradation process, the electron energy is distributed among various

inelastic processes. Efficiency of a process gives information on what fraction of the

incident energy is used for a particular process after the electron has completely degraded

its energy. The efficiency, ηj(E0), of the jth process at the incident energy E0 can be

obtained as

ηj(E0) =
Wth

E0

Jj(E0) (2.17)

where Wth is the threshold for the jth process.

Figure 2.8 shows the efficiencies of the various ionization channels. Efficiencies are

calculated using both numerical yield as well as analytical yield and are compared

with each other. A good match is observed between the values obtained using the

two methods. Throughout the energy range, Xe+ ionization channel is found to have

the maximum efficiency due to its high cross section. At 10 keV, Xe+ has an efficiency

of 40.5%. Xe2+, Xe3+, Xe4+ and Xe5+ have efficiencies of 11.5%, 7.4%, 3.2% and 1.8%,

respectively.

Efficiencies of various levels in the 1s configuration are shown in Figure 2.9(a). For an

incident electron energy of 10 keV, ∼10% of the energy is spent in the 1s configuration.

As seen in the figure, the allowed excitation 1s4 has the highest efficiency throughout

the energy range with a value of 4.5% at 10 keV and the lowest efficiency is for the
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forbidden excitation 1s3 with 0.4% efficiency. The other two excitations 1s2 and 1s5,

have efficiencies 2.3% and 2.9%, respectively. Figure 2.9(b) shows the efficiencies of 2p

configuration. The 2p9+2p8 level has an efficiency of 1.6% at 10 keV and is the highest

among various levels in 2p configuration. Out of ∼4% efficiency of 2p configuration at

10 keV, 0.9% is channeled in to 2p10 level, 0.8% into 2p7+2p6 and 0.8% into 2p4+2p3+

2p2+2p1 levels. Efficiencies of remaining excitation channels are shown in Figure 2.9(c).

The 3d5 level has a very low efficiency of 0.1% at 10 keV. A combination of various

forbidden levels, 3d6+2p5+3d4+3d3+3d4+3d
′′
+3d1, has an efficiency of 4.7%. The upper

allowed excitation levels (3s-9s) consume around 5.9% of the incident electron energy.

The 3d2 and 2s5+2s4 levels have efficiencies of 4% and 1% at 10 keV, respectively.

Figure 2.10 shows how the incident electron energy is divided among ionization and

excitation processes. From 50 eV onwards, ionization is the dominant inelastic process.

More than 50% of incident energy is spent into ionization at these energies. Above 1000

eV, ionization efficiency attains a constant value of ∼64%. Excitation dominates at

energies less than 30 eV. In the energy range where only elastic and excitation collision

can occur, excitation efficiency is found to be around ∼90%, which is consistent with

the results of Dias et al. [1993] and Santos et al. [1994]. At incident electron energies of

10 keV around 30% of the energy is spent on excitation events.

2.7 Summary

We have developed a Monte Carlo model for degradation of electrons with energy

≤10 keV in neutral xenon gas. Electron impact cross sections for elastic and various

inelastic processes were compiled based on the recent experimental and theoretical

studies. Analyticaly fitted form of these cross sections are used as input data to

the model. The numerical yield spectrum calculated using Monte Carlo simulation

is analytically represented through Equation (2.14), thus generating analytical yield

spectrum. A good agreement is observed between numerical yield spectrum and AYS.

From these results the mean energy per ion pair and the efficiency of inelastic processes

have been calculated. The value of mean energy per ion pair is 22 eV for an incident

energy of 10 keV which is consistent with the values obtained in earlier studies of Date

et al. [2003], Dias et al. [1993], Combecher [1980], and Dayashankar [1982]. Secondary

electron energy distribution is shown in Figure 2.7. Efficiency calculations showed that

ionization process dominates for incident energies >50 eV and is found to have an

efficiency of ∼65% at 10 keV. Efficiency of excitation is ∼30% at 10 keV incident energy.

Our results are consistent with the previous calculations of Santos et al. [1994] and Dias

et al. [1993].

Results presented in this chapter will be useful to understand the electron energy

degradation process in xenon. The AYS derived using the Monte Carlo model can be

used to calculate steady state electron flux in a medium like planetary atmospheres
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[Bhardwaj and Micheal , 1999; Bhardwaj and Singhal , 1990], ion thrusters etc. as well

as to calculate excitation rates or emission intensities [Bhardwaj and Raghuram, 2012;

Jain and Bhardwaj , 2015]. Efficiencies can be used to calculate volume production rate

multiplying by electron production rate and integrating over energy.

The electron energy degradation in a molecular gas methane is presented in the

subsequent chapter.



Chapter 3
Monte Carlo model for electron degradation

in methane gas

3.1 Introduction

When an electron collides with an atom, there are only two possible inelastic pro-

cesses; the atom can either get ionized or it can get excited to higher energy lev-

els. This is not the case when the collision partner is a molecule. The simple fact

that a molecule consists of at least two atoms causes electron-molecule collisions to be

much more sophisticated than electron-atom collisions. Additional energy loss processes

are introduced into inelastic processes. The molecular excitations can be rotational,

vibrational, or electronic in nature. As an extreme case of vibration, the molecule

can get dissociated into fragments. In addition to the dissociation of a molecule into

neutral ground-state fragments (neutral molecular dissociation), dissociation can also be

combined with other inelastic processes resulting in dissociative excitation, dissociative

ionization, and dissociative electron attachment. Thus, molecular targets add more

intricacies to electron collision processes.

All atmospheres in the solar system are dominated by molecular gases, such as N2,

CO2, O2, CO, H2O, H2, CH4, SO2, etc. Free electrons are produced in these atmospheres

from many sources, such as photoionization, electrons of solar or magnetospheric origin,

cosmic ray ionization, etc. Nearly all atmospheric processes are ultimately the result

of the interaction of photons and electrons with the molecular gases in the atmosphere.

Energetic electrons can ionize or dissociate the neutral molecules, and a cascade of

secondary electrons are generated, which in turn can cause ionization, dissociation,

excitation and heating. The ability of a molecule to dissociate adds the possibility that

the collision process generates new species, which are often much more reactive as well

as chemically and physically very different from the parent molecule. These by-products

can initiate further reactions which largely influence the atmospheric chemistry and

planetary aeronomy processes, such as aurora and dayglow, etc [Campbell and Brunger ,

2016].

49
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An energy deposition model for electron-molecule collisions is presented in this

chapter. Methane has been chosen as the target molecule due to its relevance in planetary

atmospheres (see section 3.2). The Monte Carlo model for e-CH4 collisions is presented

in Section 3.2. The results of the simulation are presented in Section 3.4. The AYS

calculated in this chapter will be used for calculating photoelectron flux in Titan’s

atmosphere which is discussed in the subsequent chapters.

3.2 Monte Carlo model for electron degradation in

methane gas

Methane is the simplest hydrocarbon present in the solar system [Mueller-Wodarg

et al., 2008]. It is an important constituent in the atmospheres of the outer solar system

planets Jupiter, Saturn, Uranus, and Neptune, and also in the atmospheres of satellites

Titan and Triton [Gregersen, 2010]. The New-Horizons mission confirmed the presence of

this hydrocarbon gas in the atmosphere of the dwarf-planet Pluto [Gladstone et al., 2016].

Even though methane is only a minor gas in these atmospheres, it is vital in controlling

many of the atmospheric processes. Methane is a well-mixed gas in the homospheres

of Jupiter and Saturn and causes infrared absorption in these atmospheres. In Uranus

and Neptune, it condenses as ice [McFadden et al., 2006]. The bluish appearance of

these planets is caused by the presence of CH4 in the atmosphere as methane absorbs

radiations of red wavelength. In the satellite Titan, Cassini-Huygens mission found

regions of low radar reflectivity which are interpreted as lakes. These lakes are believed

to be composed of methane and other hydrocarbon gases [Cordier et al., 2009].

In the outer solar system atmospheres, CH4 plays a key role in ionospheric photo-

chemistry. Collision of solar photons or photoelectrons with methane molecules causes

the neutral dissociation or ionization of the molecule which in turn leads to the gen-

eration of simple hydrocarbon radicals and ions. The subsequent reactions caused by

these radicals and ions, either with themselves or with methane and other background

gases, cause the production of higher order hydrocarbons, be it alkanes, alkenes or

alkynes [Banaszkiewicz et al., 2000; Strobel , 2004]. The heavy hydrocarbons can lead to

polymerization and result in the production of UV-dark haze in Jupiter’s polar region

[Singhal et al., 1992]. In Titan’s upper atmosphere, heavy hydrocarbon ions are detected

which is a byproduct of methane photochemistry [Coates et al., 2007; Wahlund et al.,

2009]. Hydrogen cyanide, an important precursor for the formation of amino acids and

proteins, is formed from those reactions for which methane acts as a precursor [Romanzin

et al., 2005]. The hydrocarbon abundance in the atmospheres of the planets Uranus and

Neptune is also an outcome of the methane photochemistry [Summers and Strobel , 1989;

Romani et al., 1993].

There are several loss processes through which the electron can degrade its energy
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while colliding with methane molecule. Figure 3.1 shows the modified flowchart for

the Monte Carlo model for electron-molecule collisions. As mentioned previously, the

additional loss channels, viz., neutral dissociation, dissociative ionization, electron at-

tachment, and vibrational and electronic excitations have been incorporated into the

model. All other equations used for calculating different parameters, like energy loss

after each collision, the direction of scattering, the energy of secondary electrons, etc,

remain the same as that discussed in Chapter 2. The electron impact cross sections for

e-CH4 collisions form the major input to the model. In the following section, a review

of the electron impact cross sections for methane is presented with the information on

the selection of cross sections for model calculations. These cross sections are fitted

analytically using appropriate empirical equations. The analytical equation and the

fitting parameters used for each cross section are also discussed.

3.3 Cross Sections

3.3.1 Total Elastic cross sections

Total elastic scattering cross section for methane has been measured by Boesten and

Tanaka [1991], Bundschu et al. [1997], Iga et al. [1999], and Kanik et al. [1993]. All

these measurements are in good agreement with each other. Measurements of Boesten

and Tanaka [1991] in the energy range 1.5-100 eV was fitted using analytical formula by

Shirai et al. [2002]. At energies above 100 eV, data from Kanik et al. [1993] is used for

fitting. This analytically fitted form of elastic cross section is used in the current study

and is shown in Figure 3.2.

3.3.2 Differential elastic cross sections (DCS)

The DCS for e-CH4 collision has been measured by many workers. Values of DCS

used in the present work are given in Table 3.1. In the low energy range of 3 to 15 eV,

DCS measurements of Mapstone and Newell [1992] are used. However, DCS value at

5 and 10 eV are taken from Cho et al. [2008]. Cross sections for energies between 20

to 100 eV also are taken from Cho et al. [2008]. From 200 to 500 eV, measurements

of Iga et al. [1999] and at 700 eV measurements of Sakae et al. [1989] are used. Since

DCS measurements are not available for CH4 for energies greater than 700 eV, linearly

extrapolated values of cross sections are used.

3.3.3 Attachment

Dissociative electron attachment process of CH4 results in the production of H− and

CH2
− ions. Cross section for this process was measured by Sharp and Dowell [1967] and

Rawat et al. [2008]. Former cross sections were analytically fitted by Shirai et al. [2002],

which are used in the present work and is shown in Figure 3.2.
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Figure 3.1: Flowchart showing Monte Carlo simulation for electron degradation in

molecular gas. It shows flow only up to secondary electrons; subsequent electrons

(tertiary, quaternary, etc.) are also followed in the similar manner in the simulation.

Excitation involves vibrational, rotational, and electronic excitations and are not shown

separately.
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3.3.4 Vibrational Excitation

Methane molecule is found to have four normal modes of vibration: ν1 with threshold

energy 0.362 eV, ν2 with 0.190 eV, ν3 with 0.374 eV and ν4 with 0.162 eV. But it is

difficult to resolve these modes experimentally as they have very close transition energies.

Hence, experimental data are available for the combined cross sections for symmetric ν1

and antisymmetric ν3 stretching vibrations (ν1,3), and symmetric ν2 and antisymmetric

ν4 bending vibrations (ν2,4) of CH4.

Shyn [1991] measured vibrational excitation cross sections for methane at 5.0, 7.5,

10.0 and 15 eV. Tawara [1992] measured cross sections in the energy range 0.16-100

eV. DCS values in the 0.6 to 5.4 eV range, measured by Bundschu et al. [1997], were

integrated to obtain the integral cross section. Vibrational excitation cross sections used

in the current study are taken from Davies et al. [1988] in which cross section values

are given for a larger energy range; 0.450 to 100 eV for ν1,3 mode, and 0.162 to 150

eV for ν2,4 mode. The values of Davies et al. [1988] and Tawara [1992] agree well at

energies 10-100 eV but differ at low energies by about 50%. In this low energy range,

good agreement is found when the values were compared with that of Bundschu et al.

[1997]. Measurements of Shyn [1991] are found to be lower than the values of Davies

et al. [1988] by ∼50%. Vibrational cross section used in this study is shown in Figure

3.2.



54
C

hapter
3:

M
on

te
C

arlo
m

odel
for

electron
degradation

in
m

ethan
e

gas
Table 3.1: Elastic differential cross sections for CH4 in units of cm2. Value inside the bracket indicates a linearly extrapolated value.

Notation 1E-18 implies 1 x 10−18

Energy Angle (degree)

(eV) 0 10 20 30 40 50 60 70 80

4.2 (5.70E-17) (6.40E-17) (7.10E-17) 7.80E-17 8.50E-17 1.11E-16 1.19E-16 1.14E-16 1.01E-16

5 (8.23E-16) (6.09E-16) 3.91E-16 1.75E-16 1.32E-16 1.28E-16 1.39E-16 1.48E-16 1.39E-16

6 (3.19E-16) (2.73E-16) (2.27E-16) 1.81E-16 1.35E-16 1.42E-16 1.30E-16 1.42E-16 1.38E-16

7.9 (7.32E-16) (6.04E-16) (4.76E-16) 3.48E-16 2.20E-16 1.80E-16 1.43E-16 1.39E-16 1.32E-16

10 9.65E-16 (8.03E-16) 6.40E-16 4.88E-16 3.51E-16 2.12E-16 1.77E-16 1.14E-16 0.86E-16

15.4 (7.65E-16) (6.29E-16) (4.93E-16) 3.57E-16 2.21E-16 1.75E-16 1.08E-16 6.50E-17 5.00E-17

20 (1.20E-15) 9.45E-16 6.91E-16 4.55E-16 2.69E-16 1.34E-16 0.83E-16 0.53E-16 0.36E-16

30 (0.39E-15) 10.07E-16 6.25E-16 3.36E-16 1.60E-16 0.75E-16 0.40E-16 0.27E-16 0.18E-16

50 (1.45E-15) 9.22E-16 3.98E-16 1.80E-16 0.70E-16 0.29E-16 0.18E-16 0.10E-16 0.07E-16

100 (1.41E-15) 8.01E-16 1.95E-16 0.44E-16 0.19E-16 0.09E-16 0.04E-16 0.03E-16 0.02E-16

200 (1.14E-15) 5.51E-16 1.03E-16 3.34E-17 1.51E-17 8.20E-18 5.20E-18 3.80E-18 3.20E-18

300 (9.29E-16) 4.26E-16 7.26E-17 2.56E-17 1.12E-17 6.20E-18 3.80E-18 2.60E-18 1.80E-18

400 (6.76E-16) 3.02E-16 5.14E-17 1.83E-17 8.20E-18 4.00E-18 2.60E-18 1.50E-18 1.10E-18

500 (6.46E-16) 2.80E-16 4.58E-17 1.63E-17 6.90E-18 3.20E-18 1.80E-18 1.20E-18 9.00E-19

700 (1.54E-15) 2.19E-16 3.52E-17 1.26E-17 4.41E-18 1.98E-18 1.02E-18 6.47E-19 4.45E-19

800 (2.38E-15) (1.94E-16) (3.09E-17) (1.12E-17) (3.53E-18) (1.56E-18) (7.69E-19) (4.75E-19) (3.13E-19)

900 (3.67E-15) (1.71E-16) (2.71E-17) (9.74E-18) (2.82E-18) (1.22E-18) (5.78E-19) (3.49E-19) (2.20E-19)
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1000 (5.67E-15) (1.51E-16) (2.37E-17) (8.56E-18) (2.25E-18) (9.64E-19) (4.35E-19) (2.56E-19) (1.55E-19)

2000 (2.56E-14) (6.66E-17) (9.81E-18) (3.66E-18) (5.09E-19) (2.04E-19) (6.70E-20) (3.33E-20) (1.54E-20)

3000 (4.56E-14) (4.12E-17) (5.85E-18) (2.22E-18) (2.13E-19) (8.27E-20) (2.24E-20) (1.01E-20) (4.02E-21)

4000 (6.56E-14) (2.93E-17) (4.06E-18) (1.56E-18) (1.15E-19) (4.34E-20) (1.03E-20) (4.33E-21) (1.54E-21)

5000 (8.56E-14) (2.25E-17) (3.05E-18) (1.19E-18) (7.14E-20) (2.64E-20) (5.66E-21) (2.25E-21) (7.36E-22)

6000 (1.05E-13) (1.82E-17) (2.42E-18) (9.52E-19) (4.83E-20) (1.75E-20) (3.46E-21) (1.31E-21) (4.01E-22)

7000 (1.25E-13) (1.51E-17) (1.99E-18) (7.88E-19) (3.47E-20) (1.24E-20) (2.28E-21) (8.36E-22) (2.40E-22)

8000 (1.45E-13) (1.29E-17) (1.68E-18) (6.69E-19) (2.61E-20) (9.23E-21) (1.59E-21) (5.64E-22) (1.54E-22)

9000 (1.65E-13) (1.12E-17) (1.44E-18) (5.79E-19) (2.02E-20) (7.09E-21) (1.15E-21) (3.99E-22) (1.04E-22)

10000 1.85E-13 (9.96E-18) (1.26E-18) (5.09E-19) (1.61E-20) (5.60E-21) (8.72E-22) (2.93E-22) (7.35E-23)

Energy Angle (degree)

(eV) 0 10 20 30 40 50 60 70 80

3.2 8.30E-17 6.20E-17 3.40E-17 2.20E-17 2.00E-17 2.70E-17 (3.40E-17) (4.10E-17) (4.80E-17) (5.50E-17)

4.2 1.01E-16 8.60E-17 7.30E-17 4.20E-17 2.50E-17 5.30E-17 (8.10E-17) (1.09E-16) (1.37E-16) (1.65E-16)

5 1.19E-16 0.84E-16 0.50E-16 0.24E-16 0.18E-16 0.26E-16 0.36E-16 0.47E-16 0.60E-16 0.70E-16

6 1.18E-16 8.10E-17 4.10E-17 2.20E-17 4.00E-17 8.00E-17 (1.20E-16) (1.60E-16) (2.00E-16) (2.40E-16)

7.9 9.80E-17 6.20E-17 2.70E-17 1.70E-17 4.60E-17 9.40E-17 (1.42E-16) (1.90E-16) (2.38E-16) (2.86E-16)

10 0.55E-16 0.38E-16 0.24E-16 0.21E-16 0.31E-16 0.58E-16 0.83E-16 1.20E-16 1.60E-16 1.78E-16

15.4 4.00E-17 2.90E-17 2.70E-17 3.20E-17 4.30E-17 5.70E-17 (7.10E-17) (8.50E-17) (9.90E-17) (1.13E-16)

20 0.26E-16 0.20E-16 0.19E-16 0.25E-16 0.32E-16 0.40E-16 0.49E-16 0.56E-16 0.62E-16 0.69E-16

30 0.12E-16 0.12E-16 0.13E-16 0.17E-16 0.21E-16 0.27E-16 0.30E-16 0.32E-16 0.33E-16 0.34E-16
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50 0.05E-16 0.04E-16 0.06E-16 0.08E-16 0.10E-16 0.14E-16 0.16E-16 0.18E-16 0.19E-16 0.20E-16

100 0.02E-16 0.02E-16 0.03E-16 0.03E-16 0.04E-16 0.04E-16 0.05E-16 0.05E-16 0.05E-16 0.05E-16

200 2.80E-18 2.40E-18 2.20E-18 2.00E-18 (2.15E-18) (2.25E-18) (2.35E-18) (2.45E-18) (2.55E-18) (2.65E-18)

300 1.40E-18 1.20E-18 1.10E-18 1.10E-18 (1.00E-18) (1.00E-18) (1.00E-18) (1.00E-18) (1.00E-18) (1.00E-18)

400 9.00E-19 8.00E-19 6.00E-19 6.00E-19 (6.00E-19) (6.00E-19) (6.00E-19) (6.00E-19) (6.00E-19) (6.00E-19)

500 7.00E-19 6.00E-19 5.00E-19 5.00E-19 4.00E-19 4.00E-19 4.00E-19 4.00E-19 4.00E-19 4.00E-19

700 3.07E-19 2.46E-19 1.96E-19 1.68E-19 1.59E-19 1.51E-19 1.42E-19 1.34E-19 1.25E-19 1.17E-19

800 (2.03E-19) (1.57E-19) (1.23E-19) (9.74E-20) (1.01E-19) (9.28E-20) (8.46E-20) (7.75E-20) (6.99E-20) (6.33E-20)

900 (1.34E-19) (1.01E-19) (7.68E-20) (5.64E-20) (6.32E-20) (5.70E-20) (5.04E-20) (4.49E-20) (3.91E-20) (3.42E-20)

1000 (8.92E-20) (6.46E-20) (4.81E-20) (3.27E-20) (3.98E-20) (3.50E-20) (3.00E-20) (2.59E-20) (2.18E-20) (1.85E-20)

2000 (6.13E-21) (3.41E-21) (2.21E-21) (9.06E-22) (1.89E-21) (1.41E-21) (9.88E-22) (6.93E-22) (4.66E-22) (3.24E-22)

3000 (1.28E-21) (6.11E-22) (3.65E-22) (1.11E-22) (3.20E-22) (2.16E-22) (1.34E-22) (8.35E-23) (4.93E-23) (3.05E-23)

4000 (4.21E-22) (1.80E-22) (1.01E-22) (2.51E-23) (9.06E-23) (5.71E-23) (3.25E-23) (1.85E-23) (1.00E-23) (5.70E-24)

5000 (1.78E-22) (7.00E-23) (3.78E-23) (7.91E-24) (3.40E-23) (2.03E-23) (1.08E-23) (5.79E-24) (2.90E-24) (1.55E-24)

6000 (8.80E-23) (3.23E-23) (1.68E-23) (3.08E-24) (1.52E-23) (8.75E-24) (4.42E-24) (2.23E-24) (1.05E-24) (5.35E-25)

7000 (4.85E-23) (1.68E-23) (8.49E-24) (1.38E-24) (7.77E-24) (4.28E-24) (2.06E-24) (1.00E-24) (4.49E-25) (2.18E-25)

8000 (2.89E-23) (9.54E-24) (4.69E-24) (6.95E-25) (4.32E-24) (2.31E-24) (1.07E-24) (4.98E-25) (2.14E-25) (1.00E-25)

9000 (1.83E-23) (5.78E-24) (2.78E-24) (3.78E-25) (2.58E-24) (1.33E-24) (6.00E-25) (2.69E-25) (1.11E-25) (5.03E-26)

10000 (1.22E-23) (3.70E-24) (1.74E-24) (2.19E-25) (1.62E-24) (8.22E-25) (3.57E-25) (1.55E-25) (6.21E-26) (2.72E-26)
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3.3.5 Ionization
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Figure 3.3: Electron impact cross sections of CH4 for various ionization and dissociation

channels.

Ionization and dissociative ionization of CH4 result in the production of ions CH4
+,

CH3
+, CH2

+ , CH+, C+, H2
+ and H+. Cross section for these ionization processes have

been measured by many authors, e.g., Tian and Vidal [1997], Chatham et al. [1984],

Adamczyk et al. [1966] and Straub et al. [1997]. Straub et al. [1997] measured the cross

sections in the energy range 15-1000 eV and it is found to be the most reliable among the

various available measurements [Liu and Shemansky , 2006]. These measurements were

later revised due to instrumental recalibration and was published in Lindsay and Mangan

[2003] (hereafter referred to as Straub’s revised measurements). Liu and Shemansky

[2006] derived the oscillator strength and excitation functions for various ionization

channels of CH4 and calculated the cross section values. These cross sections are in good

agreement with Straub’s revised measurements. However, cross sections reported by Liu

and Shemansky [2006] exclude the contribution by pair production (e.g. (CH2
+, H+),

(C+, H+)). Erwin and Kunc [2008], using scaling law, developed analytical expressions

for calculating cross sections for various ionization channels of methane, which are valid

at all non-relativistic energies. These expressions allow the calculation of electron impact

ionization cross sections in an easier, and more direct way than the functions derived by

Liu and Shemansky [2006]. Good agreement is found between these theoretical ionization

cross sections when compared with Straub’s revised measurements and measurements

of Tian and Vidal [1997]. Maximum deviation (∼20%) is found for H+ production.
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For the present work, the cross sections for CH4
+ and CH3

+ production are taken

from Liu and Shemansky [2006]. For CH2
+ production, the cross section for positive

ion pair formation (CH2
+, H+), measured by Lindsay et al. [2001], is added with the

values of Liu and Shemansky [2006] to account for the contribution via doubly ionized

channels. These cross sections are fitted using analytical equation [Shirai et al., 2002];

σ = σoa1(E/ER)a2/[1 + (E/a3)a2+a4 + (E/a5)a2+a6 ] (3.1)

where σo = 1 × 10−16 cm2, ER is the Rydberg constant, and a1, a2, a3, a4, a5 and a6 are

the fitting parameters whose values are given in Table 3.2. The analytical expression

of Erwin and Kunc [2008] is used to calculate the cross sections for channels CH+, C+

and H2
+. For H+ production channel, the analytical expression of Shirai et al. [2002] is

used, extending it to 10 keV to get cross section values at higher energies. Figure 3.3

shows the ionization and dissociative ionization cross sections used in the present study.

Table 3.2: Parameters for CH4
+, CH3

+ and CH2
+ ionization cross section

(equation (3.1))

Process Eth(eV) a1 a2 a3 a4 a5 a6

CH4
+ 12.99 4.40 1.627 7.720E-3 -4.50E-2 3.10E-2 0.93

CH3
+ 14.24 2.18 1.435 1.13E-2 7.4E-2 4.91E-2 1.01

CH2
+ 15.20 0.121 1.868 3.44E-2 3.00E-1 5.20E-2 0.91

3.3.6 Dissociation

Dissociation of methane by electron impact results in the production of neutral

radicals CH3, CH2 and CH. Experimental cross sections for these processes are not

available over a wide energy range, except for the CH3 radical production where the

measurements are made up to 500 eV [Motlagh and Moore, 1998]. Erwin and Kunc

[2008] have given analytical expression for CH4 dissociation cross sections which is valid

at all non-relativistic energies. But the analytical expression does not account for the

production of CH3 radical through dissociative ionization channel CH3 + H+. For CH3

radical production, we have used the analytical representation of Motlagh and Moore

[1998] cross sections, as given by Shirai et al. [2002] and extended it to 10 keV. For CH2

and CH radical production, cross sections are calculated using the analytical expression

of Erwin and Kunc [2008]. Figure 3.3 shows the dissociation cross sections used in the

study.

3.3.7 Emission

Electronically excited state of neutral CH4 leads to the dissociation of the molecule

resulting in the production of excited fragments [Danko et al., 2011]. Cross sections for
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hydrogen Lyman series and carbon lines for energies less than 400 eV were measured by

Pang et al. [1987]. Motohashi et al. [1996] measured cross sections for the emission from

various excited fragments: the hydrogen Lyman and Balmer series, CH band emission

at 420-440 nm, line emissions from C at 165.7 nm and 156.1 nm and these cross sections

are found to be in agreement with that of Pang et al. [1987]. The uncertainties in

these cross sections were estimated to be ±20% for H Lyman-α, ±12% for H Balmer-

α, ±20% for CH band, and ±50% for atomic carbon emission. Maximum energy of

the experimentally measured cross sections are 1 keV, 6 keV, 5 keV and 1 keV for H

Lyman-α, H Balmer-α, CH band, and C emissions, respectively. Analytic cross sections

for these emission processes given by Shirai et al. [2002] are extended upto 10 keV and

used in the current model. (cf. Figure 3.4 and 3.5).
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Figure 3.4: Electron impact cross sections for H Lyman and H Balmer emissions.

3.3.8 Total cross sections

The total inelastic cross section is obtained by adding the cross sections of above

mentioned inelastic processes. Cross sections for the emission process and H+ production

channel are not taken into account while calculating the total inelastic cross section as

they are already accounted in other channels. Figures 3.2-3.5 show the cross sections

for elastic and various inelastic processes of methane that have been used in the present

work.
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Figure 3.5: Electron impact cross sections of CH4 for CH band and various CI line

emissions.

3.4 Results

3.4.1 Yield Spectrum

As described in Chapter 2, the output of the Monte Carlo simulation is the numerical

yield spectrum which is a basic distribution function that contains information regarding

the degradation process and can be used to calculate the yield of any excited or ionized

state (See equations 2.12 & 2.15). To obtain AYS, the numerical yield spectra are fitted

analytically by using the analytical equation of Green et al. [1977a]:

Ua(E,E0) = A1ξ
s
0 + A2(ξ1−t

0 /ε3/2+r) (3.2)

where ξ = E0/1000 and ε = E/I (I is the lowest ionization threshold which is equal

to 12.99 eV for CH4). The best fit parameters for methane gas are A1 = 0.024, A2 =

4.40, t = 0, r = −0.27, and s = −0.085. However, the above equation well represent

the numerical yield spectrum only at energy values greater than the ionization threshold

(13 eV). Unlike the case of xenon, a bulge is seen on the numerical yield at energies <10

eV. This is caused by the increase in the e-CH4 collisions which in turn occur due to the

large vibration cross sections in this energy regime (refer Figure 3.2). To improve AYS

at lower energies, Bhardwaj and Jain [2009] used an additional function:

Ub(E,E0) =
E0A0e

−x/A3

(1 + ex)2
. (3.3)
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Here x = (E−A4)/A3, and A0, A3, and A4 are the fitting parameters and they suggested

best fit parameters for e-CO2 collisions. To further improve the fit for e-CH4 collisions,

we introduced two more parameters, A5 and A6, and modified the above function as:

Ub(E,E0) =
E0A0e

−A5x/A3

(1 + eA6x)2
. (3.4)

The best fit parameters for e-CH4 collisions are A0 = 0.9, A3 = 8.5, A4 = 7.0, A5 = 0.001

and A6 = 4.5. The final AYS is the sum of equations (3.2) and (3.4). The numerical

yield spectrum obtained from the model as well as the AYS are shown in Figure 3.6.

By employing AYS, the population or yield of any state j can be calculated using

equation 2.15. This can be used for determining various properties of the gas, like mean

energy per ion pair and efficiency.
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Figure 3.6: Yield spectra for different incident energies. Solid curve shows numerical

yield spectra obtained using the model. Analytical Yield Spectrum (AYS), calculated

using equation (3.2), is represented by dashed curves. Dotted curve shows improved

AYS, obtained by summing equations (3.2) and (3.4). Yield Spectrum for 10000, 5000,

1000, 100 and 50 eV are shown after multiplying with scaling factors 9000, 1000, 100

and 30 and 1, respectively

3.4.2 Mean energy per ion pair

Figure 3.7 shows the mean energy per ion pair value calculated for neutral methane

and for the various ionization channels of CH4. The w-value at two different incident

energies, 10 keV and 100 eV, are shown in Table 3.3. The w-value for neutral CH4 is 26
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eV at 10 keV and 27.8 eV at 100 eV. Experimentally determined value for mean energy

per ion pair, as given in ICRU [1993], is 27.3±0.3 eV for incident energies ≥ 10 keV.

Fox et al. [2008] reported a value of 31 eV, while Wedlund et al. [2011] computed a value

of 28.0±1.2 eV at an incident electron energy of 2 keV. Our value of mean energy per

ion pair is consistent with those reported in previous studies.
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Figure 3.7: Mean energy per ion pair for ions CH4
+, CH3

+, CH2
+, CH+, C+, H2

+, H+,

and neutral CH4 (shown as total). Symbols shows the values calculated using numerical

yield spectrum for CH4
+ and neutral CH4

Table 3.3: Mean energy per ion pair (w-value) for neutral and different ionization states

of methane for incident energies 100 eV and 10 keV.

E0 = 100 eV E0 = 10 keV

CH4 27.8 eV 26 eV

CH+
4 54.9 eV 51.2 eV

CH+
3 75.8 eV 68.3 eV

CH+
2 369.9 eV 357.09 eV

CH+ 855.7 eV 972.7 eV

C+ 43 keV 9.5 keV

H+
2 3.1 keV 4.08 keV

H+ 358.16 eV 413.06 eV



Chapter 3: Monte Carlo model for electron degradation in methane gas 63

3.4.3 Secondary Electron production

The energy distribution of secondary electrons is shown in Figure 3.8 at a few incident

energies. Distributions of tertiary and quaternary electrons are also shown for incident

energy of 10 keV. Figure 3.8 shows that, each incident electron of energy 10 keV, at some

point of its energy degradation process, produces at least one secondary, or teritary or

quaternary electron whose energy is <32 eV.
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Figure 3.8: Energy Distribution of secondary electrons for incident energies 100 eV, 1

keV and 10 keV. Verical axis shows the number of secondary electrons produced per

incident primary electron. Dotted and dashed curves show distribution of tertiary and

quaternary electrons, respectively, for an incident energy of 1000 eV. The inset shows

the energy distribution of secondary, teritary and quaternary electrons for an incident

energy of 10 keV by zooming in the lower energy range.

3.4.4 Efficiency

The efficiency of various inelastic processes is calculated using numerical yield spec-

trum as well as AYS. Ionization efficiencies are shown in Figure 3.9. Because of its

higher cross section, CH4
+ production channel has the highest efficiency throughout the

energy range, with an efficiency of 25.3% (23.6%) for an incident electron energy of 10

keV (100 eV). The other ionization channels CH3
+, CH2

+, CH+, C+, H2
+ and H+ have

efficiencies of 20.8% (18.8%), 4.3% (4.1%), 2.5% (2.8%), 0.9% (1%), 0.5% (0.6%) and

4.4% (5%), respectively. At electron energies ≥100 eV, there is no significant variation in
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these efficiencies. But at lower energies, especially near the threshold region, ionization

efficiencies fall off very rapidly. At 18 eV, the efficiencies for the production of CH4
+,

CH3
+ and CH2

+ are 18.2%, 9.1% and 0.2%, respectively.
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Figure 3.9: Efficiencies of various ionization processes. Symbols represent the efficiencies

that are calculated using numerical yield spectra and solid lines are efficiencies calculated

using AYS.

Figure 3.10 show efficiencies of various dissociation channels. Since the production

of CH3 radical has the highest cross section (cf. Figure 3.3), it has the highest efficiency

with a value of 20.8% (21%) at 10 keV (100 eV). Efficiencies of CH2 and CH production

are 3.9% (3.7%) and 2.5%(2.6%) at 10 keV (100 eV). The dissociation efficiency is

almost constant at energies >100 eV. At electron energy of 30 eV, CH3, CH2 and CH

dissociation channels are having efficiencies 23.8%, 2.9% and 1.3%, respectively.

Efficiencies of various emission processes are shown in Figures 3.11. Only a small

fraction of the incident electron energy goes to various emission channels with H Lyman-

α emission having the highest efficiency of 0.43% (0.58%) at 10 keV (100 eV). For H

Lyman-β and Lyman-γ emissions, efficiencies are 0.11% (0.14%) and 0.05% (0.06%)

at 10 keV (100 eV). The CH band emission has an efficiency of 0.25% (0.28%) at 10

keV (100 eV). Among the various line emissions of atomic carbon, the 165.7 and 156.1

nm emissions have almost the same efficiencies at all energies, with a value of 0.033%

(0.04%) and 0.031% (0.03%) at 10 keV (100 eV), respectively. The carbon 193.1 nm

emission has an efficiency of 0.02% at 10 keV. As there is a large uncertainty in the value

of C-line emission cross sections (±50%), the calculated value of efficiencies would also

be uncertain by a similar amount.
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Figure 3.10: Efficiencies of various dissociation channels. Symbols represent the

efficiencies that are calculated using numerical yield spectra and solid lines are efficiencies

calculated using AYS.

In Figure 3.12 an overall picture of the efficiencies of various inelastic loss processes

is presented. Efficiency values calculated using both the numerical yield spectrum as

well as the AYS are shown; a good match is observed between the two efficiency values

at energies greater than 10 eV. Efficiency calculated using the AYS for energy <10 eV

would be only an approximate as the AYS is not able to represent well the numerical

yield spectrum in this region. Hence, the efficiency of vibration process shown in Figure

3.12 is calculated only using the numerical yield spectrum. Among the different loss

processes, ionization is found to be the dominant process above 30 eV. Above 100 eV,

the ionization efficiency attains a constant value of 54%. The dissociation efficiency is

constant at energies above 30 eV with a value of 27%. The emission efficiency is 1.2%

(1.6%) at 10 keV (100 eV). All through the energy range, only a very small fraction of

the incident electron energy is channelled into the attachment process. The attachment

efficiency peaks at 10 eV and has a value of 0.14%.
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Figure 3.11: Efficiencies of various emission channels. Symbols represent the efficiencies

that are calculated using numerical yield spectra and solid lines are efficiencies calculated

using AYS.

3.5 Summary

In the present Chapter, a Monte Carlo model for studying the degradation of 1-

10,000 eV electrons in methane gas in presented. Analytically fitted cross sections are

used as input to the model. The numerical yield spectra obtained as the output of

the Monte Carlo model includes non-spatial information about the degradation process.

The numerical yield spectrum is analytically fitted using equations given by Green et al.
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[1977a] and Bhardwaj and Jain [2009]. Two new parameters are introduced to better fit

the low energy (<10 eV) region of the numerical yield as described in equation 3.4, thus

obtaining the Analytical Yield Spectra. The AYS is used to calculate mean energy per

ion pair and efficiency of various loss channels. The mean energy per ion pair for CH4

has a value 26 (27.8) eV at 10 (0.1) keV. The energy distribution of secondary electrons

for a few incident energies is presented in Figure 3.8.
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Figure 3.12: Efficiencies of various loss channels. Symbols represent the efficiencies that

are calculated using numerical yield spectra and solid lines are efficiencies calculated

using AYS. Vibrational efficiencies are calculated using numerical yield spectrum only.

Efficiency of a loss channel gives information on the amount of incident electron

energy going into that loss process. Efficiencies are calculated using numerical yield

spectrum as well as the AYS, and are found to be in good agreement for energy >10 eV.

At energies <10 eV, vibration is the dominant loss process with an efficiency 80% at 8

eV. In this energy region, electron attachment process has an efficiency of 0.14%, which

falls down to a very small value for energies >20 eV. From 25 eV onwards, dissociation

process has an efficiency of 27%. At energies higher than 100 eV, ionization is the

dominant loss process consuming more than 50% of the incident electron energy. In

addition to the major inelastic processes, efficiencies are calculated for various emissions.

The H Lyman-α emission has the highest efficiency among the various emission channels.

These efficiencies can be applied to planetary atmospheres for calculating volume

production rates by multiplying with electron production rate and integrating over en-
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ergy. These results will be useful for modeling of aeronomical processes in the planetary

atmospheres where methane is a significant constituent.



Chapter 4
Photochemical model for the dayside

ionosphere of Titan

4.1 Introduction

Energy degradation of electrons in CH4 gas using Monte Carlo technique was dis-

cussed in the previous chapter. Yield spectrum, obtained as the output of the model, can

be used to understand the e-CH4 interactions in planetary atmospheres. As described

in Section 3.2, CH4 is a key constituent in the atmospheres of many outer solar system

bodies, especially in the Saturnian moon Titan. Even though methane constitutes only

3-4% of Titan’s atmosphere, the photochemistry in the upper atmosphere is largely

governed by CH4. When solar photons and other energetic particles collide with the

major neutrals N2 and CH4 causing their photoionization or photodissociation, a suit of

ions and radicals, like N+
2 , CH+

4 , CH+
3 , CH3, etc, are formed. These products then start

reacting with the background gases, thus initiating a chain of chemical reactions. The

chemistry ultimately results in the formation of heavy hydrocarbon ions and neutrals

along with free electrons. This has been discussed in detail in Chapter 1 (see section

1.3.1). In this chapter, a photochemical model for the dayside ionosphere of Titan is

developed by using the yield spectrum generated for e-CH4 collisions.

4.2 Model description

Photochemical models have been widely used for the study of upper atmospheric

photochemistry in Titan’s atmosphere (see section 1.4). The basic aim of these models

is to calculate the densities of different chemical species and thus to have a better

understanding of the atmospheric composition. The photochemical models for Titan’s

ionosphere can be classified into two:

(a) Models for calculating the plasma composition (ions and electrons) by considering

a fixed background atmosphere and an extensive list of ion-molecule reactions [Keller

et al., 1992; Vuitton et al., 2008]

(b) Models for calculating the neutral composition by considering neutral-neutral chem-

69
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istry [Dobrijevic et al., 2016].

The model that is developed in the present study belongs to the former category. Based

on observations, the background neutral atmosphere and other physical parameters that

control the chemistry are held fixed. Then, the one-dimensional continuity equation is

solved for the species of interest. The rate of change of number density, ni, of the ith ion

species is given by the continuity equation:

dni
dt

+5.φi = Pi − Li (4.1)

where Pi and Li are the production and loss rate of the ion per unit volume, and

5.φi represents the flux divergence due to ion transport. Under steady-state condition

dni/dt = 0. The role of ionospheric transport (movement of plasma to the locations

far from where they were created) and chemistry in controlling the ionospheric densities

and composition has been studied by different authors, viz. Ma et al. [2006], Cui et al.

[2010], and Cravens et al. [2010]. Their study showed that at altitudes less than 1400

km, the chemical life time of different ionic species is much less than their estimated

transport time. Hence the transport is not important for estimating the plasma density

in this regime. This region is known as photochemical equilibrium region. Thus, under

steady-state condition, in the photochemical equilibrium region, the continuity equation

reduces to:

Pi = Li (4.2)

As the constituents of the upper atmosphere are not well mixed, this equation is solved

for each ion species at each altitude independently for calculating the densities.

The plasma within Titan’s dayside ionosphere originates mainly from the ionization

of atmospheric neutrals by solar UV photons and photoelectrons [Cravens et al., 2005;

Robertson et al., 2009; Galand et al., 2010]. Thus, to calculate the ion production

rates, it is essential to know the available photon flux and photoelectron flux at each

altitude. As the photons propagate through the atmosphere they get absorbed by

atmospheric neutrals. The photoabsorption process include ionization, excitation and

dissociation. Using Beer-Lambert law, the amount of available photon flux at each

altitude can be obtained. The ionization rate or the photoelectron production rate

is then calculated by multiplying the photon flux with the neutral density and their

corresponding photoionization cross sections. The photoelectrons once generated in the

atmosphere, degrade their energy by interacting with the atmospheric gases. The steady-

state photoelectron flux is calculated by using the AYS approach. Once the photon and

photoelectron fluxes are obtained, the ion production rates can be calculated.

The ion production rates through photon/photoelectron impact ionization, along

with the neutral atmosphere and electron temperature profile, are used as input to a

photochemical model which simulates the ion-neutral chemistry. The production and

destruction reactions of different ionic species are described. In the photochemical
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equilibrium region, the plasma is lost through ion-electron dissociative recombination

reactions. During such reactions, an electron combines with an ion and result in the

formation of neutrals. Although ions can get removed through chemical reactions, such

reactions will cause the generation of another ion, and thus will not remove plasma from

the atmosphere. While the primary ions such as N+
2 , N+, CH+

4 , etc get converted to

heavier ions through ion-neutral chemistry, the terminal ions, which are the byproducts

of the chemistry, are depleted through recombination reactions. By balancing ion

production rates and loss rates at each altitude, the model produces ion densities as

a function of altitude.

The photochemical model that is developed to calculate the plasma density profiles on

the dayside ionosphere of Titan is discussed in the present chapter. The Cassini mission

made extensive measurements of Titan’s ionosphere, both on dayside and nightside, and

collected enormous data. This made it possible to use in-situ measured data as input

to the model. Since the current study is on the dayside ionosphere, we initally focuses

on the T40 flyby of Cassini orbiter that occurred on 5 January 2008. The T40 was

a complete dayside flyby where both inbound and outbound legs of the flyby were on

Titan’s dayside. The altitude of closest approach was 1010 km above the surface with

a SZA of 37.2◦. The model calculated plasma density profiles are finally compared with

the Cassini observations during T40. The model inputs are presented in section 4.3 and

the model results are discussed in section 4.4.

4.3 Model inputs

4.3.1 Solar flux

Solar flux in the UV and X-ray regime is the basic driving force for the photoioniza-

tion process. Hence solar flux forms a crucial input to any upper atmosphere models.

The Extreme Ultraviolet Spectrometer (EUVS) on board the Atmospheric Explorer

satellites was the first instrument to measure the solar flux in wavelength range 14-185

nm. Based on this measurements, Hinteregger et al. [1981] developed an aeronomic

reference spectrum, F74113, for the day 23 April 1974, suitable for the solar minimum

condition. But this reference spectrum was not able to reproduce the absolute values

of the observed photoelectron fluxes at solar minimum [Richards and Torr , 1984, 1988].

Richards et al. [1994] developed a solar flux model called EUV flux model for Aeronomic

Calculation (EUVAC) using this F74113 reference spectrum. In this model, the flux in

the wavelength range 12-25 nm was increased by a factor of 2 and below 12 nm the flux

was increased by a factor of 3 to have a better agreement between the calculated and

observed photoelectron flux of Winningham et al. [1989] at solar minimum. The model

provides flux for the wavelength range 50-1055
◦
A in 37 wavelength bins having a width

of 50
◦
A and at a few important solar emission lines. EUVAC uses the 10.7 cm solar radio
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flux (F10.7) and its 81-day average value (Fav10.7) as proxies. A new high resolution

version of the EUVAC model called HEUVAC was published by Richards et al. [2005].

This version extended the EUV model below 5 nm. The current study uses the flux

from HEUVAC model. The solar flux in the wavelength range 1 to 1055
◦
A is used for

5 January 2008, with an F10.7 value of 77.1 and Fav10.7 value of 69.4 [Westlake et al.,

2012] and with a bin resolution of 10
◦
A. The flux is reduced by 1/r2, where r is the mean

Sun-Titan distance which is 9.5 AU to account for the weaker flux at Titan. Figure 4.1

shows the HEUVAC solar flux at 1 AU on 5 January 2008.
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Figure 4.1: The HEUVAC model solar flux at 1 AU on 5 January 2008.

4.3.2 Neutral densities

As the solar radiation passes through the atmosphere, it is attenuated mainly by

the absorption caused by the major atmospheric neutrals N2 and CH4. During the T40

flyby, the INMS measured the density profiles of major atmospheric gases N2, CH4, and

H2. In the present study, the density profiles of these gases are taken from Mandt et al.

[2012] which are simulated using an ion neutral thermal model for the conditions relevant

for T40. These densities are in good agreement with the neutral densities measured by

INMS (see Figure 4.2). In addition to the major constituents, the photochemical model

requires the density profiles of the minor atmospheric species as well. Following the

methodology of Richard et al. [2015], we have used the mixing ratio profiles of 15 minor

species given by Krasnopolsky [2009] (except for CH2NH which is taken from Lavvas

et al. [2008]) after shifting the profiles to make them consistent with the global average
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mixing ratios as given by Magee et al. [2009], Cui et al. [2009] and Robertson et al. [2009]

(See Figure 4.3).
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Figure 4.2: The density profiles of the major atmospheric species N2, CH4, and H2 used

in the model. The symbols show the profile measured by the INMS during T40 flyby.
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Figure 4.5: Electron impact cross sections of N2 used in the model.

4.3.3 Cross sections

Cross sections of the major atmospheric constituents due to photon and electron

impact are important inputs for calculating the attenuated solar flux and photoelectron



Chapter 4: Photochemical model for the dayside ionosphere of Titan 75

flux in Titan’s upper atmosphere. Photoabsorption and photoionization cross sections

of N2 and CH4 used in the model are the same as that in Bhardwaj and Jain [2012]

in which photo-cross sections are taken from the database http://amop.space.swri.edu

[Huebner et al., 1992]. Photo cross sections for the H+
2 and C+ production channels of

CH4 are taken from Lavvas et al. [2011]. Inelastic cross sections for the electron impact

on N2 are taken from Bhardwaj and Jain [2012]. The electron impact cross sections of

CH4 are the same as that discussed in Chapter 3. The photon cross sections of N2 and

CH4 and the electron impact cross sections of N2 used in the present study are shown

in Figures 4.4 and 4.5, respectively.
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Figure 4.6: Electron temperature profile measured during T40 flyby. The solid line

shows the linear fit for the electron temperature that is used in the current model.

4.3.4 Electron temperature

The electron temperature is required for calculating the loss rate of various ions via

electron recombination reaction. Dissociative recombination reaction rate of an ion i at

an altitude Z is calculated as:

RDR(Z) = αi (
300

Te(Z)
)β (4.3)

where αi is the dissociative recombination coefficient of the ion i, Te(Z) is the electron

temperature at the altitude Z, and β is the temperature dependence factor. To obtain

the electron temperature at each altitude, we have used the linear relation given by
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Dobrijevic et al. [2016] as:

Te(Z) = (1/0.715)(Z − 642.5) (4.4)

where Z is the altitude in km. This linear relationship matches well with the RPWS/LP

measured electron temperature during T40 flyby (see Figure 4.6).

4.3.5 Reaction rate coefficients

The reaction rate coefficients for the various ion-neutral reactions used in the model

are primarily based on McEwan and Anicich [2007] and Vuitton et al. [2007]. The

dissociative electron recombination coefficients and the temperature dependent factors

are the same as that in Richard [2013]. The list of reactions, along with their rate

coefficients that has been used in the present study is shown in the Appendix section.

4.4 Model results

4.4.1 Photoelectron production rate

The photoelectrons are produced in the atmosphere via photoionization process. The

initial energy spectrum of the photoelectrons largely reflects the spectral distribution of

solar flux. However, many distortions can be seen on the photoelectron energy spectrum

due to the different ionization thresholds and energy states of atmospheric gases. The

photoelectron production rate or the primary photoelectron energy spectrum at an

altitude Z can be calculated as:

Q(Z,E) =
∑
l

nl(Z)
∑
j,λ

σionl (j, λ) I(Z, λ) (4.5)

Here nl(Z) is the density of the neutral constituent l at altitude Z, σionl (j, λ) is the pho-

toionization cross section of the jth ionization state of the lth constituent at wavelength

λ and I(Z, λ) is the attenuated solar flux of wavelength λ available at altitude Z. It can

be obtained using the Beer-Lambert law as:

I(Z, λ) = I(∞, λ) exp[−τ(λ, Z)] (4.6)

where I(∞, λ) is the unattenuated solar flux of wavelength λ reaching the top of the

atmosphere and τ is the optical depth. The optical depth is a measure of the degree

of attenuation that has occurred when the radiation has reached the altitude Z after

passing through the atmosphere. It is calculated as

τ(λ, Z) = sec(χ)
∑
l

σal (λ)

∫ ∞
Z

nl(Z
′
)dZ

′
, (4.7)

where σal is the total photoabsorption cross section of the constituent l at λ, and χ is the

SZA. In the above equation, sec(χ) is used instead of Chapman function Ch(χ) which

is a valid approximation for zenith angles up to 75◦ [Schunk and Nagy , 2009].
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Figure 4.7: Calculated primary photoelectron energy spectra at three different altitudes

of 900, 1000 and 1100 km, for a SZA of 37o.
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Figure 4.7 shows the calculated photoelectron production rate for three different

altitudes, for a SZA of 37o. The photoelectrons are released at each altitude with a

range of energies. The sharp peak at ∼24 eV is due to the ionization of N2 by intense

solar HeII lines at 303.8
◦
A. For a radiation of wavelength λ, the maximum absorption

occurs at that altitude where the optical depth is unity. The altitude of unit optical

depth for the solar flux wavelength range used in the current model is shown in Figure

4.8, for a SZA of 37◦. The shape of the curve closely resembles the photoabsorption

cross section of N2 (refer Figure 4.4). The photoabsorption threshold of N2 is 12.14

eV (1021
◦
A). The radiation larger than this wavelength is mainly absorbed by CH4.

The high energy photons (<200
◦
A) can penetrate deep into the atmosphere and thus

have altitude of unit optical depth at <900 km. Ionization caused by these photons can

generate photoelectrons having energy >50 eV. Hence, the high energy photoelectrons

are more at lower altitudes. Low energy electrons (<30 eV) are more at higher altitudes

as they are produced by photons of λ > 275
◦
A whose altitude of unit optical depth is

above 1000 km.

4.4.2 Photoelectron flux
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Figure 4.9: Calculated photoelectron flux at three different altitudes of 900, 1000 and

1100 km, for a SZA of 37o.

The primary photoelectrons generated in the atmosphere during photoionization lose

their energy by colliding with the background neutrals. Using the AYS approach, we
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calculate the degraded electron spectrum. The photoelectron flux is calculated as:

ψ(Z,E) =

∫ 500

E

Q(Z,E) Uc(E,E0)∑
l

nl(Z) σl(E)
dE0 (4.8)

Here Q(Z, E) is the photoelectron production rate at altitude Z which is calculated using

equation (4.5). Uc(E,E0) is the composite yield spectrum, which is the yield spectrum

of a mixture of gases. It is obtained as:

Uc(E,E◦) =
∑
l

fl Ul(E,E◦) (4.9)

where

fl =
ρlnl∑
l ρlnl

(4.10)

Here Ul(E, E◦) is the yield spectrum for individual gases, nl is the number density of lth

gas, and ρl is the average value of the total inelastic cross section of the lth gas between E

and E0. The yield spectrum U(E, E◦) represents the equilibrium number of electrons per

unit energy at an energy E resulting from the local degradation of an incident electron of

energy E0. Since the most abundant gases in the atmosphere of Titan are N2 and CH4,

the yield spectrum of these gases are required to calculate the composite yield spectrum.

For N2, we have used the AYS given by Singhal et al. [1980] as:

U(E,E0) = C0 + C1 Ek + C2 E
2
k (4.11)

where

Ek =
(E0/1000)Ω

E + L
(4.12)

C0, C1, C2, and Ω the fitted parameters which are independent of the energy and

have values 0.0166, 5.04, 169.0, and 0.585, respectively. L is an intrinsic parameter and

is set as 1 eV. The yield spectrum of methane has already been presented in Chapter 3.

Once the composite yield spectrum is obtained, photoelectron flux is calculated using

equation 4.8.

Figure 4.9 shows the calculated photoelectron flux for three different altitudes. For

all altitudes, flux is maximum for electrons having energy <10 eV. The peak at ∼24 eV,

which occurs due to the ionization of N2 by HeII line, is seen in the degraded spectrum

as well. At 900 km, this peak seems to be absent which indicates that the HeII photons

at 303
◦
A get absorbed at higher altitudes. The decrease in the flux of photoelectrons

having energy >50 eV is due to the corresponding decrease in the production rate of

these high energy photoelectrons. This is caused by the drop in the solar EUV flux and

the ionization cross sections at shorter wavelengths. Figure 4.10 shows a comparison

of the photoelectron flux calculated using the current model with that of CAPS-ELS

observations and previous models. Our calculated flux is consistent with the calculations
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of Lavvas et al. [2011] and Richard et al. [2015]. The measured photoelectron flux peaks

at an energy slightly lower than the modelled values. Lavvas et al. [2011] pointed out that

this occurs due to the low value of the spacecraft potential (-0.5 V) used in the retrieval

of photoelectron flux from CAPS/ELS observation. Lavvas et al. [2011] suggested a

higher value of -1.2 eV for the spacecraft potential based on the location of HeII peak. If

the CAPS/ELS observations are shifted by 1.2 eV to account for the spacecraft potential

during the time of measurement, there is a better agreement between the peak of the

modelled and measured photoelectron flux.

10
3

10
4

10
5

10
6

10
7

10
8

 10  20  30  40

P
h
o
to

el
ec

tr
o
n
 f

lu
x
(c

m
-2

 e
V

-1
s-1

sr
-1

)

Energy (eV)

CAPS obser.

Lavvas et al.(2011)

Richards et al.(2015)

Current model

Figure 4.10: Calculated photoelectron flux at 1020 km compared with Cassini CAPS

observation (obtained from Richard et al. [2015]) and calculations of Lavvas et al. [2011]

and Richard et al. [2015] for the T40 flyby.

4.4.3 Volume Production Rates

The direct product of the photoionization in Titan’s ionosphere are the ions N+
2 , N+,

CH+
4 , CH+

3 , CH+
2 , C+, H+

2 , and H+. These ions can be generated by electron impact

ionization as well. Once produced, they are lost through ion-molecule reactions. The

production rate of the primary ions through photon impact and photoelectron impact

can be calculated as:

Vi(Z) = nl(Z)

∫
ϕ(Z,E) σil(E) dE (4.13)

where nl(Z) is the density of the parent neutral species, ϕ(Z, E) is the photon/photoelectron

flux at the altitude Z and energy E, and σil is the photoionization/electron impact
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ionization cross section for ion species i being produced from neutral species l at energy

E.

The production rates of the major primary ions N+
2 , N+, CH+

4 , and CH+
3 for a SZA of

37◦ are shown in Figure 4.11. For the major primary ion N+
2 , the maximum production

rate (15 cm−3 s−1) occurs at an altitude of ∼1040 km. Whereas for N+, the peak

production (2 cm−3 s−1) occurs at lower altitudes (∼980 km) because the higher energy

photons that are required to cause the dissociative ionization of N2 can penetrate to

these altitudes. The CH+
4 production rate profile shows a flattened peak with a value

of ∼0.4 cm−3 s−1 between 850 km and 1000 km, a feature which is also seen in the

calculated production rate profile of Richard et al. [2015] and Lavvas et al. [2011]. This

is because molecular nitrogen does not absorb much photons having wavelength ∼900
◦
A,

the wavelength region where CH+
4 production has maximum cross section. This allows

more photons with energy near the ionization threshold of CH4 to penetrate deeper

into the atmosphere and produce an extended peak [Richard , 2013]. For CH+
3 , the

peak production (0.2 cm−3 s−1) occurs at around 1030 km. For the minor ions, viz.

CH+
2 , CH+, C+, H+

2 , and H+, which are produced through the dissociative ionization

of methane by photon/photoelectron impact, the altitude of peak production occurs at

1036 km, 1009 km, 1009 km, 1011 km, and 1014 km with the peak values 0.02, 0.008,

0.001, 0.001, and 0.01 cm−3 s−1, respectively (see Figure 4.12).

In Figure 4.13, we have compared the production rates of major primary ions N+
2 ,

N+, CH+
4 and CH+

3 with the calculations of Lavvas et al. [2011] and Richard et al. [2015]

for a SZA of 60o. For N+
2 , the peak value of 9 cm−3 s−1 occurs at ∼1065 km which

is consistent with the calculations of Richard [2013] who obtained a value of 8 cm−3

s−1 at ∼1070 km, whereas Lavvas et al. [2011] obtained a value of 5 cm−3 s−1 at the

same altitude. The secondary peak at ∼900 km occurs due to the ionization caused

by solar x-ray photons and photoelectrons having energy >100 eV, which is seen in all

three profiles. For N+, the peak value calculated by Lavvas et al. [2011] and Richard

[2013] (1.4 cm−3 s−1) are ∼40% higher than that of the current model. The altitude

of peak production for N+ is also slightly low as compared to the altitudes obtained by

the other two models. The difference between the production rate values calculated by

Lavvas et al. [2011], Richard et al. [2015] and the present study is mainly caused by the

difference in the photoionization cross sections of N2. The photo cross sections for N+
2

production that we have used is around 10 to 20% higher than that of Lavvas et al. [2011]

in the wavelength range 200-600
◦
A whereas as, those used by Richard et al. [2015] are in

good agreement with our values. For N+, our photo cross sections are lower than that of

Lavvas et al. [2011] and Richard et al. [2015] up to a maximum of one order of magnitude

at few energies. For the major ionization products of methane, viz. CH+
4 and CH+

3 ,

the difference between our calculated peak values and that of Lavvas et al. [2011] and

Richard [2013] is less than 20%. The higher value for the CH+
4 production rate of Lavvas
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et al. [2011] is due to the use of high resolution photoabsorption cross sections of N2 in

the wavelength range 840-1000
◦
A (The impact of high resolution photoabsorption cross

sections of N2 on the calculated volume production rates is discussed in the following

section). Overall, our calculations are in agreement with the volume production rates

calculated by models of Richard [2013] and Lavvas et al. [2011].

4.4.3.1 Impact of high resolution N2 photo cross sections on volume pro-

duction rate calculations

Many recent studies recommended the use of high resolution (HR) photoabsorption

cross sections of N2 in the wavelength range 845-1000
◦
A for the meticulous calculation of

volume production rates [Lavvas et al., 2011; Mandt et al., 2012; Sagnières et al., 2015].

Photons in this wavelength range are capable of ionizing CH4 (whose ionization threshold

is 945
◦
A or 13.12 eV) but have energies less than the ionization threshold of N2 (796

◦
A or 15.57 eV). The fine structure of the HR cross sections of N2 allows more photons

in this wavelength region to pass through the atmosphere without getting absorbed by

N2. This enhances the ionization rate of CH4 at lower altitudes as compared to the case

when low resolution cross sections are used. To asses the impact of HR cross sections on

our production rate calculations, we made test runs of the model using the HR N2 cross

sections derived by Liang et al. [2007] for the wavelength 840-1000
◦
A. We averaged these

cross sections into 0.1
◦
A bins with appropriate solar flux taken from HEUVAC model.

The use of HR cross sections does not have any effect on the production rate of N+
2

and N+. However, enhancement in the CH+
4 and CH+

3 production rates are observed at

altitudes below ∼1000 km as can be seen from the Figure 4.14a. Figure 4.14b shows a

comparison between the CH+
4 production rates calculated using the low resolution (LR)

and HR photoabsorption cross sections of N2 by Lavvas et al. [2011] and the current

model for a SZA of 60o. It can be seen that there is a closer match between our LR

and HR profiles as compared to the profiles by Lavvas et al. [2011]. This occurs due to

the difference in the LR photo cross sections adopted. Lavvas et al. [2011] have used

the N2 photoabsorption cross sections of Samson et al. [1987] while we used the photo

cross sections by Huebner et al. [1992], the bin resolution being 10
◦
A in both studies.

A comparison between these two cross sections, convolved into 10
◦
A bins, is shown in

the Figure 4.14(c). The fine structures in the HR photoabsorption cross sections of N2

are better represented by the LR 10
◦
A bin cross sections that we use as compared to

the one used by Lavvas et al. [2011]. This explains the reason for the better agreement

between our LR and HR profiles.
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Figure 4.11: Volume production rates of the major primary ions N+
2 , N+, CH+

4 , and

CH+
3 due to photon impact (black line) and photoelectron impact (red line) at a SZA of

37◦. Blue line indicates the total ion production rates (photon + photoelectron).
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Figure 4.12: Total volume production rates of the minor primary ions CH+
2 , CH+, C+,

H+
2 , and H+ at a SZA of 37◦.
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Figure 4.13: Volume production rates of major primary ions N+
2 , N+, CH+

4 and CH+
3

calculated for a SZA of 60o. The symbols stars and open squares show the calculations

of Richard et al. [2015] and Lavvas et al. [2011], respectively.
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However, in the present study, the positive ion density profiles are calculated for

altitudes above 1000 km. In this altitude regime the LR mode production rate values

are consistent with those obtained in the HR mode. Hence, we continue using the volume

production rates obtained in the LR mode itself for further calculations.
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Figure 4.14: (a) Production rate of CH+
4 and CH+

3 ions for a SZA of 37◦. Solid curves and

dashed curves show the profiles obtained using low resolution (LR) and high resolution

(HR) N2 photoabsorption cross sections, respectively. (b) Comparison between CH+
4

production rates calculated by Lavvas et al. [2011] (blue lines) and current model

(red lines) at a SZA of 60o. (c) Comparison between the low resolution (10
◦
A bins)

photoabsorption cross sections of N2 used by Lavvas et al. [2011] and by the current

model.

4.4.4 Photochemical equilibrium model

To calculate the plasma densities on the dayside ionosphere, a photochemical equi-

librium model is developed which includes the ion-neutral chemistry. The model does

not consider ion transport for calculating the plasma densities and the production and

loss processes of the ions are taken to be in equilibrium. The major production processes

are photon/photoelectron impact ionization and chemical reactions. The loss processes

include dissociative recombination and chemical reactions. The primary production

rates of various ions discussed in the previous section are used as input to the model

along with the background neutral densities and electron temperature. For the reaction

between the ion species i and the neutral species l, having a rate coefficient of kil, the

reaction rate (in cm3s−1 ) at an altitude Z is calculated as:

Rate(Z) = Kil [i(Z)] [l(Z)] (4.14)
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where [i(Z)] and [l(Z)] indicates the concentration of the species at altitude Z. The

production reaction of an ion species would act as the loss reaction of another ion

species. Hence all the reactions in the chemical network are coupled. The loss rate

through dissociative recombination is calculated using equation 4.3.

Table 4.1: List of neutrals and ions included in the model

N2, CH4, H2, N, C2H2, C2H4, NH3

C2H6, HCN, H, C4H2, HC3N, C2H3CN,

CH3CN, C3H4, C4H2, CH2NH, C6H6

N+
2 , N+, CH+

4 , CH+
3 , CH+

2 , H+
2 , H+,

HN+
2 , CH+

5 , C2H+
5 , CHCCNH+, HCNH+, HCN+

CH3CNH+, C3H+
5 , c-C3H+

3 , C2H3CNH+,

NH+
4 , CH3NH+

3 , C4H+
3 , C6H+

5 , C6H+
7 , CH2NH+

2

The plasma densities are calculated for the altitude region 1000-1400 km with an

altitude resolution of 1 km. Table 4.1 gives the list of neutral and ion species that have

been included in the model. The list of ion-neutral reactions along with the reaction rate

coefficients are listed in the Appendix section. The dominant ions in Titan’s ionosphere

are HCNH+, C2H+
5 , and CH+

5 . In the altitude range 1050-1200 km, HCNH+ constitutes

about 40-50% of the total ion population measured by INMS. The ions C2H+
5 and CH+

5

contributes ∼15% and ∼2%, respectively [Cravens et al., 2006; Westlake et al., 2012].

These ions, along with other ion species, like CH+
3 , CH2NH+

2 , c-C3H+
3 , C3H+

5 , CH3CNH+,

and CHCCNH+, account for ∼80% of the INMS observed ion population [Vigren et al.,

2013]. Figure 4.15 shows the important reaction pathways of the major primary ions

N+
2 , N+, CH+

4 , and CH+
3 and the dominant terminal ions HCNH+, C2H+

5 , and CH+
5 . All

the primary ions actively involve in the chemistry and get converted either to the major

terminal ions or to the source ions which triggers the formation of the terminal ions. The

major loss reaction of the most dominant ion HCNH+ is the dissociative recombination

reaction, whereas C2H+
5 and CH+

5 are lost in reactions with HCN through which they

produce HCNH+.
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Figure 4.15: The reaction pathways of the major primary ions and terminal ions. The

approximate percentage contribution to total production or loss for each reaction at

altitudes near the ionospheric (∼1100 km) peak is indicated in parentheses.

The calculated density profiles of the three major ions HCNH+, C2H+
5 and CH+

5 for

the T40 flyby condition are shown in Figure 4.16 along with those calculated by other

photochemical models. The peak densities for HCNH+, C2H+
5 and CH+

5 calculated using

the current model is higher than the corresponding INMS observed densities by a factor

of 2 to 6. The HCNH+ profile shows a good match with the profile of Westlake et al.

[2012] at regions >1200 km. However, there is ∼30 km difference between altitude of

peak production and our peak value is ∼40% higher than that of Westlake et al. [2012].

Profile of Dobrijevic et al. [2016] shows closest match with the observations as they have

included the reaction N(2D) + HCN → CH + N2 which consumes HCN thus lowering

the production of HCNH+, that is not included in any other model including the current

model. For C2H+
5 and CH+

5 , the general shape of our profiles is consistent with those of

Westlake et al. [2012] and Dobrijevic et al. [2016], but our calculated values are slightly

higher.
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Figure 4.16: Calculated density profiles of three major ions, HCNH+, C2H+
5 and CH+

5 ,

for a SZA of 37o, compared with INMS observations for T40 flyby and model calculations

of Westlake et al. [2012], Richard et al. [2015] and Dobrijevic et al. [2016].
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Figure 4.17: Density profiles of minor ions calculated using photochemical model for

T40 flyby condition.

Figure 4.17 shows the density profiles of 20 other ions calculated using our photo-
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chemical model. Densities of all the 23 ions are added to calculate the total electron

density at each altitude. The electron density profile thus obtained is shown in Figure

4.18 along with the RPWS/LP measured electron density and from the calculations of

other models [Westlake et al., 2012; Vigren et al., 2013; Dobrijevic et al., 2016]. Though

our calculated altitude of peak density is slightly lower (∼1050 km) as compared to other

models, the calculated density profile is found to be consistent with other model results.

The difference in the altitude of peak density is due to the difference in the calibration

constant adopted by different models with which the neutral densities measured by INMS

are multiplied to account for the recalibration of the instrument. Westlake et al. [2012]

and Vigren et al. [2013] used a calibration factor of 3.0, whereas we adopted a value of

2.2 based on the recent study of Teolis et al. [2015]. A lower value for the calibration

factor slenderize the atmosphere, thus allowing the UV radiation to penetrate to lower

altitudes.

It is evident from the Figure 4.18 that our calculated peak value of electron density is

around a factor of 2.5 higher than the observation. In fact, all the models overestimate

the electron density by a factor of 2 to 3. We also modelled the electron density profile for

a few more Cassini flybys on Titan’s dayside viz. T48, T86, T95 and T104 (see Figure

4.19). The neutral densities for each of these flybys are taken from respective INMS

measurements and electron temperature profiles are based on RPWS/LP observations.

Details of all the five flybys that are considered in our study are given in Table 4.2.

For all the flybys, our modeled electron density profiles are consistently higher than the

measured values by a factor of 2 to 3.
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Figure 4.18: Calculated electron density profile for T40 flyby of Titan, compared with

Cassini RPWS/LP observations and model calculations of Vigren et al. [2013], Westlake

et al. [2012] and Dobrijevic et al. [2016].
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Table 4.2: Information on the Cassini flybys used in our study

Flyby Date SZA
T40 5 January 2008 37
T48 5 December 2008 25.3
T86 26 September 2012 46.4
T95 14 October 2013 25
T104 21 August 2014 12.1
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Figure 4.19: Calculated electron density profile for various Titan flybys compared with

Cassini RPWS/LP observations.

Thus, it is seen that models are not able to reproduce the observed electron density

on Titan’s dayside ionosphere. Various factors can contribute towards this difference

between calculated and measured electron density profile. In the following section,

we study the impact of different model parameters on the calculated electron density

to understand the possible reasons for this discrepancy. The overestimation in the

modelled electron density can occur due to two reasons; either the models overestimate

the production rate of plasma or the models underestimate the loss rate of plasma. We

vary different model parameters that control the production/loss processes and make a

comprehensive study of the impact on these variations on plasma densities.

4.5 Impact of model input parameters on the calcu-

lated ion and electron densities

Electron density profile obtained using parameters described in section 4.3 will be

hereafter referred to as standard case.
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4.5.1 Impact of photoelectron flux

On the dayside ionosphere of Titan, the main ionization sources are solar EUV

photons and photoelectrons generated by EUV photons. Any overestimation in the

photon flux or photoelectron flux will cause an aberrance in the value of ion production

rates which will ultimately affect the electron density. Recently, Vigren et al. [2016]

showed that the model derived photoelectron fluxes are higher than those measured by

CAPS/ELS by a factor of ∼3±1 at electron energies less than 60 eV and suggested that

this can be a probable reason for the higher electron densities predicted by the models.

However, our calculated photoelectron flux are consistent with the model calculations

of Richard et al. [2015] and Lavvas et al. [2011] as well as with the observations of

CAPS/ELS at an altitude of 1020 km (see Figure 4.10). Vigren et al. [2016] pointed out

that the better match of Richard et al. [2015] and Lavvas et al. [2011] calculations with

the observation is due to the fact that they have used the photoelectron fluxes measured

by the central anode of CAPS/ELS instrument for comparing with their calculations.

The central anode CAPS/ELS measurements are found to be higher than those measured

by the anode 2 of the same instrument which Vigren et al. [2016] have used in their study.

However, this inconsistency in the measurement made by the two different anodes is seen

only at altitude close to 1021 km. At higher altitudes, viz. 1056, 1121 and 1201 km, the

measurements by central anodes match with the anode 2 measurements (differing only

by <20% for the egress of T40 flyby).
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Figure 4.20: Calculated photoelectron flux at 1074 km compared with calculations of

Vigren et al. [2016] and with Cassini CAPS observation (obtained from Vigren et al.

[2016]). The dashed line indicates the case when the photoelectron flux is reduced by a

factor of 3.0
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Figure 4.21: (a) Production rates of the major primary ions N+
2 , N+, CH+

4 , and CH+
3

due to electron impact. Solid curves show the electron impact production rate obtained

in the standard case and dashed curves shows the production rates obtained when

photoelectron flux is reduced by a factor of 3.0. (b) Total ion production rates due

to photon and photoelectron impact. Solid blue curve shows the total ion production

rates (photon + photoelectron) in the standard case and dashed blue curve shows the

one obtained when the photoelectron flux is reduced by a factor of 3. Same is the case

with the red curves which shows total ion production rates by electron impact.

We compared our calculated photoelectron flux with the calculation of Vigren et al.

[2016] and the observation of CAPS/ELS (as given by Vigren et al. 2016) at an altitude

of 1074 km. Our calculations are higher than the observation by a factor of ∼2 to 3 at

electron energies <60 eV (see Figure 4.20). Vigren et al. [2016] calculated the electron
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impact production rates using modeled photoelectron flux as well as using CAPS/ELS

observed photoelectron flux at different altitudes for the dayside flybys T40, T41, T42

and T48. They used SEE/TIMED solar flux and adopted a calibration factor of 2.9 for

the INMS measured neutral densities for their calculation. Vigren et al. [2016] found

that the ratio of the ion production rates calculated using modeled fluxes to the one

obtained using observed fluxes has a value of ∼3.0 for electron energy less than 60 eV.

A comparison of our calculated electron impact ion production rates with that of the

ion production rates calculated by Vigren et al. [2016] using the observed photoelectron

fluxes also showed a similar result.
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Figure 4.22: Density profiles of electrons and the major ions, HCNH+, C2H+
5 , and CH+

5 .

Symbols show the Cassini observations. Solid red curve is the profile obtained in the

standard case and dashed red curve shows the calculated density when the photoelectron

flux is reduced by a factor of 3.0.

To understand the effect of this over-estimation of photoelectron flux on the plasma

density calculation, we reduced the photoelectron flux by a factor of 3. Figure 4.21(a)

shows the electron impact volume production rates of the major primary ions, N+
2 , N+,
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CH+
4 , and CH+

3 , obtained when the photoelectron flux is reduced by a factor of 3. The

peak production rate of all the four ions is reduced by 60-70%. However, the electron

impact ion production rates constitutes only ∼30% of the total volume production rates

(see Figure 4.21(b)). Decreasing the photoelectron flux reduces this contribution to 15%

and the total ion production rate is reduced by 20%. These modified ion production

rates are used for calculating the electron and ion densities. It is found that reducing

the photoelectron flux reduces the peak densities of major ions only by 10-15% and

peak electron density by ∼10% (see Figure 4.22). This shows that an overestimation

in photoelectron fluxes may not be an important factor in causing aberrance in the

modelled electron density.

Table 4.3: A comparison between empirically calculated production rate of N+
2 by

Madanian et al. [2016] and the values calculated using the present model

Empirical rates by
Altitude Madanian et al. [2016] Present model Ratio

(cm−3 s−1) (cm−3 s−1)
1014 8.43 14.27 1.69
1020 8.85 14.55 1.64
1024 7.51 14.68 1.96
1049 8.87 14.43 1.63
1056 8.09 14.08 1.74
1066 7.44 13.41 1.80
1076 6.92 12.60 1.82
1086 6.42 12.60 1.96
1097 5.85 10.64 1.82
1110 5.73 9.38 1.64
1124 5.27 8.08 1.53
1138 4.53 6.88 1.52
1152 3.89 5.81 1.49
1168 3.56 4.75 1.33
1184 2.85 3.86 1.35
1201 2.41 3.07 1.28
1220 1.70 2.37 1.39
1238 1.37 1.85 1.35
1257 0.95 1.42 1.50
1278 0.76 1.06 1.40
1298 0.58 0.80 1.37
1320 0.47 0.58 1.24
1343 0.36 0.42 1.17
1372 0.24 0.28 1.17
1397 0.19 0.20 1.01
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4.5.2 N+
2 ion production rates

N+
2 is the most abundantly produced primary ion in Titan’s ionosphere. However, the

N+
2 ion densities measured by INMS cannot be used directly for verifying the modelled

ion production rates since the mass of N+
2 coincides with the most abundant terminal

ion HCNH+ whose number density is around two to three orders of magnitude higher

than that of N+
2 . However, INMS measured CH+

3 density can be used as a proxy for

verifying the calculated N+
2 production rates. It is seen that 90-95% of CH+

3 is produced

from the reaction between N+
2 and CH4and most of the CH+

3 that is produced is lost

through the reaction with CH4 (refer Figure 4.15). If we assume that all the N+
2 that

is produced is converted to CH+
3 and all the CH+

3 that is produced is lost through the

reaction with CH4, an empirical estimate of the N+
2 ion production rate can be obtained

from the INMS measured CH+
3 densities as [Richard et al., 2015]:

PN+
2

= LCH+
3

= kCH+
3 ,CH4

[CH4] [CH+
3 ] (4.15)

PN+
2

and LCH+
3

represent the production and loss rate of N+
2 and CH+

3 , kCH+
3 ,CH4

is the

reaction rate coefficient for the reaction between CH4 and CH+
3 , and [CH4] and [CH+

3 ]

are the INMS measured densities of CH4 and CH+
3 .
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Figure 4.23: Comparison of volume production rate of N+
2 calculated using the current

study (solid red curve) with that of Sagnières et al. [2015] and Madanian et al. [2016].

Solid black curve and crosses show the calculation of Sagnières et al. [2015], using solar

energy deposition model (SED) model and empirical model, respectively. Similarly, solid

blue curve and open squares represent calculations of Madanian et al. [2016]. Red dashed

curve shows the case where our calculated production rate values are adjusted to match

with the empirical calculations of Madanian et al. [2016].
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Figure 4.24: Density profiles of electrons and major ions, HCNH+, C2H+
5 , and CH+

5 ,

calculated using the empirical production rate of N+
2 . Solid curves show the standard case

profiles. The dashed curves show the profiles obtained when our calculated production

rate values of N+
2 are adjusted to match with the empirical calculations of Madanian

et al. [2016].

A recent study of Sagnières et al. [2015] showed that the primary production rate

of N+
2 calculated using solar energy deposition (SED) models are higher than the one

which are derived empirically using INMS measured ion and neutral densities by a factor

of two. To check whether the empirical volume production rates of N+
2 could reduce

the calculated plasma density, we made test runs of the model using the empirical N+
2

production rates of Madanian et al. [2016]. These values are chosen over the empirical

values of Richard et al. [2015] and Sagnières et al. [2015] as the former study uses the

most recent INMS calibration factor for ion and neutral densities, based on the study of

Teolis et al. [2015], which we have also adopted for the present work. Figure 4.23 shows

a comparison between the production rate calculation of Madanian et al. [2016] and

Sagnières et al. [2015]. The maximum difference of a factor of ∼1.5 between the SED and

empirical values of Sagnières et al. [2015] occur at an altitude of ∼1080 km. Our model

calculated values are in close agreement with the SED values of Madanian et al. [2016],
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with a difference less than 12% at the peak. A ratio between our model calculated values

and the empirical values of Madanian et al. [2016] for different altitudes is presented in

Table 4.3. It is evident that in the altitude range 1050-1100 km (the altitude region

where the electron density peaks) the model calculated values are around a factor of ∼2

higher than the empirical values. We adjusted our calculated volume production rate of

N+
2 in such a way that it matches with the empirical values of Madanian et al. [2016] (see

Figure 4.23). These reduced N+
2 ion production rates are used in the chemistry model.

The density profiles of major ions and electrons thus obtained is shown in Figure 4.24.

The peak density of electrons and HCNH+ is decreased by 20% and that of CH+
5 and

C2H+
5 by ∼30%. This shows that, even though the over-estimation of ion production

rate is contributing to the exaggerated plasma density to some extent, this alone is not

sufficient to account for the inconsistency between the observed and modelled electron

density profiles.

4.5.3 Electron Temperature

Dissociative ion-electron recombination reaction plays a major role in the loss of

electrons and ions. This reaction inversely depends on electron temperatures, Te. Higher

the value of Te, lower will be the rate of recombination, and hence higher will be the

electron density (c.f. equation 4.3).

Theoretical studies suggest that on Titan’s dayside ionosphere Te should be close

to neutral temperature at altitudes below 1050 km [Richard et al., 2011]. However,

observations revealed that Te is higher than the modelled values. Richard et al. [2011]

modelled the dayside electron temperature for the T18 flyby condition for different

magnetic topologies. These modelled values were found to be smaller than that of the

LP measurements. The magnitude of difference depends on the magnetic topology that

is considered in each case. Lavvas et al. [2013] assumed a temperature profile for T40

which conciliate with both observations and theory. Modelled Te for the outbound

conditions of T40 flyby is given by Richard [2013]. Figure 4.25(a) shows each of these

profiles along with the RPWS/LP observations for T40 and the linear relation for Te

given by Dobrijevic et al. [2016] which we have used in the standard case. The test runs

of the model were performed with each of these Te profiles, keeping all other parameters

the same as that in the standard case. Three cases were considered.

Case 1 : Te modelled for T40 outbound from Richard [2013]

Case 2 : Te from Lavvas et al. [2013]

Case 3 : Te from Richard et al. [2011]. We have extrapolated the Te profile of Richard

et al. [2011], taken from Westlake et al. [2012], for 1060 to 1000 km.
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Figure 4.25: (a) Electron Temperature profiles used for testing model sensitivity. The

symbols circles and squares represents the Te measured by Langmuir probe during the

T40 inbound and outbound conditions, respectively. Electron temperature of Richard

et al. [2011] (from Westlake et al. [2012]) has been extrapolated from 1060-1000 km.

Extrapolated region is represented by dotted line. (b) Electron density profile calculated

using different electron temperatures profiles.

Figure 4.25(b) shows the electron densities obtained in each case. All profiles agree

with each other for altitudes above 1250 km. The profile obtained in case 1 coincides

with the standard case profile at heights greater than 1200 km. However, the electron
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density peak is reduced by ∼15% of the standard peak for ∼30% decrease in Te at 1050

km. The Te value at this altitude for the case 2 and case 3 are, respectively, ∼60% and

∼70% less than that of the standard case profile. Correspondingly, electron densities

are reduced by ∼30% and ∼40%.
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Figure 4.26: Electron density profile calculated for the dayside flybys T48, T86, T95 and

T104. Solid red curves shows the standard case profiles and blue dashed curves show

the profiles obtained when the RPWS/LP measured electron temperature is reduced by

a factor of 5 for each flyby.

Also, it is observed that when Te used in the standard case is reduced by a factor

of 5, the modelled electron density profile shows better agreement with the observed

values at altitudes >1150 km. Figure 4.26 shows the modelled electron density profile

when the electron temperature is reduced by a factor of 5 for the flybys, T48, T86, T95,

and T104. At altitudes below ∼1050 km, the modelled value is still higher than the

observed value by ∼ 30-40% which suggests that Te has to be still lower in this region

for the calculated electron density to agree with the observation. There is a possibility

that the actual Te is less than the observed value in this region as Vigren et al. [2013]

has pointed out that it is difficult for the Langmuir probe to measure Te below 300 K
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due to instrumental properties though the instrument is sensitive enough to measure Te

less than 400 K.

4.5.4 HCN density
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Figure 4.27: HCN density profiles used for different model runs. Symbols represent the

density measured by INMS during the inbound leg of T41 flyby.

In the photochemical model, HCN density is crucial for determining the density

profiles of the three major ions HCNH+, C2H+
5 and CH+

5 as their densities are largely

influenced by the reactions

CH+
5 +HCN → HCNH+ (3.0 × 10−9 cm3 s−1) (4.16)

C2H
+
5 +HCN → HCNH+ (2.7 × 10−9 cm3 s−1) (4.17)

In the standard case we have used the mixing ratio profile of HCN given by Krasnopolsky

[2009] which was anchored to the mixing ratio reported by Magee et al. [2009] (see section

4.3.2). Recently, Cui et al. [2016] derived the HCN abundance for the altitude range

960–1400 km by using the INMS data obtained during several flybys of Titan. They

also deduced an average dayside mixing ratio profile for HCN. We have run the model

by using different density profiles of HCN to see how the electron and the major ion

densities will vary in each case. Three different model runs were carried out:

Case 1 : HCN density measured during the inbound part of the T41 flyby (as given by

Cui et al. 2016) is fitted. (T41 flyby occurred on 22 February 2008 with a SZA of 30o,
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conditions which are quite similar to T40.)

Case 2 : Dayside average mixing ratio profile of HCN as given by Cui et al. [2016].

Case 3 : Reducing the density of HCN used in the standard case by a factor of 3.
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Figure 4.28: Density profiles of electron and major ions, HCNH+, C2H+
5 and CH+

5 ,

obtained using different density profiles of HCN shown in Figure 4.27. Case 1: HCN

density measured during the inbound part of the T41 flyby fitted linearly. Case 2:

Dayside average mixing ratio profile of HCN as given by Cui et al. [2016]. Case 3:

Reducing the density of HCN used in standard case by a factor of 3.

Figure 4.27 shows the different HCN profiles that we have used for model runs. In

case 1, the HCN density is larger than that in the standard case at altitudes <1100 km

but at higher altitudes it is lower by a factor of ∼10 at the maximum. Correspondingly,

the peak densities of electrons as well as HCNH+ is higher at altitudes <1100 km and

are lower than the standard profile at upper region (see Figure 4.28). The observed

effect is just opposite for C2H+
5 and CH+

5 . The maximum decrease in the peak electron

density occurs in case 3, i.e, when HCN density in the standard case is reduced by a

factor of 3. Decreasing the HCN density by a factor of 3 was suggested by Westlake
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et al. [2012] in accordance with the uncertainties in the mixing ratio reported by Magee

et al. [2009]. The peak electron density in this case is ∼10% less than the standard

peak. There occurs a drastic decrease in the HCNH+ peak (by a factor of ∼1.75) but at

the cost of C2H+
5 and CH+

5 density profiles, which is also suggested by Westlake et al.

[2012]. In case 2, the dayside average mixing ratio of HCN reported by Cui et al. [2016]

is ∼80% higher than that of the mixing ratio given by Magee et al. [2009] at an altitude

of 1050 km. However, using this dayside average profile causes a decrease in the peak

electron and HCNH+ densities with a reasonable shift in the C2H+
5 and CH+

5 profiles.

4.5.5 Dissociative electron recombination coefficient (DRC) of

C2H
+
5 and CH+

5
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Figure 4.29: Density profiles of major ions and electrons obtained by varying the

dissociative recombination coefficient (DRC) of CH+
5 and C2H+

5 . Black circles represents

the INMS observations. Red solid curve indicates the profile calculated in the standard

case. Green dashed curve represent case 1 where the DRC of CH+
5 and C2H+

5 is increased

by a factor 5. Blue dotted curves show case 2 where the DRC of CH+
5 and C2H+

5 is

increased by a factor 10.
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Dissociative electron recombination reaction of ions is the major loss channel through

which the plasma is removed from the ionosphere. As shown in Figure 4.16, there is a

large overestimation in the densities of major ions which ultimately reflects as an over-

valuation in the calculated electron density. If the DRC for these ions were higher it

would have caused the loss of these ions at a higher rate and hence a lesser value of

electron density.

For CH+
5 we have used a DRC of 1.1 × 10−6 cm3 s−1 [McLain et al., 2004]. Several

authors have reported different values, e.g., 2.9 × 10−7 cm3 s−1 [Sheehan and St.-

Maurice, 2004], 7.0 × 10−7 cm3 s−1 [Lehfaoui et al., 1997], and 1.4 × 10−7 cm3 s−1

[Smith and Spanel , 1993]. Similarly for C2H+
5 , the DRC value used in the standard case

is 1.2 × 10−6 cm3 s−1 [McLain et al., 2004]. For this ion also DRC has been reported

by Lehfaoui et al. [1997] (6.0 × 10−7 cm3 s−1) and Adams and Smith [1988] (7.4 × 10−7

cm3 s−1). It is evident that there are considerable differences between various reported

values of DRC.

To reduce the densities of major ions and electrons, we tried increasing the DRC

of CH+
5 and C2H+

5 by keeping the DRC of HCNH+ same as that in the standard case.

Increasing the DRC of C2H+
5 and CH+

5 simultaneously by a factor of 5(10) reduces the

difference between the observations and modeled profile from a factor 7 to a factor of

4(3) for CH+
5 and from 7 to 3(2) for C2H+

5 (see Figure 4.29). The HCNH+ profile also

improved with the peak value in the standard case ∼3500 cm−3 reducing to 2500 cm−3

(∼2300 cm−3). The peak electron density also decreased to 5000 cm−3 (4500 cm−3) from

the standard case peak of 6500 cm−3. Even though increasing the DRC improved the

calculated densities, the modelled profiles are still higher than the observations which

suggests that there may be some chemical reactions involving the major ions HCNH+,

C2H+
5 and CH+

5 which are not identified so far that could account for the additional loss

of these ions.

4.5.6 Additional reactions proposed by Westlake et al. [2012]

Westlake et al. [2012] proposed that there can be additional loss channels for HCNH+

that can consume the ion and reduce the density. They suggested the following loss

reactions for HCNH+:

HCNH+ + C2H2 → CHCCNH+ +H2 (2.0 × 10−10 cm3 s−1) (4.18)

HCNH+ + C2H4 → C2H3CNH
+ (2.0 × 10−9 cm3 s−1) (4.19)

However, there was no experimental evidence that such reactions could exist. To test

the impact on the model results, we made a test run by including these two reaction.

Figure 4.30 shows the electron and HCNH+ density thus obtained in these case along

with the standard case profile and measured densities. New profiles agree with standard
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case profile at altitudes above 1250 km. Inclusion of these reactions reduced the peak

value of HCNH+ density by ∼30% and that of electron density by ∼8%.
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Figure 4.30: Density profiles of HCNH+ and electron obtained by adding theoretical

reactions proposed by Westlake et al. [2012]. Solid circles and open squares represent

RPWS/LP measured electron density and INMS measured HCNH+ density, respectively.

Red and blue curves show the calculated density profiles of electron and HCNH+ with

solid lines representing the standard case profiles and dashed lines representing the

profiles obtained when the theoretical reactions were included.

Demarais et al. [2013] investigated the chemistry of HCNH+ with C2H2 and C2H4

using the flowing afterglow-selected ion flow tube technique. They concluded that the

large energy barriers will inhibit these reaction pathways and they will not contribute

significantly to the depletion of HCNH+ and the suggested ionic products will not be

formed from these reaction unless the energy barrier is overcome.

4.5.7 NH3 density

Our photochemical model overestimates the density of NH+
4 ion by 2 orders of

magnitude (see Figure 4.31). Similar result was reported by Richard [2013] whose

modelled NH+
4 value was around a factor of 50 larger than the observation. The NH+

3

density depends on the density of NH3. Higher the NH3 density, higher will be the

abundance of NH+
4 and vice versa. Yelle et al. [2010] and Dobrijevic et al. [2016] modelled

the density of NH3 by considering a coupled ion-neutral chemistry scheme. Their profiles

seem to be lower than that of our standard case by a factor 75 and 20, respectively (see

Figure 4.31). The test runs of the model using each of these density profiles were

performed to assess how the NH+
4 density varies. Using the profile of Dobrijevic et al.
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[2016] we could reduce the difference between the model and observation to a factor of

10 or less. When the NH3 profile of Yelle et al. [2010] is used, the agreement between

observation and model further improved, reducing the maximum difference from an

order of magnitude to 60% at maximum. However, improving the NH+
4 density had a

noticeable impact on HCNH+ density profile (and hence on electron density) as reaction

of HCNH+ with NH3 to form NH+
4 is an important loss channel for this ion. Using the

NH3 profile from Yelle et al. [2010] or Dobrijevic et al. [2016] increased the peak value

of HCNH+ (electron) by ∼33% (15%) of the standard case peak value.
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Figure 4.31: NH3 densities used in the standard case along with the modelled profiles of

Dobrijevic et al. [2016] (Case 1) and Yelle et al. [2010] (Case 2). The profiles for NH+
4 ,

HCNH+, and electrons obtained by using each of these NH3 profiles are also shown.

The sensitivity test of HCN and NH3, presented in Section 4.5.4 and 4.5.7, respec-

tively, suggests the importance of these minor species in determining the densities of

major ions HCNH+, C2H
+
5 , and CH+

5 . However, due to coupled chemistry, the overall
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impact on the modelled electron density is not appreciable as the decrease in the density

of HCNH+ is compensated by the increase in the density of C2H
+
5 and CH+

5 and vice

versa.

4.5.8 Solar flux models
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Figure 4.32: Comparison between S2K, SEE and HEUVAC solar flux models for 5

January 2008. The magnitude of the ratio between the solar fluxes is indicated on

the right side vertical axis. The horizontal line shows the point where the ratio

S2K/HEUVAC and SEE/HEUVAC equals 1.

In the standard case, HEUVAC flux model has been used for the calculation of

plasma density. To see how the model results vary with input solar flux models, we

did test runs using different solar flux models, viz. SOLAR2000 (S2K) model v.2.38

[Tobiska et al., 2000] and Solar EUV Experiment (SEE, Version 11.0) [Woods et al.,

2005] flux. The S2K model is based on measured solar irradiance and gives flux for the
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wavelength range 0.1 to 100000
◦
A. The SEE gives the solar irradiance measured at Earth

by NASA’s Thermospheric Ionospheric Mesospheric Energy and Dynamics (TIMED) for

the wavelength 1-2000
◦
A. Figure 4.32 shows the solar EUV fluxes at 1 AU generated

using S2K and SEE for the day 5 January 2008 along with HEUVAC flux which we

have used in the standard case. It is seen that S2K and SEE fluxes are generally higher

than that of the HEUVAC with noticeable difference in the wavelength range 30-70 nm

where N+
2 , CH+

4 and CH+
3 photoionization cross sections are high. Increased flux in

this wavelength regime would cause higher volume production rates leading to increased

electron densities. Figure 4.33 shows electron density profiles obtained by using different

flux models. Profiles calculated using S2K and SEE match with each other at altitudes

above 1200 km. At the altitude of peak production (∼1050 km) the S2K and SEE profiles

are higher than that of the standard case profile by ∼17% and 10%, respectively. Overall,

the difference between the standard case profile and profile obtained using SEE and S2K

is only ∼15%. This suggest that input solar flux model does not make any significant

impact on the electron density profiles.
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Figure 4.33: Electron density profile obtained using three different solar flux models.

4.6 Summary

In the present chapter, a one dimensional photochemical model for the dayside

ionosphere of Titan has been developed for computing the density profiles of ions and

electrons under steady-state photochemical equilibrium condition. The study concen-

trated on the T40 flyby of Cassini orbiter and used the in-situ measurements from

instruments onboard Cassini as input to the model. An energy deposition model is
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employed for calculating the attenuated photon flux and photoelectron flux at different

altitudes in Titan’s ionosphere. The Analytical Yield Spectrum approach has been used

for calculating the photoelectron fluxes. Volume production rates of major primary

ions, like, N+
2 , N+, CH+

4 , CH+
3 , etc due to photon and photoelectron impact are cal-

culated. The modelled ion production rates are found to be in good agreement with

the calculations of Lavvas et al. [2011] and Richard et al. [2015]. It is used as input

to the model where ion-neutral chemistry is described. The densities of 23 ions were

calculated. The ion densities are added together to obtain the total electron density.

The calculated plasma density profiles are compared with the Cassini observations as

well as previous model calculations. It is seen that the modelled electron density profile

in Titan’s ionosphere is larger than that measured by Cassini by a factor of 2 to 3 around

the peak. We also modelled the electron density profiles of four other dayside flybys,

viz. T48, T86, T95, and T104 and compared them with observations. In all these cases,

model overestimated the electron density at the ionospheric peak as compared to the

observations.

We have made a comprehensive assessment of various model parameters to under-

stand their impact on the calculated plasma densities. Following are observations of the

present study:

1. Following the suggestion of Vigren et al. [2016], we reduced the model calculated

photoelectron flux by a factor of 3 to evaluate the impact of the exaggerated

photoelectron flux on the calculated plasma density. The peak electron density is

found to decrease by only ∼10%.

2. Use of the empirical production rate of N+
2 ion, calculated by Madanian et al.

[2016], also could make a difference of not more than 20% in the peak electron

density.

3. Our model calculations suggest that the use of model electron temperature profile,

instead of the measured one, can improve the density calculations.

4. The electron temperature measured by Cassini RPWS/LP has to be reduced

by a factor of 5 to bring the modelled electron densities come closer to the LP

observations.

5. Even though increasing the dissociative recombination rate coefficients of the

ions C2H+
5 and CH+

5 by a factor of 10 could bring the calculated major ion

densities (C2H+
5 , CH+

5 and HCNH+) closer to the observations, the modelled

electron densities are higher than the observation by ∼60% near the peak.

6. The use of different available density profiles of minor neutral species, HCN and

NH3, have noticeable impact on the profiles of C2H+
5 , CH+

5 and HCNH+. However,
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the decrease in the peak electron density is <20% due to the coupled chemistry

between these three ions.

7. We show that the use of different solar flux models (HEUVAC, SEE and S2K) can

cause only about 15% change on the modelled electron densities.

The Cassini observed density profiles are consistent with model calculations when

we varied the parameters which influence the loss of ions and electrons, viz. electron

temperature and dissociative electron recombination rate coefficients. This shows that

even though the overestimation in the production parameters, namely photoelectron flux

and primary production rate of N+
2 , may contribute towards the disagreement between

the modelled and observed plasma density profiles to some extent, a more significant

role is played by the loss processes, in agreement with the study of Richard et al. [2015],

Westlake et al. [2012] and Vigren et al. [2013]. It is probable that some important

chemical reactions are missing that may account for the additional loss of ions and

electrons.

In the subsequent chapter, we extend the photochemical model further to address the

chemistry of negative ions and to calculate the density profiles of anions on the dayside

of Titan’s ionosphere.



Chapter 5
Modelling the negative ion chemistry on

Titan’s dayside ionopshere

5.1 Introduction

Even though there have been a number of models which studied the positive ion

chemistry in Titan’s ionosphere (refer Section 1.4.1), there are only two studies so

far which attempted to model the anion chemistry [Vuitton et al., 2009; Dobrijevic

et al., 2016]. These models considered anions of masses up to 75 amu and modelled

the profiles of anions of the form Cn−1N and CnH, where n=2–6. By considering

radiative electron attachment, dissociative electron attachment, and ion–pair formation

as the main production processes, and photodetachement, ion–ion recombination, and

ion–neutral associative detachment as the main loss processes, Vuitton et al. [2009]

calculated the densities of anions CN−, C3N−, C5N−, C4H−, C6H−, C2H−, CH−3 , CH−2 ,

H−, OH−, and O−. The DEA to neutral molecules, especially to HCN, was proposed

by Vuitton et al. [2009] as the most important production process of anions and the

associative detachment with radicals H and CH3 as the major loss channel. The most

dominant negative ion in Titan’s ionosphere was identified as CN−, followed by C3N−

with a peak density of 1 cm−3 and 0.1 cm−3, respectively. The anions C4H− and C6H−

were found to contribute significantly to the total anion density in the lower altitudes

(<800 km) with densities in the range 10−3 to 10−2 cm−3. The densities of all other

anions were found to be negligible (< 2 × 10−3 cm−3) at all altitudes.

The model of Dobrijevic et al. [2016] was a one dimensional photochemical model

with vertical transport coupling neutral species with cations and anions. They updated

the DEA cross sections used by Vuitton et al. [2009] and calculated the densities of the

negative ions CN−, C3N−, H−, C2H−, C−3 , and C4H−. The anions C5N−, C6H−, CH−3 ,

CH−2 , OH−, and O− were not included their study. They also suggested CN− as the most

dominant negative ion in Titan, followed by C3N−. However, noticeable differences were

seen when the profiles were compared with that of Vuitton et al. [2009]. At the peak,

the density of CN− calculated by Dobrijevic et al. [2016] was a factor of two lower and

111
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C4H− density a factor of 10 higher than those calculated by Vuitton et al. [2009]. The

dissociative electron attachment to CH4 was found to be the main source of anions. All

this differences were attributed to the use of updated DEA cross sections in the model

of Dobrijevic et al. [2016].

In the present study, by using the negative ion chemistry scheme of Vuitton et al.

[2009] and the state-of-the-art DEA cross sections and reaction rate coefficients, we

extent the photochemical model presented in the previous chapter to calculate the

density profiles of 10 anions on Titan’s dayside ionosphere. Dobrijevic et al. [2016] have

shown how the updated DEA cross sections affect the densities of a few selected anions.

We extend this further and include rest of the anions as in Vuitton et al. [2009] model.

The chemistry of anions is discussed in detail and we point out the most important

production and loss reactions of all the ten ions at the ionospheric peak. We present

a comparison between the density profiles obtained by Vuitton et al. [2009], Dobrijevic

et al. [2016], and the present study. Recently, Desai et al. [2017] reported the detection

of consistent peaks between 25.8 and 26.0 m/q and between 49.0 and 50.1 m/q in the

mass/charge spectrum recorded by CAPS-ELS of the Cassini mission. A relative density

profiles for these mass peaks were also depicted. We present a comparison between our

modelled profiles with these recent profiles derived from observations.

5.2 Formation and destruction processes of anions

Vuitton et al. [2009] selected the plausible candidates for negative ions in Titan’s

ionosphere based on the gas phase acidity and electron affinity of the parent neutral

species. The higher the electron affinity of the parent species, the more stable will be

the negative ion formed. They considered the formation of negative ions only from

deprotonated neutrals as anions formed by attaching an electron to a molecule with a

filled valance shell quickly undergo auto-detachment. Gas phase acidity characterises

how easily a molecule can be deprotonated. The anions chosen by Vuitton et al. [2009],

CN−, C3N−, C5N−, C4H−, C6H−, C2H−, CH−3 , OH−, and O− are formed from molecules

having high to moderate electron affinity (∼1-4 eV) and gas phase acidity (∼1400-1600

kJ/mol). They also considered the anions H− and CH−2 in the model even though H

and CH2 are having low electron affinity, since they are formed from CH4 which is the

second dominant gas in Titan’s atmosphere. The following are the major production

processes of anions in Titan’s ionosphere:

1. Radiative Electron Attachment (REA): During REA, a thermal electron gets

attached to an atom or radical resulting in the formation of negative ion.

A+ eT → A− + hν (5.1)

Vuitton et al. [2009] (hereafter referred to as V09) considered REA reactions to

the radicals C2H, C4H, C6H, and C3N, resulting in the formation of negative ions
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C2H−, C4H−, C6H−, and C3N−. Only theoretically calculated rate coefficients

are available for these reactions [Herbst and Osamura, 2008]. For the formation

of the anions H−, CH−2 , OH−, and CN− via the thermal electron capture by the

corresponding neutral species, they adopted a rate coefficient of 10−14 cm3s−1,

following the suggestion of Petrie [1996]. Dobrijevic et al. [2016] (hereafter referred

to as D16) pointed out that REA processes are relatively inefficient in Titan’s

ionosphere either due to the very low abundance of the radicals involved in the

reaction or due to very low reaction rate coefficients involved.

In the present model, we have considered only three REA reactions:

C3N + eT → C3N
− + hν (2.6× 10−10 cm3s−1) (5.2)

C4H + eT → C4H
− + hν (1.1× 10−8 cm3s−1) (5.3)

C6H + eT → C6H
− + hν (6.2× 10−8 cm3s−1) (5.4)

The rate coefficients are taken from the theoretical study of Herbst and Osamura

[2008]. Our model does not include any other REA reactions suggested by V09 as

they have very low rate coefficients (of the order of 10−14 to 10−16 cm3s−1).

2. Dissociative Electron Attachment (DEA): In DEA reactions, a suprathermal

electron dissociates a molecule into two or more atoms or radicals and attaches

itself to one of the fragments formed.

AB + es → A− +B (5.5)

In the photochemical model the rate of a DEA reaction at an altitude Z is calcu-

lated as:

[AB(Z)]

∫
ϕ(Z,E) σ(E) dE (5.6)

where [AB(Z)] is the concentration of parent neutral molecule AB at altitude Z,

ϕ(Z,E) is the photoelectron flux calculated using equation (4.8) and σ(E) is the

DEA cross section of the molecule AB.

Cross sections for DEA reactions relevant for Titan’s atmosphere have been re-

measured recently [Rawat et al., 2007; Rawat et al., 2008; May et al., 2008, 2010;

Krishnakumar et al., 2011; Gilmore and Field , 2015]. We have used the latest DEA

measurements available for our calculations. For those molecules whose DEA cross

sections are not available (HC5N and C6H6), we assumed it to be equal to that of

some structurally similar molecules, as done by Vuitton et al. [2009]. The list of

dissociative attachment cross sections that we have used for the calculations are

shown in Figure 5.1 and references are provided in Table 5.1.
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Table 5.1: List of dissociative electron attachment processes considered in the model.

Reaction References

HCN + es → CN− + H May et al. [2010]

HC3N + es → CN− + C2H Gilmore and Field [2015]

HC3N + es → C3N− + H Gilmore and Field [2015]

C4H2 + es → C4H− + H May et al. [2008]

C2H2 + es → C2H− + H Song et al. [2017]

C2H2 + es → H− + C2H Song et al. [2015]

CH4 + es → H− + CH3 Rawat et al. [2008]

CH4 + es → CH−2 + H2 Rawat et al. [2008]

NH3 + es → H− + NH2 Rawat et al. [2008]

H2O + es → OH− + H Itikawa and Mason [2005]

H2O + es → O− + H2 Rawat et al. [2007]

H2 + es → H− + H Krishnakumar et al. [2011]
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Figure 5.1: Dissociative electron attachment cross sections used in the model. References

are given in Table 5.1

3. Ion-pair formation: Sometimes photoionization of a molecule can result in the
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formation of a pair of positive and negative ions.

AB + hν → A− +B (5.7)

Ion-pair formation is not an effective process as the cross section of the process is

very low (∼10−21) cm2 and hence has not been considered in the current model.

The major loss processes of anions are:

1. Photodetachment: Upon photon impact, the electron gets detached from the

anion resulting in the formation of a neutral atom and free electron.

A− + hν → A+ e− (5.8)

The photodetachment rates (in unit of s−1) can be calculated as:∫
ψ(Z,E) σphd(E) dE (5.9)

where ψ(Z,E) is the photon flux at altitude Z calculated using the Beer-Lambert

law and σphd(E) is the photodetachment cross section of the neutral species.

Measured cross sections are not available for photodetachment processes.
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Figure 5.2: Photodetachment cross sections of anions calculated using Miller-Threshold

law.

Millar et al. [2007] in their theoretical study on hydrocarbon anions in interstel-

lar clouds and circumstellar envelopes, assumed that the photodetachment cross
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sections depend upon the photon energy through the relation

σ = σ0(1− EA/ε)0.5, ε > EA (5.10)

where EA is the electron affinity and ε is the photon energy in eV. Similar to V09

and D16, we also adopted the Miller-threshold law to calculate the photodetach-

ment cross sections in our model. Figure 5.2 shows the photodetachment cross

sections calculated for the 10 anions included in our study.

2. Ion-ion recombination: These are reactions of the form:

A− +B+ → A+B (5.11)

Much information is not available on ion-ion recombination reactions. Using

a complex potential model, Hickman [1979] calculated the rate coefficients of

ion-ion recombination reactions using an approximate scaling formula based on

the reduced mass of the colliding particles and electron affinity of the electron

donor. Smith et al. [1978] showed that this formula could reproduce the measured

coefficients for the reaction between NH+
4 and Cl− ions with an accuracy of ±30%.

V09, using the same formula, obtained a rate coefficient of 10−7 cm3s−1 at room

temperatures for the mutual neutrilisation reactions valid in Titan’s ionosphere.

We have adopted the same rate value in our model as no other measured rate

coefficients are available. We considered the mutual-neutrilisation reactions only

with the most dominant positive ions HCNH+ and C2H+
5 .

3. Ion-neutral associative detachment: These are the reverse reactions of DEA

processes where an anion combines with a neutral forming a neutral molecule and

an electron:

A− +B → AB + e− (5.12)

The reactant neutral involved in such reactions are radical species since such

reactions are possible only if the electron detachment energy is less than the energy

of the bond that is produced. The most abundant radicals in Titan’s ionosphere

are H and CH3 [Yelle et al., 2010]. There are measurements/calculations of

rate coefficients for the reactions of anions with H atom [Martinez et al., 2009;

Barckholtz et al., 2001; Yang et al., 2011; Howard et al., 1974; Adams , 2006].

However, no rate coeffcients are available for reactions with CH3 radical. Following

the methodology of V09, for the associative detachment reactions of anions with

CH3 radical, we adopted the same rate coefficients as that for the reaction with H

atom.

4. Chemical reactions: These are ion-neutral reactions through which anion of one

form is converted into another anion. They can be proton transfer reactions or
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polymerization reactions. For proton transfer reactions V09 calculated the rates

using Langevin theory. Similarly, for polymerization reactions, as no measured

rate coefficients are available, the rate constants were set to 10−12 cm3 s−1 based

on the study of Howling et al. [1994] and Perrin et al. [1994]. For these reactions

we adopted the same rate coefficients as that of V09.

5.3 Model inputs

The photochemical model that is presented in Chapter 4 is extended further by

adding the chemistry of negative ions. The model inputs are more or less the same as

described in Section 4.3 with the following changes.

5.3.1 Solar flux

For calculating densities of positive ions, we used the HEUVAC solar flux in the

wavelength range 1 to 1055
◦
A. The flux has to be extended in case of negative ions as

the photodetachment cross sections are considerably high at higher wavelength (refer

Figure 5.2). Above 1055
◦
A, we used the flux from Solar2000 model (version 2.38) of

Tobiska et al. [2000] and considered flux up to 10000
◦
A.

5.3.2 Neutral Densities

Neutral densities used in the model remain the same as that described in Section

4.3.2. In addition to these neutrals, density profiles of the radicals C4H, C6H, and CH3

are required as the reactions involving these radicals form an important production/loss

channel for many anions (refer Table 5.2). For the radicals C4H and C6H, the profiles

given by Krasnopolsky [2009] are used, after multiplying with the scaling factor used

for their parent neutral species. CH3 density profile is taken from Krasnopolsky [2009]

without applying any correction factor, since the CH4 profile of Krasnopolsky [2009] and

the one that we have used in the model from Mandt et al. [2012] are in close agreement.

5.3.3 Cross sections

The photo cross sections and electron impact cross sections of N2 and CH4 used

in the model have been described in Section 4.3.3. Dissociative electron attachment

cross sections of minor species are required to calculate the production rate of anions

through DEA. The list of dissociative attachment cross sections that we have used

for the calculations are shown Figure 5.1 and references are provided in Table 5.1.

Photodetachment cross sections are calculated theoretically using Miller-Threshold law

and are shown in Figure 5.2.
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5.3.4 Reaction rate coefficients

A list of ion-neutral reactions involving negative ions are added to the model for

calculating the anion density profiles. The reaction rate coefficients of different reactions

involving negative ions, available till then, have been reviewed by V09. For those

reactions for which measured rate coefficients were not available, V09 calculated them

using Langevin theory. For most of the reactions considered in the current model, we

used the rate coefficients as in V09. However, we have incorporated changes in the rate

coefficients reported post the model of V09 as follows.

1. For the reaction of the anions CN−, C3N−, and C5N− with H atom, we used the

rate coefficient measurements of Yang et al. [2011] which was also used by D16 in

their study.

2. For the reactions of H− with H and C2H2, the rate coefficients measurements of

Martinez et al. [2009] and Martinez et al. [2010] have been used.

3. We also incorporated the reaction of hydride anion with H2O molecule, the rate

coefficient for which was measured by Martinez et al. [2010]. This particular

reaction was not considered in the model of V09.

4. For the reaction of CN− with HC3N, we used the measurement of Biennier et al.

[2014], whereas the models of V09 and D16 have used theoretical value.

Table A.3 in the Appendix shows the reactions of anions along with their rate coefficients

used in the model.

5.4 Results and Discussion

The density profiles of the 10 anions calculated using the current model are shown in

Figure 5.3. The major production and loss processes of different anions at the ionospheric

peak are listed in Table 5.2. In the following sections, we present the results of model

calculations for each negative ion and also show a comparison of our calculated profile

with that of Vuitton et al. [2009] and Dobrijevic et al. [2016].
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Figure 5.3: The density profiles of 10 negative ions calculated in the present model,

along with the total anion density.

5.4.1 H− and CH−2

The maximum density of H− is ∼0.1 cm−3, which is around two orders of magnitude

higher than the value obtained by V09 (see Figure 5.4a). This difference is due to the

difference in the DEA cross sections of CH4 adopted in the two studies. V09 used the

DEA cross sections of methane measured by Sharp and Dowell [1967] whereas we have

used the recent measurements of Rawat et al. [2008]. The DEA cross sections of Sharp

and Dowell [1967] are around a factor of 20 lower than those of Rawat et al. [2008]. The

recent review article by Song et al. [2015] recommends the use of the DEA cross sections

of Rawat et al. [2008] as these measurements are more recent and obtained using an

advanced apparatus. The overall uncertainty in the measurements was estimated to be

a maximum of ±15%. D16 also used the cross section measurements by Rawat et al.

[2008] in their calculations. Our peak H− density is around a factor of 3 higher than the

peak value of D16. The model of D16 differs from our model mainly in the fact that our

model parameters, viz. the neutral density, solar flux, and solar zenith angle, are for the

condition that prevailed on Titan during the T40 flyby of Cassini, while the model of

Dobrijevic et al. [2016] is a global mean model for a solar zenith angle of 60o. However,

our calculated profile falls within the uncertainty limits of Dobrijevic et al. [2016].
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Table 5.2: Major production and loss processes of anions at 1100 km and their relative

contribution.

Rates References for %

Reaction (cm3 s−1) or s−1 Cross sections/ Contribution

Rate Coefficients

(1) H−

Production:

CH4 + es → H− + CH3 (4.13 × 10−11 ) † Rawat et al. [2008] 98

Loss:

H− + hν → H + e (1.81 × 10−02) Miller Threshold Law 40

H− + HCN → CN− + H2 1.5 × 10−08 Mackay et al. [1976] 32

H− + H → H2 + e 2.0 × 10−09 Martinez et al. [2009] 16

H− + C2H2 → C2H− + H2 3.1 × 10−09 Martinez et al. [2010] 10

(2) CN−

Production:

H− + HCN → CN− + H2 1.50 × 10−08 Mackay et al. [1976] 83

C2H− + HCN→ C2H2 + CN− 3.90 × 10−09 Mackay et al. [1976] 8

HCN + es → CN− + H (9.0 × 10−11 ) May et al. [2010] 5

Loss:

CN− + H → HCN + e 6.30 × 10−10 Yang et al. [2011] 84

CN− + CH3 → CH3CN + e 6.3 × 10−10 idem as CN− + H 6

(3) C2H
−

Production:

H− + C2H2 → C2H− + H2 3.1 × 10−09 Martinez et al. [2010] 99

Loss:

C2H− + H → C2H2 + e 1.6 × 10−09 Barckholtz et al.

[2001]

53

C2H− + HCN→ C2H2 + CN− 3.9 × 10−09 Mackay et al. [1976] 34

C2H− + hv → C2H + e (8.23 × 10−4 ) Miller-Threshold Law 7

(4) C3N
−

Production:

C3N + eT → C3N− + hν 2.63 × 10−10 Herbst and Osamura

[2008]

91

Loss:

C3N− + H → HC3N 5.4 × 10−10 Yang et al. [2011] 90

(5) C5N
−

Production:

CN− + HC5N→ C5N− + HCN 5.4 × 10−09 Vuitton et al. [2009] 58
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Table 5.2 – Continued from previous page

Reaction Rates References for %

(cm3 s−1) or s−1 Cross sections/ Contribution

Rate Coefficients

H− + HC5N → C5N− + H2 1.0× 10−08 Vuitton et al. [2009] 20

HC5N + es → C5N− + H (8.0 × 10−10 ) Gilmore and Field

[2015]

18

Loss :

C5N− + H → HC5N 5.8 × 10−10 Yang et al. [2011] 90

(6) C4H
−

Production:

C4H + eT → C4H− + hν 1.1 × 10−08 Herbst and Osamura

[2008]

86

H− + C4H2 → C4H− + H2 6.4 × 10−09 Vuitton et al. [2009] 10

Loss:

C4H− + H → C2H2 + E 8.3 × 10−09 Barckholtz et al.

[2001]

56

C4H− + HCN→ CN− + C2H2 2.0 × 10−09 Vuitton et al. [2009] 36

(7) C6H
−

Production:

H− + C6H2 → C6H− + H2 6.3 × 10−09 Vuitton et al. [2009] 83

C2H− + C6H2 → C6H− +

C2H2

2.3 × 10−09 Vuitton et al. [2009] 11

Loss:

C6H− + H → Products 5.0 × 10−10 Barckholtz et al.

[2001]

48

C6H− + HCN→ CN− + C2H2 1.9 × 10−09 Vuitton et al. [2009] 45

(8) OH−

Production:

H− + H2O → OH− + H2 4.8 × 10−09 Martinez et al. [2010] 96

Loss :

OH− + hv → OH + e 7.4 × 10−03 Miller-Threshold Law 37

OH− + H → H2O + eT 1.4 × 10−9 Howard et al. [1974] 26

OH− + HCN → CN− + H2O 3.7 × 10−9 Raksit and Bohme

[1983]

17

OH− + C2H2 → C2H− + H2O 2.2 × 10−9 Raksit and Bohme

[1983]

15

(9) O−
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Table 5.2 – Continued from previous page

Reaction Rates References for %

(cm3 s−1) or s−1 Cross sections/ Contribution

Rate Coefficients

Production:

H2O + es → O− + H2 (6.56 × 10−12 ) Itikawa and Mason

[2005]

100

Loss:

O− + hv → O + e (1.04 × 10−02 ) Miller-threshold law 34

O− + CH4 → OH− + CH3 1.0 × 10−10 UMIST database 31

O− + HCN → CN− + OH 3.7 × 10−9 Bohme [1975] 12

(10) CH−2

Production:

CH4 + es → CH−2 + C2 (2.93 × 10−12 ) Rawat et al. [2008] 100

Loss :

CH−2 + hv → CH2 + e (1.89 × 10−02 ) Miller-Threshold Law 81

CH−2 + H → Products 1.0 × 10−9 Adams [2006] 16

†Value inside the bracket is rate (unit : s−1) calculated as
∫
ϕ(Z,E) σ(E) dE where ϕ(Z,E)

is the photon (photoelectron) flux and σ(E) is the photodetachment (dissociative electron

attachment) cross sections.

The CH−2 is another anion, other than H−, that is produced through the DEA of

CH4. As in the case of the hydride anion, the use of the DEA cross sections of Sharp

and Dowell [1967] makes the density of CH−2 calculated by V09 almost two orders of

magnitude less than that in our model (see Figure 5.4b). D16 did not include CH−2 in

their calculations; the reasons for the exclusion they cited are the low electron affinity

of CH2 and that CH−2 is only a minor product of the dissociative electron attachment

of methane as compared to H−. However, our calculations show that, the CH−2 density

can be comparable to other anions, like C2H−, C4H−, and C5N− (see Figure 5.3).

5.4.2 CN− and C3N
−

We found CN− as the dominant negative ion in Titan’s ionosphere, agreeing with

the results of V09 and D16. However, the process through which this ion is produced

is different in the current model and V09. In the V09 model, CN− is mainly produced

through the DEA of HCN where they used the cross sections of Inoue [1966]. These

cross sections are around one order of magnitude higher than the recent DEA cross

sections of HCN measured by May et al. [2010] and used in our model calculations.

The major production process of CN− in our model is the reaction of H− with HCN,

constituting around 83% of the total production rate at 1100 km. The DEA of HCN
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become important only at altitude greater than 1150 km and that too only as the

second major production channel. Our CN− profile is generally in good agreement with

the calculations of D16 although differences are seen at lower altitudes (see Figure 5.5a).
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Figure 5.4: The density profiles of (a) H− and (b) CH−2 calculated using the current

model compared with the calculations of Vuitton et al. [2009] and Dobrijevic et al.

[2016].

All three models suggest C3N− as the second most dominant ion near the ionospheric

peak. However, as discussed in Chapter 4, our model overestimates the thermal electron

density by a factor of 2 compared to the observations of Langmuir probe onboard Cassini

orbiter, a common issue reported by different authors in literature, e.g. Robertson et al.

[2009]; Westlake et al. [2012]; Vigren et al. [2013]; Mukundan and Bhardwaj [2018].

To understand the impact of this overestimation on our calculated C3N− density, we

reduced the thermal electron density by a factor of 2. This reduced the peak C3N−

density roughly by a factor of 3 (cf. Figure 5.5) though it continues to be the second
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most abundant ion in the range 1000-1100 km, the region where the negative ion density

peaks. The hydride anion overtakes C3N− density at altitudes greater than 1100 km (cf.

Figure 5.3).
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Figure 5.5: The density profiles of (a) CN− and (b) C3N− calculated using the current

model compared with the calculations of Vuitton et al. [2009] and Dobrijevic et al. [2016].

In the bottom panel, symbols connected by solid line shows the profile of C3N− obtained

when electron density was reduced by half to nullify the effect of overestimation in the

electron density. See the text for more details.

5.4.3 C4H
− and C5N

−

For the anion C4H− also, radiative electron attachment to C4H radical is the major

production process. As in the case of C3N− ion, reducing the modelled thermal electron

density by a factor of 2 decreases the peak of C4H− density by ∼50%. The maximum

density obtained for C4H− (0.01 cm−3) is lesser than the peak density obtained by V09
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by a factor of 5 and D16 by a factor of 4 (see Figure 5.6a). These could be due to the

differences in the C4H radical densities used in these studies. We have scaled the C4H2

profile of Krasnopolsky [2009] to make it consistent with the global average mixing ratio

of C4H2 reported by Magee et al. [2009]. The C4H radical is produced via the dissociation

of C4H2. Hence, the C4H profile also has been multiplied by the same scaling factor.

D16 used the C4H radical profile which they generated using their model. V09 tuned

their C4H2 density, and hence the C4H density, in such a way that they would be able

to reproduce the density of the associated protonated species C4H+
3 observed during the

T40 flyby. Our C4H radical density is lower than those adopted by V09 and D16, thus

reducing our C4H− peak density. In addition, the model of D16 is a coupled model

in which the ions and neutrals are coupled. Their study has shown that the coupling

has a significant impact on the calculated C4H− density. The density of C4H− obtained

using coupled model was a factor of 4 more than that obtained using a decoupled model.

Thus, when the C4H− profile of D16 is reduced by a factor of 4, the profile shows a good

agreement with the one obtained using the current study.

The C5N− ion was not included in the model of D16, the reason being the very low

abundance of the parent neutral HC5N which is not yet detected in Titan’s atmosphere.

As many models strongly support the presence of HC5N in Titan [Couturier-Tamburelli

et al., 2015; Krasnopolsky , 2009; Coupeaud et al., 2005] we have included the C5N− ion

in our calculations following the chemistry scheme of V09. Study of V09 showed that

C5N− is the third most dominant anion and is formed mainly through the DEA of HC5N.

As the DEA cross sections of HC5N was not available, they assumed the cross sections

to be equal to that of the DEA cross sections of HC3N to produce C3N−. Following this

methodology, we calculated the production rate of C5N− through the DEA of HC5N

using the recent cross sections of Gilmore and Field [2015]. But in our model, the main

production channel is the reaction of CN− with HC5N. This reaction has a rate coefficient

of 5.4 × 10−9 cm3 s−1 which is a theoretically calculated rate by V09. Reactions with the

radicals H and CH3 and the ion-ion recombination reactions are the only loss processes

of C5N− among which the former dominates constituting ∼90% of the total loss rate at

1100 km. We used the reaction rate coefficient of 5.8 × 10−10 cm3 s−1 measured by Yang

et al. [2011], whereas V09 used a value of 1 × 10−7 cm3 s−1. With these modifications,

the profile of C5N− that we obtained is approximately 80% lesser than that of V09 (see

Figure 5.6b). However, both models agree that C5N− is the third most dominant anion

at ∼1000 km.
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Figure 5.6: The density profiles of (a) C4H− and (b) C5N− calculated using the current

model compared with the calculations of Vuitton et al. [2009] and Dobrijevic et al. [2016].

In the top panel, symbols connected by solid line shows the profile of C3N− obtained

when electron density was reduced by half to nullify the effect of overestimation in the

electron density. See the text for more details.

5.4.4 C2H
− and C6H

−

As per our model, the hydrocarbon anion C2H− has peak density that is comparable

to C5N− even though C5N− peaks at still lower altitude (see Figure 5.3). D16 predicted a

peak density of 0.02 cm−3 for C2H− which is in good agreement with our calculated peak

of 0.03 cm−3 (see Figure 5.7a). But the peak value suggested by V09 is lesser by around

one order of magnitude, a difference that is caused by the reaction pathways through

which C2H− is formed in the two models. As per V09 the major production channel for

the ion is the DEA of C2H2, whereas our calculations suggest the reaction between H−

and C2H2 as the main production channel. As our H− densities are significantly higher
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than those of V09 due to the usage of recent DEA cross sections of methane, C2H−

density also increased accordingly.

For C6H−, our peak density is a factor of 5 less than that predicted by the model of

V09. This could be due to the difference in C6H2 density and the DEA cross sections

adopted in the two studies. As the DEA cross sections of C6H2 is not available, it

is assumed to be equal to that of the structurally similar molecule C2H2. While V09

used the cross section measurements of Rutkowsky et al. [1980], we used the recent cross

sections of Song et al. [2017].
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Figure 5.7: The density profiles of (a) C2H− and (b) C6H− calculated using the current

model compared with the calculations of Vuitton et al. [2009] and Dobrijevic et al. [2016].

5.4.5 O− and OH−

The DEA of H2O is the sole process through which O− ion is formed in Titan’s

ionosphere. Once formed, O− immediately reacts with CH4 and HCN and get converted
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to OH− and CN−, respectively. At altitudes greater than 1050 km it is mainly the

photodetachment process that causes the depletion of O− ion. The peak O− density

obtained by V09 is around 70% lower than our peak value (see Figure 5.8a). V09 have

used the DEA cross sections of H2O calculated by Haxton et al. [2007] for calculating

the O− density. These theoretical cross sections are found to be generally lower than the

values available in literature. We used the DEA cross sections reported by Rawat et al.

[2007]. Though Rawat et al. [2007] could not discriminate between OH− and O− due to

the low mass resolution of their mass spectrometer, the relative yield of OH− anion is

very low as compared to the O−. However, O− seems to be a minor ion in the ionosphere

of Titan (peak density ∼3 × 10−6 cm−3) as the dissociative electron attachment to H2O

favors the formation of H− rather than O− ion.
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Figure 5.8: The density profiles of (a) O− and (b) OH− calculated using the current

model compared with the calculations of Vuitton et al. [2009].

For OH−, the peak density that we could get is two orders of magnitude higher than
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that of V09 (see Figure 5.8b). The main production process of OH− in our model is the

reaction between H− and H2O for which we used a rate coefficient of 4.8 × 10−9 cm3

s−1 measured by Martinez et al. [2010]. This particular reaction was not considered in

the model of V09. As per their calculation, the main production process of OH− was

DEA of H2O. However, the inclusion of this reaction would not have caused a noticeable

difference in their OH− density as their peak H− density is of the order of 10−4 cm−3.

5.5 Comparison of model results with the recent

observations

Wellbrock et al. [2013], using the data from 34 Titan flybys of the Cassini orbiter,

suggested seven different mass groups of negative ions that are present in Titan’s iono-

sphere. The suggested mass ranges were 12-30, 30-55, 55-95, 95-130, 130-190, 190-652,

and 625+ m/q. The ions that we considered in our study constitutes the first three mass

ranges (12-30: CN−, C2H−, O−, OH−, CH−2 ; 30-55: C3N− and C4H−; and 55-95: C5N−

and C6H−). The maximum density of negative ions that we obtained is close to 1 cm−3.

Recently, Desai et al. [2017] reported an updated analysis of the negatively charged

ions measured by the Cassini CAPS-ELS instrument. They used a fitting procedure to

show how the ELS mass spectrum, which was previously classified into five broad mass

groups by Wellbrock et al. [2013], can be resolved in to specific peaks for anion species

up to over 100 m/q. They reported the consistent detection of mass peaks centered

between 25.8-26.0 m/q and between 49-50.1 m/q (hereafter referred to as peak 1 and

peak 2, respectively) during the flybys T40, T16, T18, T32, and T48. These peaks

were attributed to the carbon chain anions CN−/C2H− and C3N−/C4H−, respectively,

even though they were not able to differentiate between these nitrile and hydrocarbon

compounds. At lower altitudes, the detection of three more broad mass groups were

reported with masses in the range 71-94, 117-124 and 146-166 m/q during the T40

flyby.

Desai et al. [2017] presented the relative density profiles for the different mass peaks

mentioned above, observed during T40 flyby. Relative density of an ion at an altitude

is the ratio between the local abundance of the ion at that altitude and the maximum

observed abundance of the ion. Using the number densities obtained as the model results,

we also calculated the relative densities of the anions CN−, C2H−, C3N− and C4H− and

compared them with the profiles given by Desai et al. [2017]. Figure 5.9a shows the

profile for peak 1 anions. Desai et al. [2017] proposed that this peak could be caused

either by CN− or by C2H−. A good agreement is seen when the model calculated relative

density profiles of these two anions were compared with the peak 1 profile. Except at the

altitude of 1250 km, our model values are in agreement with the value reported by Desai

et al. [2017]. Our model shows that the altitude of peak production for CN− and C2H−
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occurs close to 1075 km. The maximum of peak 1 profile occurs near the same altitude.

As per our model, the main production channels of CN− and C2H− are the reactions of

the hydride anion with HCN and C2H2, respectively. In the altitude range 1000-1300

km, HCN and C2H2 have comparable abundance. But the rate coefficient of the reaction

between H− with HCN is an order of magnitude higher than that between H− and C2H2,

which makes CN− number density around two orders of magnitude higher than C2H−.

Hence, we suggest that it should be CN−, rather than C2H−, that is constituting the

peak at 25.8-26.0 m/q.
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Figure 5.9: The relative model density profiles of the anions CN−, C2H− (top panel),

and C3N− and C4H− (bottom panel) compared with the profiles obtained by Desai et al.

[2017] at the mass peaks 25.8-26.0 u/q and 49-50.1 m/q during the ingress and egress of

the T40 flyby

The relative density of Peak 2 (49-50.1 m/q) profile as given by Desai et al. [2017]

peaks at an altitude between 1000-1100 km (Figure 5.9). They suggested C3N− and/or
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C4H− as the plausible species producing peak 2. We compared our calculated relative

density profiles of C3N− and C4H− with the peak 2 profile of Desai et al. [2017]. The

C3N− profile shows a better agreement with the peak 2 profile rather than C4H−. The

profile for C4H− peaks at altitude >1100 km whereas the maximum of peak 2 profile

occurs at altitudes below 1100 km. Even though our calculated relative density of C3N−

is outside the error bars of the peaks 2 profile at most of the altitudes, the altitude of

peak production and the shape of the profile is consistent with each other. In addition,

our calculated peak density of C3N− is around an order of magnitude higher than that of

C4H− ion (c.f. Figure 5.3). Hence, we suggest C3N− as the potential anion that causes

the peak at 49-50.1 m/q.

Desai et al. [2017] depicted the relative density profiles of two more mass groups

71-94 and 117-124 m/q (hereafter referred to as group 3 and group 4, respectively)

which are quite broad as compared to the mass bins 25.8-26 m/q and 49.0-50.1 m/q.

They suggested that there are several possible heavy carbon chain anions that might

be contributing towards group 3, like C5N−, C6H−, C6H−7 , C6H−5 etc. The C5N− and

C6H− are the only two anions considered in our model that could belong to group 3.

A reliable comparison with the relative density profile of group 3 is possible only if the

model includes more anions having mass in the group 3 bin. But the unavailability of

the chemical reaction pathways and the reaction rates of these heavy anions hinders the

inclusion of these heavy ions in to the chemical models.

5.6 Conclusion

We extended the one dimensional photochemical model by adding the reactions

involving anions for calculating the density profiles of negative ions in the dayside

ionosphere of Titan. The chemistry scheme of anions proposed by Vuitton et al. [2009]

has been used with the most recent cross sections and reaction rate coefficients. Our

study shows CN− to be the dominant negative ion in Titan’s ionosphere, in agreement

with the calculations of Vuitton et al. [2009] and Dobrijevic et al. [2016]. The second

most dominant ion is found to vary with altitude. In the region 900-1100 km, C3N− is

the second most abundant ion and above this altitude region, the H− takes over. The

C5N− and C2H− show the same peak density (0.03 cm−3) even though they peak at two

different altitudes, 1000 and 1070 km, respectively. Similarly, CH−2 and C4H− ions have

peak magnitude of 0.01 cm−3, but they peaks at 1050 and 1120 km, respectively. Even

though the electron affinity of H− and CH−2 are low, our model shows that these anions

can have considerable densities because of the abundance of the parent neutral CH4.

The density of C6H− is one order of magnitude low as compared to other hydrocarbon

anions. Our model predicted OH− density is two orders of magnitude higher than that

of Vuitton et al. [2009]. The O− seems to be a very minor ion in the upper atmosphere

of Titan.
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The main difference between our model results and the calculations of Vuitton et al.

[2009] is the abundance of hydride anion. The H− is widely known to be an important

negative ion in astrophysical environments [Millar et al., 2017; Ross et al., 2008]. Our

model suggests that it could be an important ion in Titan’s ionosphere also, due to the

abundance of the parent neutral molecule CH4 and its relatively high dissociative electron

attachment cross section. The hydride anion also plays a major role in the negative ion

chemistry. Our model shows that at the ionospheric peak, it should be the reactions

of H− with the respective neutrals that contributes significantly to the production of

anions CN−, C2H−, and C6H− and not the dissociative electron attachment process as

suggested by Vuitton et al. [2009]. Although the CAPS/ELS instrument has not reported

the detection of anions whose mass agree with H−, Desai et al. [2017] has pointed out

that H− cannot be measured by the instrument because of the limitation caused by the

spacecraft velocity.

We identified the dominant production and loss reactions of each anion included

in our study at the ionospheric peak (∼1100 km) along with the most recent cross

sections/rate coefficients wherever available (Tables 5.2). The rate coefficients available

for some of these reactions are more than 40 years old, e.g. Mackay et al. [1976]. Most

of the reaction rate coefficients for the ion-neutral reactions involving the HC5N are

theoretically calculated by Vuitton et al. [2009] using Langevin theory. Similarly, the

dissociative electron attachment cross sections are not available for the neutrals HC5N

and C6H2, which are required to calculate the production rates of the anions C5N−

and C6H−. Thus, there is a requirement to measure the reaction rate coefficients and

dissociative electron attachment cross sections of hydrocarbon molecules for improved

modelling of the anion chemistry in Titan’s atmosphere.

We present a comparison between the modelled anion abundance with the CAPS/ELS

observations, recently reported by Desai et al. [2017]. Our calculated relative density

profiles of CN− and C2H− shows a good agreement with the profile for 25.8-26.0 m/q

reported by Desai et al. [2017]. We suggest CN− to be the anion which causes the peak

at 26 amu. For the profile in the mass bin 49-50.1 m/q, the modelled profile of C3N−

is more consistent rather than of C4H−. The observations clearly indicates the presence

of negative anions with masses >200 m/q in the lower altitudes. The highest mass that

has been considered in the models so far is only ∼75 amu. Experimental studies for

determining the possible reaction pathways and the reaction rate coefficient of heavy

negative ions, like C6H5CH−2 , C6H5NH−2 , C6H5O−, which could be present in Titan’s

atmosphere [Wang and Bierbaum, 2016] is highly appreciable.
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The Cassini-Huygens mission thoroughly measured the ionosphere of the Saturnian

moon Titan and revealed the complexity of the ionospheric chemistry which results in

the formation of positive ions, negative ions, and free electrons. Even though many

models have been developed to calculate the plasma density which is formed as a

byproduct of the chemistry, none of them were able to reproduce the Cassini measured

electron density. The models overestimated the electron density by a factor of 2 to 3

near the ionospheric peak which has prompted to explore the possible reasons for this

disagreement. Also, there exist only limited discussions on modelling the chemistry of

negative ions which are recently discovered by the Cassini mission. In this thesis, a one

dimensional photochemical model for the dayside ionosphere of Titan is developed for

calculating the density profiles of cations, anions, and free electrons under steady-state

photochemical equilibrium condition.

The photoelectrons generated in the atmosphere is an important source of ionization

on the dayside ionosphere of Titan. Once generated, they degrade their energy by

colliding with the atmospheric neutrals. To understand the electron interaction with

the neutrals in Titan’s atmosphere we developed an energy deposition model based

on Monte Carlo technique which describes the degradation of electron with energy in

the range 1 eV–10 keV. We began by developing an energy degradation model for an

atomic gas xenon since electron-atom interactions are easier to deal with as compared

to electron-molecule interactions as atomic targets offer only two possible energy loss

channels, viz. ionization and excitation, for the electron to degrade its energy. Out

of the several available techniques for studying electron degradation we used Monte

Carlo method as it is the most realistic simulation possible for studying electron energy

deposition. This model was then extended further to study the electron interaction with

the molecular gas methane, the gas which plays a significant role in Titan’s ionospheric

chemistry. Molecular targets add more intricacies to electron degradation process due to

the presence of additional loss channels, such as electron attachment, rotational and vi-

brational exciations, neutral dissociation, dissociative ionization, dissociative excitation,

etc.

133
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The output of the Monte Carlo simulation is the numerical yield spectrum which is

a basic distribution function that contain information regarding the degradation process

and can be used to calculate the yield of any excited or ionized states. The numerical

yield spectra are then fitted analytically, thus generating analytical yield spectra (AYS).

Mean energy per ion pair and efficiencies of various inelastic processes are calculated,

using numerical yield as well as analytical yield and are found to be in good agreement.

The mean energy per ion pair for neutral CH4 is found to have a value 26 (27.8) eV at

10 keV (100 eV). Efficiency calculations showed that at energies <10 eV, vibration is

the dominant loss process with an efficiency of 80% at 8 eV, whereas at energies greater

than 100 eV ionization dominates consuming more than 50% of the incident electron

energy. The electron attachment process has an efficiency of 0.14%, which falls down to

a very small value for energies >20 eV. From 25 eV onwards, dissociation process has an

efficiency of 27%. The AYS generated is used for calculating steady-state photoelectron

flux in Titan’s atmosphere.

By considering solar photons and photoelectrons as the major source of ionization, a

photochemical model was developed. Initially, the study concentrated on the T40 flyby of

Cassini orbiter which was a complete dayside flyby and used the in-situ measurements

from instruments onboard Cassini as input to the model. The density profiles of 23

positive ions and free electrons are calculated. The modelled profiles are compared

with the Cassini INMS and RPWS/LP observations and also with the calculations of

other models. At the ionospheric peak, the calculated electron density is higher by

a factor of 2 to 3 as compared to the observations. We also made calculations for

four additional dayside Titan flyby conditions and compared with the observations. In

all cases, disagreement between the modelled and observed profiles were evident. The

present thesis investigated the impact of different model parameters, viz. photoelec-

tron flux, ion production rates, electron temperature, dissociative recombination rate

coefficients, neutral densities of minor species, and solar flux on the calculated electron

density to understand the possible reasons for this discrepancy. Recent studies have

shown that there is an overestimation in the modelled photoelectron flux and N+
2 ion

production rates which may contribute towards this disagreement. The present study has

found that accounting for the over estimation in these parameters will not improve the

electron density by more than 20%. The modelled plasma densities are found to be very

sensitive to electron temperature and dissociative recombination rate coefficients and

improvements in these parameters can help in reducing the differences between observed

and calculated electron densities. Reduction in the measured electron temperature by

a factor of 5 provides a good agreement between the modelled and observed electron

density. The change in HCN and NH3 densities affects the calculated densities of the

major ions (HCNH+, C2H+
5 , and CH+

5 ); however the overall impact on electron density

is not appreciable (<20 %). Though increasing the dissociative recombination rate
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coefficients of the ions C2H+
5 and CH+

5 by a factor of 10 reduces the difference between

modelled and observed densities of the major ions, the modelled electron density is still

higher than the observation by ∼60% at the peak. The present study suggests that

even though the overestimation in the production parameters may contribute towards

the disagreement between the modelled and observed plasma density profiles to some

extent, a more significant role is played by the loss processes. It is possible that there

might be some unidentified chemical reactions that may account for the additional loss

of plasma in Titan’s ionosphere.

To address the negative ions in Titan’s ionosphere, the photochemical model is

extended further to include anion chemistry. Using the state-of-the-art cross sections and

rate coefficients, the density profiles of anions are computed and compared with previous

model results. Significant differences in the profiles were seen which show the importance

of having updated parameters for modelling anion density profiles. The use of updated

cross sections increased the maximum density of the anions H−, OH−, and CH−2 by two

orders of magnitude than what was previously suggested. The study shows that H−

could be important anion in Titan’s ionosphere due to the abundance of parent neutral

molecule methane and its relatively large dissociative electron attachment cross section.

We identified the dominant production and loss reactions of each anion considered in the

model at the ionospheric peak and suggested that it should be the reactions of H− with

the neutrals HCN, C2H2, and C6H2 that contribute significantly to the production of

anions CN−, C2H−, and C6H− and not the dissociative electron attachment process as

suggested by the previous models. We also presented a comparison between the modelled

anion abundance with the relative density profiles of anions recently derived using the

Cassini observations. Our calculated relative density profiles of CN− and C2H− show a

good agreement with the profile for 25.8-26.0 m/q reported from the Cassini observations.

The present study has suggested CN− to be the anion which causes the peak at 26 amu.

For the mass bin 49-50.1 m/q profile, the modelled profile of C3N− is more consistent

rather than that of C4H−.

The model developed in the thesis is useful to understand the photochemistry in

the ionospheric region of Titan and can provide a quantitative information on the

controlling parameters of plasma density in the ionosphere. The study also highlights

the requirement of having updated cross sections and rate coefficients for modelling the

chemistry of negative ions in the upper atmosphere. The results of the study are useful

for resolving the inconsistency between the modelled and observed plasma density on

Titan’s dayside ionosphere.

6.1 Future Scope

The work presented in this thesis demonstrates the impact various crucial input

parameters have on modelling the ionospheric chemistry of Titan. The results brought
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out from this work point to the necessity of further modelling studies which would be

carried out in near future.

The Monte Carlo model for electron degradation presented in this thesis is a local

degradation model where the electron loses its energy locally and does not include the

electron transport effects. So the results are applicable to those region of the atmosphere

where the neutral densities are high enough so that there occurs rapid collisions between

energetic electrons and neutrals, thus spatially constraining the energy degradation.

However, at much higher altitudes the collision frequency decreases due to the decrease

in the atmospheric density and hence the energetic electrons can diffuse to higher

altitudes. Thus, the energy deposition model has to be improved for accounting the

spatial degradation of electrons so that it can be applied to the high altitude regime

where electron transport effect becomes prominent.

The electron temperature (Te) is a vital parameter for modelling the plasma densities.

The present study showed that using modelled Te profiles helps to generate electron

density profiles which shows a better agreement with the observations as compared to the

one obtained using RPWS/LP measured Te profiles. Near the ionospheric peak, models

suggest a lower Te which is close to the neutral temperature whereas measurements

showed that Te is much higher than the neutral temperature in this region. Electron

temperature modelling has to be done to explain this difference.

The photochemical model presented in this thesis is a decoupled model where we

used a fixed background neutral atmosphere as input to the model to generate the

plasma densities. To make the model fully self consistent, the neutral densities should

also be computed by including the neutral-neutral chemistry. The present study showed

that there are differences between various reported profiles of minor neutrals, such as

HCN and NH3, which are of extreme relevance in the ionospheric chemistry of Titan.

Modelling the plasma chemistry using self-consistently generated neutral densities could

improve the difference between model and observations and need to be explored. This

would also help in a better understanding of the coupling between neutrals and ions.

The basic models for electron degradation and ionospheric chemistry developed in

this thesis can be applied to other planetary bodies having an atmosphere by changing

input model parameters and related chemical reactions.
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Reactions and Rate Coefficients

Table A.1: List of ion-neutral reactions considered in the model

Reaction Rate Coefficient Reference

(cm3 s−1)

N+
2 + CH4 → CH+

3 + N2 + H 1.04 × 10−09 Anicich et al. [2006]

N+
2 + CH4 → CH+

2 + N2 + H2 1.03 × 10−10 Anicich et al. [2006]

N+
2 + H2 → HN+

2 + H 2.00 × 10−09 Anicich [1993]

N+
2 + C2H2 → N2H+ + C2H 2.4 × 10−10 McEwan and Anicich [2007]

N+
2 + C2H2 → HCN+ + HCN 1.2 × 10−11 McEwan and Anicich [2007]

N+
2 + C2H6 → C2H+

5 + N2 + H 2.16 × 10−10 Vuitton et al. [2007]

N+
2 + C2H4 → HCNH+ + HCN + H 1.3 × 10−10 Richard [2013]

N+
2 + C2H4 → N2H+ + C2H3 1.3 × 10−10 Richard [2013]

N+
2 + N → N+ + N2 1.00 × 10−11 Vuitton et al. [2007]

N+
2 + HCN → HCN+ + N2 3.9 × 10−10 Richard [2013]

N+
2 + H → H+ + N2 1.00 × 10−11 Vuitton et al. [2007]

N+
2 + C6H6 → C6H+

5 + N2 + H 3.84 × 10−10 Vuitton et al. [2007]

N+
2 + CH3NH2 → CH2NH+

2 + N2 + H 8.17 × 10−10 Vuitton et al. [2007]

N+ + CH4 → CH+
3 + NH 5.75× 10−10 Anicich [1993]

N+ + CH4 → CH+
4 + N 5.75× 10−11 Anicich [1993]

N+ + CH4 → HCNH+ + H2 4.14× 10−10 Anicich [1993]

N+ + CH4 → HCN+ + H2 + H 1.15× 10−10 Anicich [1993]

N+ + C2H4 → HCN+ + CH3 1.30× 10−10 Anicich and McEwan [1997]

N+ + C2H4 → HCNH+ + CH2 1.95× 10−10 Anicich and McEwan [1997]

N+ + C2H6 → HCNH+ + CH4 1.00× 10−10 Anicich and McEwan [1997]

N+ + HCN → HCN+ + N 2.41× 10−09 Anicich and McEwan [1997]

N+ + C2H6 → C2H+
5 + NH 1.00× 10−10 Anicich and McEwan [1997]

N+ + C2H3CN → c-C3H+
3 + N2 1.20× 10−10 Anicich and McEwan [1997]

N+ + C6H6 → C6H+
5 + NH 1.40× 10−10 Anicich and McEwan [1997]
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Table A.1 – Continued from previous page

Reaction Rate coefficient Reference

(cm3 s−1 or s−1)

N+ + CH3NH2 → CH2NH+
2 + N + H 1.59× 10−09 Vuitton et al. [2007]

CH+
4 + H2 → CH+

5 + H 3.50× 10−11 McEwan and Anicich [2007]

CH+
4 + CH4 → CH+

5 + CH3 1.14× 10−09 McEwan and Anicich [2007]

CH+
4 + C2H4 → C2H+

5 + CH3 2.60× 10−10 McEwan and Anicich [2007]

CH+
4 + HCN → HCNH+ + CH3 3.23× 10−09 McEwan and Anicich [2007]

CH+
4 + HC3N → CHCCNH+ + CH3 2.50× 10−09 McEwan and Anicich [2007]

CH+
4 + HCN → CH3CNH+ + H 6.60× 10−11 McEwan and Anicich [2007]

CH+
4 + C2H4 → C3H+

5 + H2 + H 6.00× 10−11 McEwan and Anicich [2007]

CH+
4 + C2H2 → c-C3H+

3 H2 + H 1.63× 10−09 Anicich and McEwan [1997]

CH+
4 + NH3 → NH+

4 + CH3 1.35× 10−09 Anicich and McEwan [1997]

CH+
3 + H2 → CH+

5 + hν 5.00× 10−13 McEwan and Anicich [2007]

CH+
3 + CH4 → C2H+

5 + H2 1.10× 10−09 McEwan and Anicich [2007]

CH+
3 + C2H6 → C2H+

5 + CH4 1.48× 10−09 McEwan and Anicich [2007]

CH+
3 + C2H6 → C3H+

5 + 2H2 1.57× 10−10 McEwan and Anicich [2007]

CH+
3 + N → HCN+ + H2 3.35× 10−11 McEwan and Anicich [2007]

CH+
3 + N → HCNH+ + H 3.35× 10−11 McEwan and Anicich [2007]

CH+
3 + HCN → CH3CNH+ + hν 2.00× 10−10 McEwan and Anicich [2007]

CH+
3 + CH3CN → C2H+

5 + HCN 6.66× 10−10 McEwan and Anicich [2007]

CH+
3 + CH3CN → HCNH+ + C2H4 1.04× 10−09 McEwan and Anicich [2007]

CH+
3 + C2H4 → C3H+

5 + H2 5.41× 10−10 McEwan and Anicich [2007]

CH+
3 + C2H2 → c-C3H+

3 + H2 1.15× 10−09 McEwan and Anicich [2007]

CH+
3 + C2H4 → c-C3H+

3 + 2H2 4.24× 10−11 Anicich and McEwan [1997]

CH+
3 + C4H2 → c-C3H+

3 + C2H2 1.17× 10−09 Vuitton et al. [2007]

CH+
3 + HC3N → c-C3H+

3 + HCN 2.10× 10−09 Vuitton et al. [2007]

CH+
3 + NH3 → NH+

4 + CH2 2.63× 10−10 Anicich and McEwan [1997]

CH+
3 + CH3NH2 → CH2NH+

2 1.44× 10−09 Anicich and McEwan [1997]

CH+
3 + NH3 → CH2NH+

2 + H2 1.49× 10−09 Anicich and McEwan [1997]

CH+
2 + H2 → CH+

3 + H 1.16× 10−09 McEwan and Anicich [2007]

CH+
2 + CH4 → C2H+

5 + H 3.90× 10−10 McEwan and Anicich [2007]

CH+
2 + N → HCN+ + H 1.10× 10−10 McEwan and Anicich [2007]

CH+
2 + HC3N → CHCCNH+ + CH 4.10× 10−09 McEwan and Anicich [2007]

CH+
2 + C2H2 → c-C3H+

3 + H 2.50× 10−09 McEwan and Anicich [2007]

CH+
2 + NH3 → NH+

4 + CH 8.78× 10−10 Anicich and McEwan [1997]

CH+
2 + CH3NH2 → CH3NH+

3 + CH 2.10× 10−10 Vuitton et al. [2007]

CH+
2 + NH3 → CH2NH+

2 + H 1.78× 10−09 Anicich and McEwan [1997]
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Reaction Rate coefficient Reference

(cm3 s−1 or s−1)

CH+
2 + CH3NH2 → CH2NH+

2 + CH3 1.15× 10−09 Vuitton et al. [2007]

H+ + CH4 → CH+
4 + H 7.47× 10−10 McEwan and Anicich [2007]

H+ + CH4 → CH+
3 + H2 3.40× 10−09 McEwan and Anicich [2007]

H+ + C2H6 → CH+
3 + CH4 2.35× 10−10 McEwan and Anicich [2007]

H+ + C2H6 → C2H+
5 + H 2.35× 10−10 McEwan and Anicich [2007]

H+ + HCN → HCN+ + H 1.10× 10−08 McEwan and Anicich [2007]

H+
2 + CH4 → CH+

3 + H2 + H 2.28× 10−09 McEwan and Anicich [2007]

H+
2 + H → H+ + H2 6.40× 10−10 McEwan and Anicich [2007]

H+
2 + CH4 → CH+

5 + H 1.14× 10−10 McEwan and Anicich [2007]

H+
2 + CH4 → CH+

4 + H2 1.41× 10−09 McEwan and Anicich [2007]

H+
2 + C2H6 → C2H+

5 + H2 + H 1.37× 10−09 McEwan and Anicich [2007]

H+
2 + N2 → N2H+ + H 2.00× 10−09 McEwan and Anicich [2007]

HN+
2 + CH4 → CH+

5 + N2 8.90× 10−10 McEwan and Anicich [2007]

HN+
2 + C2H4 → C2H+

5 + N2 1.00× 10−09 McEwan and Anicich [2007]

HN+
2 + C2H6 → C2H+

5 +N2 + H2 1.13× 10−09 McEwan and Anicich [2007]

HN+
2 + HCN → HCNH+ + N2 3.20× 10−09 McEwan and Anicich [2007]

HN+
2 + HC3N → CHCCNH+ + N2 4.20× 10−09 McEwan and Anicich [2007]

HN+
2 + CH3CN → CH3CNH+ + N2 4.10× 10−09 McEwan and Anicich [2007]

HN+
2 + C4H2 → C4H+

3 + N2 1.10× 10−09 Vuitton et al. [2007]

HN+
2 + C6H6 → C6H+

7 + N2 1.50× 10−09 Vuitton et al. [2007]

CH+
5 + H → CH+

4 + H2 1.50× 10−10 McEwan and Anicich [2007]

CH+
5 + C2H4 → C2H+

5 + CH4 1.50× 10−09 McEwan and Anicich [2007]

CH+
5 + C2H6 → C2H+

5 + CH4 + H2 2.03× 10−10 McEwan and Anicich [2007]

CH+
5 + HC3N → CHCCNH+ + CH4 4.50× 10−09 McEwan and Anicich [2007]

CH+
5 + HCN → HCNH+ + CH4 3.00× 10−09 Vuitton et al. [2007]

CH+
5 + CH3CN → CH3CNH+ + CH4 4.90× 10−09 Vuitton et al. [2007]

CH+
5 + NH3 → NH+

4 + CH4 2.30× 10−09 Vuitton et al. [2007]

CH+
5 + CH3NH2 → CH3NH+

2 + CH4 2.25× 10−09 Vuitton et al. [2007]

CH+
5 + C4H2 → C4H+

3 + CH4 3.00× 10−09 Vuitton et al. [2007]

CH+
5 + C6H6 → C6H+

7 + CH4 2.00× 10−09 Vuitton et al. [2007]

CH+
5 + CH2NH → CH2NH+

2 + CH4 3.00× 10−09 Vuitton et al. [2007]

C2H+
5 + HCN → HCNH+ + C2H4 2.70× 10−09 Vuitton et al. [2007]

C2H+
5 + HC3N → CHCCNH+ + C2H4 3.55× 10−09 McEwan and Anicich [2007]

C2H+
5 + CH3CN → CH3CNH+ + C2H4 3.80× 10−09 McEwan and Anicich [2007]

C2H+
5 + C2H4 → C3H+

5 + CH4 3.55× 10−10 McEwan and Anicich [2007]
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Table A.1 – Continued from previous page

Reaction Rate coefficient Reference

(cm3 s−1 or s−1)

C2H+
5 + CH3CCH → C3H+

5 + C2H4 1.26× 10−09 McEwan and Anicich [2007]

C2H+
5 + C2H2 → c-C3H+

3 + CH4 6.84× 10−11 Vuitton et al. [2007]

C2H+
5 + C2H3CN → C2H3CNH+ 3.00× 10−09 Vuitton et al. [2007]

C2H+
5 + NH3 → NH+

4 + C2H4 2.09× 10−09 Anicich [1993]

C2H+
5 + CH3NH2 → CH3NH+

3 + C2H4 1.87× 10−09 Vuitton et al. [2007]

C2H+
5 + C4H2 → C4H+

3 + C2H4 3.00× 10−09 Vuitton et al. [2007]

C2H+
5 + C6H6 → C6H+

7 + C2H4 3.00× 10−09 Vuitton et al. [2007]

C2H+
5 + CH2NH → CH2NH+

2 + C2H4 2.70× 10−09 Vuitton et al. [2007]

CHCCNH+ + CH3CN → CH3CNH+ HC3N 1.28× 10−09 McEwan and Anicich [2007]

CHCCNH+ + NH3 → NH+
4 + HC3N 2.00× 10−09 Vuitton et al. [2007]

HCNH+ + HC3N → CHCCNH+ + HCN 3.40× 10−09 McEwan and Anicich [2007]

HCNH+ + CH3CN → CH3CNH+ + HCN 3.80× 10−09 McEwan and Anicich [2007]

HCNH+ + C2H3CN → C2H3CNH+ + HCN 4.50× 10−09 Vuitton et al. [2007]

HCNH+ + NH3 → NH+
4 + HCN 2.30× 10−09 Vuitton et al. [2007]

HCNH+ + CH3NH2 → CH3NH+
3 + HCN 3.00× 10−09 Vuitton et al. [2007]

HCNH+ + C6H6 → C6H+
7 + HCN 3.00× 10−09 Vuitton et al. [2007]

HCNH+ + CH2NH → CH2NH+
2 + HCN 2.70× 10−09 Vuitton et al. [2007]

HCN+ + C2H2 → CHCCNH+ + H 1.35× 10−10 McEwan and Anicich [2007]

HCN+ + HC3N → CHCCNH+ + CN 2.21× 10−09 McEwan and Anicich [2007]

HCN+ + CH4 → HCNH+ + CH3 1.41× 10−09 McEwan and Anicich [2007]

HCN+ + H2 → HCNH+ + H 8.80× 10−10 McEwan and Anicich [2007]

HCN+ + HCN → HCNH+ + CN 1.45× 10−09 McEwan and Anicich [2007]

C3H+
5 + HC3N → CHCCNH+ + CH3C2H 3.80× 10−10 Vuitton et al. [2007]

C3H+
5 + NH3 → NH+

4 + CH3C2H 9.00× 10−09 Vuitton et al. [2007]

C3H+
5 + C6H6 → C6H+

7 + CH3C2H 1.15× 10−10 Vuitton et al. [2007]

NH+
4 + CH3NH2 → CH3NH+

3 + NH3 1.40× 10−09 Vuitton et al. [2007]

C4H+
3 + C2H2 → C6H+

5 + hν 2.20× 10−10 Vuitton et al. [2007]

C4H+
3 + C2H4 → C6H+

5 + H2 1.20× 10−10 Vuitton et al. [2007]

C4H+
3 + NH3 → NH+

4 + C4H2 9.90× 10−10 Vuitton et al. [2007]

C6H+
5 + NH3 → NH+

4 + C6H4 7.48× 10−11 Vuitton et al. [2007]

C6H+
5 + C2H6 → C6H+

7 + CH4 1.26× 10−10 Vuitton et al. [2007]

C6H+
5 + C2H4 → C6H+

7 + C2H2 1.02× 10−10 Vuitton et al. [2007]

C6H+
5 + H2 → C6H+

7 + hν 6.00× 10−11 Vuitton et al. [2007]

C6H+
7 + NH3 → NH+

4 + C6H6 2.20× 10−10 Vuitton et al. [2007]

CH2NH+
2 + NH3 → NH+

4 + CH2NH 1.10× 10−10 Vuitton et al. [2007]
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Table A.2: Dissociative recombination rate coefficients used in the model (from Richard

[2013])

Ion α β

(cm3 s−1)

N+
2 1.70× 10−07 0.3

N+ 4.00× 10−12 0.58

CH+
4 3.50× 10−07 0.5

CH+
3 2.97× 10−07 0.53

CH+
2 6.40× 10−07 0.6

H+ 3.50× 10−12 0.75

H+
2 1.60× 10−08 0.43

HN+
2 1.70× 10−07 0.92

CH+
5 1.10× 10−06 0.7 if Te < 300

1.5 if Te > 300

C2H+
5 1.20× 10−06 0.8 if Te < 300

1.2 if Te > 300

CHCCNH+ 1.38× 10−06 0.6

HCNH+ 2.80× 10−07 0.65

HCN+ 2.00× 10−07 0.5

CH3CNH+ 3.40× 10−07 1.03

C3H+
5 1.50× 10−06 0.7 if Te < 300

1.4 if Te > 300

C-C3H+
3 7.00× 10−07 0.5

C2H3CNH+ 1.78× 10−06 0.8

NH+
4 1.34× 10−06 0.6

CH3NH+
3 3.00× 10−07 0.7

C4H+
3 6.20× 10−07 0.7

C6H+
5 1.10× 10−06 0.7

C6H+
7 2.40× 10−06 1.3

CH2NH+
2 1.10× 10−06 0.7
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Table A.3: List of anion-neutral reactions considered in the model

Reaction Rate Coefficient Reference

(cm3 s−1)

H− + H → H2 + e 2.0 × 10−09 Martinez et al. [2009]

H− + CH3 → CH4 + e 1.8 × 10−09 Idem as H− + H

H− + C2H2 → C2H− + H2 3.1 × 10−10 Martinez et al. [2010]

H− + C4H2 → C4H− + H2 6.4 × 10−09 Vuitton et al. [2009]

H− + HCN → CN− + H2 1.5 × 10−08 Mackay et al. [1976]

H− + HC3N → C3N− + H2 1.0 × 10−08 Vuitton et al. [2009]

H− + HCNH+ → HCN + H + H 1.0 × 10−07 Hickman [1979]

H− + C2H+
5 → C2H4 + H + H 1.0 × 10−07 Hickman [1979]

H− + C6H2 → C6H− + H2 6.3 × 10−09 Vuitton et al. [2009]

H− + HC5N → C5N− + H2 1.0 × 10−08 Vuitton et al. [2009]

H− + hν → H + e 2.3 × 10−02 Miller Threshold Law

C2H− + H → C2H2 + e 1.6 × 10−09 Barckholtz et al. [2001]

C2H− + CH3 → CH3C2H + e 1.6 × 10−09 idem as C2H− + H

C2H− + C4H2 → C2H2 + C4H− 1.5 × 10−09 Mackay et al. [1976]

C2H− + HCN → C2H2 + CN− 3.9 × 10−09 Mackay et al. [1976]

C2H− + HC3N → C2H2 + C3N− 2.5 × 10−09 Vuitton et al. [2009]

C2H− + HCNH+ → C2H + HCN + H 1.0 × 10−07 Hickman [1979]

C2H− + C2H+
5 → C2H + H + C2H4 1.0 × 10−07 Hickman [1979]

C2H− + HC5N → C5N− + C2H2 2.9 × 10−09 Vuitton et al. [2009]

C2H− + C6H2 → C6H− + C2H2 2.3 × 10−09 Vuitton et al. [2009]

C2H− + hv → C2H + e 8.2 × 10−04 Miller-Threshold Law

CN− + H → HCN + e 6.3 × 10−10 Yang et al. [2011]

CN− + HCNH+ → CN + H + HCN 1.0 × 10−07 Hickman [1979]

CN− + C2H+
5 → CN + H + C2H4 1.0 × 10−07 Hickman [1979]

CN− + HC3N → HCN + C3N− 4.3 × 10−09 Biennier et al. [2014]

CN− + CH3 → CH3CN + e 6.3 × 10−10 idem as CN− + H

CN− + HC5N → C5N− + HCN 5.4 × 10−09 Vuitton et al. [2009]

CN− + hv → CN + e 1.3 × 10−04 Miller Threshold Law

C3N− + H → HC3N + e 5.4 × 10−10 Yang et al. [2011]

C3N− + CH3 → CH3C3N + e 5.4 × 10−10 Idem as C3N− + H

C3N− + HCNH+ → C3N + HCN + H 1.0 × 10−07 Hickman [1979]

C3N− + C2H+
5 → C3N + H + C2H4 1.0 × 10−07 Hickman [1979]

C3N− + hv → C3N 1.53 × 10−05 Miller-Threshold Law

C5N− + H → Products 5.8 × 10−10 Yang et al. [2011]

C5N− + CH3 → Products 5.8 × 10−10 Idem as C5N− + H
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Reaction Rate coefficient Reference

(cm3 s−1 or s−1)

C5N− + HCNH+ → C5N + HCN + H 3.76 × 10−08 Harada and Herbst [2008]

C5N− + C2H+
5 → Products 3.76 × 10−08 Harada and Herbst [2008]

C4H− + H → C4H2 + e 8.30 × 10−10 Barckholtz et al. [2001]

C4H− + CH3 → Soot + e 8.30 × 10−10 Idem as C4H− + H

C4H− + HCN → C4H2 + CN− 2.00 × 10−09 Vuitton et al. [2009]

C4H− + HCNH+ → C4H + H + HCN 1.00 × 10−07 Hickman [1979]

C4H− + C2H+
5 → C4H + H 1.00 × 10−07 Hickman [1979]

C4H− + HC3N → C4H2 + C3N− 2.00 × 10−09 Vuitton et al. [2009]

C4H− + HC5N → C5N− + C2H2 2.3 × 10−09 Vuitton et al. [2009]

C4H− + C6H2 → C6H− + C2H2 1.8 × 10−09 Vuitton et al. [2009]

C4H− + C2H2 → C6H− + H2 1.0 × 10−12 De Bleecker et al. [2006]

C4H− + hv → C4H + e 2.3 × 10−04 Miller-Threshold Law

C6H− + C2H2 → CxHyNz- 1.0 × 10−12 De Bleecker et al. [2006]

C6H− + HC5N → C5N− + C2H2 2.1 × 10−09 Vuitton et al. [2009]

C6H− + HC3N → C3N− + C2H2 1.8 × 10−09 Vuitton et al. [2009]

C6H− + HCN → CN− + C2H2 1.9 × 10−09 Vuitton et al. [2009]

C6H− + H → Products 5.0 × 10−10 Barckholtz et al. [2001]

C6H− + CH3 → Products 5.0 × 10−10 Idem as C6H− + H

C6H− + HCNH+ → C6H + HCN + H 3.7 × 10−08 UMIST database

C6H− + C2H+
5 → Products 3.70× 10−08 UMIST database

C6H− + hv → C6H 2.31× 10−04 Miller Threshold Law

OH− + H → H2O + eT 1.4 × 10−09 Howard et al. [1974]

OH− + CH3 → H2O + eT 1.4 × 10−09 Idem as OH− + H

OH− + C2H2 → C2H− + H2O 2.2 × 10−09 Raksit and Bohme [1983]

OH− + HCN → CN− + H2O 3.5 × 10−09 Raksit and Bohme [1983]

OH− + HCNH+ → Products 1.0 × 10−07 Hickman [1979]

OH− + C2H+
5 → Products 1.0 × 10−07 Hickman [1979]

OH− + hv → OH + e 7.4 × 10−03 Miller-Threshold Law

O− + HCNH+ → Products 1.0 × 10−07 Hickman [1979]

O− + C2H+
5 → Products 1.0 × 10−07 Hickman [1979]

O− + H → OH + e 5.0 × 10−10 UMIST database

O− + CH3 → Products 5.0 × 10−10 Idem as O− + H

O− + CH4 → OH- + CH3 1.0 × 10−10 UMIST database

O− + C2H2 → products 1.1 × 10−09 Viggiano and Paulson [1983]

O− + C2H4 → products 9.0 × 10−10 Viggiano and Paulson [1983]
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Table A.3 – Continued from previous page

Reaction Rate coefficient Reference

(cm3 s−1 or s−1)

O− + C4H2 → C4H− + OH 1.6 × 10−09 Vuitton et al. [2009]

O− + C6H2 → C6H− + OH 1.6 × 10−09 Vuitton et al. [2009]

O− + HCN → CN- + OH 3.7 × 10−09 Bohme [1975]

O− + HC3N → C3N- + OH 2.9 × 10−09 Vuitton et al. [2009]

O− + HC5N → C5N- + OH 2.8 × 10−09 Vuitton et al. [2009]

O− + hv → O + e 1.0 × 10−02 Miller-threshold law

CH−2 + HCNH+ → Products 1.0E-07 Hickman [1979]

CH−2 + C2H+
5 → Products 1.0 × 10−07 Hickman [1979]

CH−2 + H → Products 1.0 × 10−09 Adams [2006]

CH−2 + CH3 → Products 1.0 × 10−09 Adams [2006]

CH−2 + hv → CH2 + e 1.89 × 10−02 Miller-Threshold Law
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