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Abstract:
This paper introduces a simple and efficient method and its implementation in an FPGA for reducing the odometric localization errors caused by over count readings of an optical encoder based odometric system in a mobile robot due to wheel-slippage and terrain irregularities. The detection and correction is based on redundant encoder measurements. The method suggested relies on the fact that the wheel slippage or terrain irregularities cause more count readings from the encoder than what corresponds to the actual distance travelled by the vehicle. The standard quadrature technique is used to obtain four counts in each encoder period. In this work a three-wheeled mobile robot vehicle with one driving-steering wheel and two-fixed rear wheels in-axis, fitted with incremental optical encoders is considered. The CORDIC algorithm has been used for the computation of sine and cosine terms in the update equations. The results presented demonstrate the effectiveness of the technique.
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1. Introduction
Mobile robots and automated guided vehicles (AGV) operating in industrial and other environment require accurate sensing of vehicle position and attitude. In the real world environment, it is still a very challenging problem. In this era the autonomous or semi autonomous robot vehicles find applications in automated inspection systems [1], floor sweepers [2], hazardous environments [3], autonomous truck loading systems [4], agriculture tasks, delivery in establishments like manufacturing plants, office buildings, hospitals [5], etc. and providing services for the elderly [6]. In addition to this, autonomous vehicles are widely utilized in subsea exploration and military surveillance systems [7],[8]. Automated Guided Vehicles (AGVs), such as the cargo transport systems are heavily used in industrial applications. Mobile robots are also finding their way into a growing number of homes, providing security, automation [9],[10], and even entertainment. In all these applications, some type of localization system is essential. In order to navigate to their destination, the robots must have some means of estimating where they are and in which direction they are heading. The knowledge of position and attitude information is not exclusive to the realm of mobile robots. Information about the location of an inanimate object, for example a cargo pallet, can streamline inventory and enable warehouse automation. A variety of techniques have been developed and used successfully to provide the position and attitude information. However, many of these existing positioning systems have inherent limitations of their own in the workspace.

In mobile robot applications, two basic position estimation methods are employed concurrently, viz., the absolute and relative positioning [11]. Absolute positioning methods usually rely on the use of appropriate exteroceptive sensing techniques, like navigation beacons [12],[13], active or passive landmarks [14], map matching [15], or satellite-based navigation [16] signals. Navigation beacons and landmarks normally require costly installations and maintenance, while map-matching methods are usually slower and demand more memory and computational overheads. The satellite-based navigation techniques are used only in outdoor implementations and have poor accuracy. Relative position estimation is based on proprioceptive sensing systems like odometry [17], Inertial Navigation System (INS) [18] or optical flow techniques [19], where the error growth rate of these systems is usually unacceptable. The vehicle performs self-localization by using relative positioning technique, called dead reckoning. For implementing a navigational system most of the mobile robots use position odometric system together with traditional inertial navigation systems employing gyros or accelerometers or both. The odometric system provides accurate and precise intermediate estimation of position during the path execution.

The Inertial Navigation System (INS) is complex and expensive and requires more information processing for extracting the required position and attitude information. The localization based on INS uses accelerometers or gyros, where the accelerometer data must be integrated twice to yield the position information, thereby making these sensors extremely sensitive to drift. A very small error in the rate information furnished by the INS, can lead to unbounded growth in the position errors with time and distance. Rate information from the gyros can be integrated to estimate the position and yields better accuracy than accelerometers. Though the odometric system is simple, inexpensive and accurate over short distances, it is prone to several sources of errors due to wheel slippage, variations in wheel radius, body deflections, surface roughness and undulations. Odometric system is reliable and reasonably accurate, on smooth flat terrain, and in the absence of wheel slippage, since a wheel revolution corresponds to linear travel distance. On paths having terrain irregularities the odometric systems are not considered to be useful, because the measured rotations of the wheels do not accurately reflect
the distance travelled due to wheel slippage and motion over humps and cracks. Such odometric errors need to be corrected in practical mobile robotic applications.

This paper presents the realization of a new, simple and efficient system to reduce the errors caused by terrain irregularities like humps, cracks or other disturbances, which contribute to errors in an odometric system in a mobile robot vehicle. Redundant odometric sensors are considered in this technique. In addition to this we present an adaptive speed measurement and standard quadrature technique to improve the position and speed resolution. The system has been realized in an FPGA and the results are presented.

2. The odometric system
In this work a three-wheeled mobile robot vehicle with one driving-steering wheel and two-fixed rear wheels in-axis, fitted with incremental optical encoders is considered. The incremental encoders are the most frequently adopted position transducers for the mobile robotic applications. The low level information provided by the encoder in the form of two pulse trains namely Ch_A and Ch_B are 90° out of phase (quadrature) and depending on the direction of rotation, one of these pulses will lead or lag the other. These low level signals are passed to the control system, which computes the actual position, speed and acceleration information needed for the controller. Incremental encoders, which have been used for this purpose, are characterized by high accuracy, high resolution, high noise immunity, low maintenance and low cost and hence are generally preferred.

2.1. Position measurement
The simplified block diagram of the Encoder Pulse Processing Module (EPPM) is shown in Fig. 1. The encoder pulses Ch_A and Ch_B are fed to a quadrature decoder circuit, which decodes the direction indicator bit and generates pulses during the rise and fall fronts of both channels. A 20-bit up/down counter is implemented and the direction bit would set the counter as up or down depending upon the direction of movement of the wheel. The computational unit resets the counter after reading the direction bit would set the counter as up or down depending on the direction of rotation, one of these pulses will lead or lag the other. These low level signals are passed to the control system, which computes the actual position, speed and acceleration information needed for the controller. Incremental encoders, which have been used for this purpose, are characterized by high accuracy, high resolution, high noise immunity, low maintenance and low cost and hence are generally preferred.

The position measurement involves counting the encoder pulses with the help of the quadrature decoder circuit and the direction of movement of the wheel can also be decoded from the encoder pulses. The count is incremented or decremented depending on which pulse leads the other. The present position \( P \) (or position increment) and the position error noise \( \delta P \) due to quantization are given by

\[
P = \frac{\pi CR}{2NG}; \quad \delta P = \frac{\pi R}{2NG}
\]

Where \( C \) is the counter value, \( R \) is the radius of the wheel in metres, \( N \) is the number of pulses per revolution of the encoder and \( G \) is the gear ratio between the encoder shaft and robot wheel coupling.

Fig. 1. Functional block diagram of the optical incremental Encoder Pulse Processing Module (EPPM), which computes the velocity information in period mode and pulse mode depending upon the current speed of the vehicle. It also provides the incremental position (distance) update of the wheel.

2.2. Speed/velocity estimation
The upper part of the encoder pulse-processing module in Fig. 1 shows the velocity measurement sections. Two major techniques for extracting the speed data from an incremental encoder are pulse counting and period measurement [21], [22], [23] of the pulses. In pulse counting mode the number of pulses \( C \) in an observation time window \( T \) is counted and the speed is approximated to the discrete incremental ratio as:

\[
S = \frac{\pi CR}{2NTG}
\]

The speed error due to one bit quantization

\[
\delta S = \frac{\pi R}{2NTG}
\]

The other method for obtaining the speed is to measure the time between two successive pulses from the encoder. In this method a stable high frequency clock \( f \) and gating circuit is normally used at the front end of the counter. The encoder pulses control the gating circuit, so the count value depends on the number of encoder pulses per revolution and the clock frequency. For a given system, the clock frequency and the number of encoder pulses per revolution are constant and hence the count value is inversely proportional to the speed of the vehicle and the relationship is given by

\[
S = \frac{nf}{2NCG}
\]

In pulse counting scheme the pulses from the quadrature decoder \((x4)\) circuit is gated with the time base and fed to the counter and the final count value is latched. Instead of the direct pulses from the encoder, the quadrature-decoded pulses are used, as the pulse rate is four times higher. This reduces the switching between period measurement and pulse counting schemes.

The implementation of the period measurement scheme is very similar to pulse counting except that the counting clock is from the reference clock generator and the gating pulse is from the quadrature decoder. Hence the count value is a measure of the velocity as it counts the number of period mode clocks between successive pulse
magnet DC motors with inbuilt encoder, which measures the angular increments for the measurement of the steering angle and the distance moved by the vehicle. The rear wheels are also attached with encoders to estimate the position and attitude of the vehicle. A typical pose of the mobile robot vehicle with a steering angle $\phi$ and an orientation $\theta$ with respect to the absolute reference frame $OXY$ is shown in Fig. 3.

The symbols used in the equations are defined below:

- $X_k (x, y, \theta)$ - position and attitude vector
- $\theta$ - the estimated attitude of the vehicle with respect to the fixed reference
- $\theta_R$ - the estimated attitude of the vehicle from the rear wheels encoder counts with respect to the fixed reference
- $\theta_F$ - the estimated attitude of the vehicle from the front wheels encoder counts (steering & driving) with respect to the fixed reference
- $\phi$ - the steering angle with respect to axis of symmetry
- $R$ - the wheel radius of the vehicle
- $n_L$, $n_R$, $n_F$ - the encoder incremental pulse counts from the left, right, front-wheel and steering encoders respectively.
- $N$ - the number of pulses per revolution of the encoder.
- $L$ - the distance between the rotation axis of the front (driver) wheel and the axis of the back wheel.
- $D$ - the distance between rear wheels.

The better a vehicle's odometry, the better will be its ability to navigate and lesser will be the requirement for frequent position updates with respect to external sensors. For the computation of the position and attitude let us consider the pulse counts from the two independent optical encoders attached to the rear non-driven idler wheels of the vehicle which have less coupling with the steering and driving system and very less slippage between point of contact and the floor. The update equations for this model are as follows [20]:

3. Position and attitude estimation

The kinematics and navigation equations for a three-wheeled mobile vehicle with one driving-steering wheel and two fixed rear wheels in-axis is considered in this study. The odometric navigational system is implemented using four optical incremental encoders. The driving steering wheel (front) is attached with gearedpermanent
x(k+1) = x(k) + \frac{\pi R}{N} (n_{l}(k) + n_{r}(k)) \cos \theta(k) \tag{1}
\]
\[
y(k+1) = y(k) + \frac{\pi R}{N} (n_{l}(k) + n_{r}(k)) \sin \theta(k) \tag{2}
\]
\[
\theta(k+1) = \theta(k) + \frac{2\pi R}{N} (n_{r}(k) - n_{l}(k)) \frac{D}{L} \tag{3}
\]

Normally these readings are very accurate and stable compared to the position and attitude computation with respect to the front wheel encoder data because it is less prone to slippage or skidding.

The distance moved by the wheel's point of contact could also be derived by considering the vehicle's front driving steering wheel's incremental pulse count data. The steering rotation is limited to ±40° about the axis of symmetry of the vehicle. The encoder attached to the steering system generates pulses corresponding to the steering movement and the steering angle \( \phi \) can be computed. From these data the position and attitude of the vehicle can be estimated as follows:

\[
x(k+1) = x(k) + \left( \frac{2\pi R}{N} \right) n_{r}(k) \cos \theta(k) \cos \phi(k) \tag{4}
\]
\[
y(k+1) = y(k) + \left( \frac{2\pi R}{N} \right) n_{r}(k) \cos \theta(k) \sin \phi(k) \tag{5}
\]
\[
\theta(k+1) = \theta(k) + \left( \frac{2\pi R}{N} \right) n_{r}(k) \sin \phi(k) \frac{D}{L} \tag{6}
\]

The pulse count received from certain encoders may indicate an over count due to terrain irregularities and operating conditions. So the least value of \( x(k+1), y(k+1) \) and \( \theta(k+1) \) estimated from the equations (1) to (6) can be used for computing the pose of the vehicle. The necessary hardware is designed and developed for the independent computation and comparison of the position and attitude values from the rear wheel and front wheel encoder data. The digital comparators manage the switching of multiplexers that selects the least values among the computed values.

3.2. The error reduction technique

Conventional systems use data from a set of encoders to compute the posture of the vehicle. By utilizing the equations (1)-(3) and reading encoder pulse counts of the rear wheels one can compute the position and attitude of the robot vehicle. Using equations (4)-(6), the posture of the vehicle can be computed by utilizing the encoder data available from the front wheel.

The technique presented here utilises both the sets of encoder values and computes the position and orientation of the vehicle. Thus redundant information for the computation of the posture of the vehicle is available. The wheel slippage, motion over humps, cracks or any other terrain disturbances cause more pulses than what corresponds to the actual distance travelled [24]. This may lead to over incremental update values of position and orientation. Independently computing the position increments and angular increments of the system and dropping the higher values eliminate this error. The new position and orientation are updated with the minimum (lower) values.

Fig. 4 shows three typical postures of the vehicle over a hump. The Fig. 4a corresponds to an error condition of over counts from rear wheel encoders that records more distance than actual. The front wheel encoders produce the data corresponding to the actual distance moved by the vehicle. Fig. 4b represent a situation where the rear wheel encoders produce over counts and over attitude errors and Fig. 4c shows the front wheel encoder pose over a hump that may cause over count from the encoder.

Fig. 4. Plan view of three typical postures of a vehicle over a hump shows an error condition of over counts when (a) both the rear wheels are over the hump, (b) when one of the rear wheels and (c) the front wheel is over the hump.

4. Implementation

The simplified functional block diagram of the error reduction system is shown in Fig. 5, which has two computation units and two switching units. The two computation units independently calculate the position and orientation incremental values by reading the corresponding encoder pulse counters from the encoder pulse pro-
cessing modules. The switching units compare the incremental values and the least value will be selected for updating.

The system implementation is achieved by using an Altera development board consisting of Cyclone-II EP2C70F672-C6 FPGA and associated components. The user interface termination provided on header connectors is used for realizing the system. The system is implemented with the help of the Quartus-II FPGA/CPLD design package and ModelSim simulation tools [27]. Fig. 5 shows the simplified functional block diagram of the system. Two-encoder pulse processing modules (EPPM) used to process the pulses from the rear wheel encoders place the velocity and position information in the appropriate registers. The other two encoders’ pulses from the front driving steering wheel are not utilized for velocity calculations. The average velocity values measured from the rear wheels are available through the SPI interface of the system.

The computation unit solves the equations (1)-(6) for the calculation of position and attitude incremental update values. The sine and cosine calculation modules are necessary to speed up the process. So the outputs from the computation units are sets of X axis and Y axis increments and two attitude values(\( \theta(\iota) \)). These values are stored in the corresponding registers and the switching module selects the least value set of position and attitude increments. All these values can be read through the SPI interface of the system.

The computation unit solves the equations (1)-(6) for the calculation of position and attitude incremental update values. The sine and cosine calculation modules are necessary to speed up the process. So the outputs from the computation units are sets of X axis and Y axis increments and two attitude values(\( \theta(\iota) \)). These values are stored in the corresponding registers and the switching module selects the least value set of position and attitude increments. All these values can be read through the SPI interface of the system.

4.1. The sine/cosine module

For the computation of Sine and cosine terms the famous CORDIC (COordinate Rotational DIgital Computer) algorithm is used. The CORDIC algorithm is an iterative technique based on the rotation of a vector, which allows many transcendental, and trigonometric functions to be computed. The highlight of this method is that it is achieved using only shifts, additions/subtractions and table look-ups, which map well with hardware and are ideal for FPGA implementation. The original work on CORDIC was carried out by Jack Volder [25] in 1959 for computing trigonometric functions as a part of developing a digital solution to real time navigation problems. Since then, much research has been carried out on this algorithm, with a thorough survey of this work with respect to FPGAs being published by Andraka [26].

All the trigonometric functions can be computed or derived from functions using vector rotations. The CORDIC algorithm is derived from the Givens rotation transforms:

\[
x_{\iota+1} = x_{\iota} \cos(\iota) - y_{\iota} \sin(\iota)
\]

\[
y_{\iota+1} = y_{\iota} \cos(\iota) + x_{\iota} \sin(\iota)
\]

which rotates a vector in Cartesian plane by an angle \( \theta(\iota) \). These can be rearranged so that:

\[
x_{\iota+1} = \cos(\iota)[x_{\iota} - y_{\iota} \tan(\iota)]
\]

\[
y_{\iota+1} = \cos(\iota)[y_{\iota} + x_{\iota} \tan(\iota)]
\]

However the rotation angles \( \theta(\iota) \) are restricted to \( \tan(\iota) = \pm 2^\iota \), then the multiplication by the tangent term is reduced to simple shift operation. Arbitrary angles of rotation are obtainable by performing a series of successive smaller elementary rotations. The iterative rotation can now be expressed as:

\[
x_{\iota+1} = K_i[x_{\iota} - y_{\iota} \cdot d_i \cdot 2^\iota]
\]

\[
y_{\iota+1} = K_i[y_{\iota} + x_{\iota} \cdot d_i \cdot 2^\iota]
\]

where:

\[
K_i = \cos(tan^{-1}(2^\iota)) = \frac{1}{\sqrt{1+2^{-2\iota}}}
\]

\[
d_i = \pm 1
\]

Removing the scaling factor \( K_i \) from the iterative equations yields a shift-add algorithm for vector rotation. The product of \( K_i \)'s can be applied elsewhere in the system. The product approaches a constant value as the number of iterations goes to infinity. The exact gain of the system depends on the number of iterations and is:

\[
A_n = \Pi_i \sqrt{1+2^{-2\iota}}
\]

The set of all possible decision vectors in an angular measurement system is based on binary arctangents. Conversions between this angular system and the other can be accomplished with the help of a look-up table, which can be easily implemented in an FPGA. The angle accumulator adds a third difference equation to the CORDIC algorithm:

\[
z_{\iota+1} = z_{\iota} - d_i \cdot \tan^{-1}(2^\iota)
\]

The CORDIC rotator is normally operated in one of the two modes. The first, called rotation mode, rotates the input vector by a specified angle and the second mode called vectoring mode rotates the input vector to the X axis while recording the angle required to make that rotation.
In this system the rotation mode is used to compute the sine and cosine values to solve the position and attitude update equations. In this mode the angle accumulator is initialised with the desired rotation angle. The rotation decision at each iteration is made to diminish the magnitude of the residual angle in the angle accumulator. The decision at each iteration is therefore based on the sign of the residual angle after each step. For rotation mode the CORDIC equations are:

\[
x_{i+1} = x_i - y_i \cdot d_i \cdot 2^{-i}
\]

\[
y_{i+1} = y_i + x_i \cdot d_i \cdot 2^{-i}
\]

\[
z_{i+1} = z_i - d_i \cdot \tan^{-1}(2^{-i})
\]

where

\[
d_i = \begin{cases} 
-1 & \text{if } z_i < 0, \\
+1 & \text{otherwise}
\end{cases}
\]

Which provides the following results:

\[
x_n = A_n \cdot [x_0 \cos z_0 - y_0 \sin z_0]
\]

\[
y_n = A_n \cdot [x_0 \cos z_0 + y_0 \sin z_0]
\]

\[
z_n = 0
\]

\[
A_n = \prod_{i=0}^{n} \sqrt{1+2^{-2i}}
\]

The rotation mode CORDIC operation can simultaneously compute the sine and cosine of the input angle. By setting \(x_0 = 1; y_0 = 0; z_0 = \text{the input angle}\) and multiplying the result with \(1/A_n\) the sine and cosine values can be computed. Fig. 6 shows the angle error plot against the variations in residual angle with respect to the number of iterations. The value of \(1/A_n\) for 16 iterations is around 0.60725293510314. More than ten iterations give a satisfactory resolution and \(1/A_n\) is nearly a constant.

Fig. 6. The 3D plot showing the variations in residual angle, which is a measure of computational error against input angle and, the number of iterations.

![Fig. 7. Screen shot showing the various waveforms with system clock of 50MHz of encoder pulse processing module.](image)

![Fig. 8. Screen shot showing the various results of computation along with the control and status signal associated with the sequential CORDIC module.](image)
4.2. The Realization Details and Results

The entire sub system has been designed and implemented in Altera Cyclone-II EP2C70F672-C6 FPGA. The main task is the implementation of the computational unit consisting of the CORDIC processors for the sine and cosine calculation. The design has been divided into various blocks like the Encoder Pulse Processing Module (EPPM), computation unit for solving the update equations incorporating the CORDIC processor, switching module for selecting least values and SPI communication interface for establishing the link with the control processor. There are various read/write registers involved in the design for scaling, initialisation and data storing.

The entire design entry process is carried out with the help of VHDL and the design is synthesized with the above mentioned target device in Quartus II software. The CORDIC algorithm is implemented in sequential manner and the number of iterations is 16. The sequential CORDIC design performs one iteration per clock cycle. With a system clock frequency of 50 MHz, the total time taken by this module is less than 400 ns, which is a very small value as most of the vehicle control system require only one sample per 100 µs or less. So the results are ready with the sub system after initialisation of the system registers and the role of the controller is to read the update values and velocity information through the SPI. Fig. 7 shows the screen shot during simulation of the Encoder pulse-processing module.

Fig. 8 shows the various waveforms during calculation of sine and cosine values of 30 degrees, 45 degrees and 60 degrees. The inputs to the CORDIC module ANGLEin and LOAD signals are pulsed and RESULTREADY indicates the availability of the results in the 16-bit registers after sixteen clock pulses. The photograph of the sub system is shown in Fig. 9.

Fig. 9. Photograph of the sub system implemented in Altera Cyclone-II EP2C70F672-C6 - FPGA development board.

5. Conclusions

An efficient and novel technique to reduce the odometric error and the implementation details of the same in an FPGA for reducing the odometric localization errors caused by over count readings of an optical encoder based odometric system in a mobile robot due to wheel-slippage and terrain irregularities has been presented in this paper. The standard quadrature technique is used to obtain four counts in each encoder period. By using this system one can reduce the odometric error so as to increase the travel distance between absolute position updates thereby lowering the installation and operating costs for the system. For the velocity measurement unit, a change in the direction bit inside a time window may cause error. This should be eliminated. With the use of this sub system, most of the odometric computational burden can be released from the control processor associated with the mobile robot vehicle. The uneven loading on rubber wheels which, most of the mobile robot vehicles use, may cause erroneous readings in count values due to change in wheel diameter. Even a tilt of the vehicle may cause uneven loading. This approach may not be recommended for mobile robot vehicles having chances of frequent skidding during path execution. Under most situations this approach is quite satisfactory, simple and efficient.
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