Content-Based Image Retrieval of Axial Brain Slices Using a Novel LBP with a Ternary Encoding
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Retrieval of similar anatomical structures of brain MR images across patients would help the expert in diagnosis of diseases. In this paper, modified local binary pattern with ternary encoding called modified local ternary pattern (MOD-LTP) is introduced, which is more discriminant and less sensitive to noise in near-uniform regions, to locate slices belonging to the same level from the brain MR image database. The ternary encoding depends on a threshold, which is a user-specified one or calculated locally, based on the variance of the pixel intensities in each window. The variance-based local threshold makes the MOD-LTP more robust to noise and global illumination changes. The retrieval performance is shown to improve by taking region-based moment features of MOD-LTP and iteratively reweighting the moment features of MOD-LTP based on the user's feedback. The average rank obtained using iterated and weighted moment features of MOD-LTP with a local variance-based threshold, is one to two times better than rotational invariant LBP (Unay, D., Ekin, A. and Jasinschi, R.S. (2010) Local structure-based region-of-interest retrieval in brain MR images. IEEE Trans. Inf. Technol. Biomed., 14, 897–903.) in retrieving the first 10 relevant images.

Keywords: content-based image retrieval; local binary pattern; modified local binary pattern; modified local ternary pattern; rotational scaling & translational invariant features

Received 7 November 2012; revised 22 October 2013
Handling editor: Ugur Halici

1. INTRODUCTION

The ever-increasing volume of images produced from different sources, the inadequacy of human language alone to describe image contents that are visually recognizable and the impracticality of manually indexing these images have led to the rise of content-based image retrieval (CBIR) techniques [1–3]. With the maturation of computing technology and the high speed processor, indexing of images can be done using features like color, texture, shape, etc. instead of key words. One of the most challenging parts of developing CBIR is extracting the salient features of images that can be used to characterize edges, textures and contours of interest. This is even more difficult with respect to the medical field, especially in brain MR images due to challenges like MR inter- and intra-patient intensity variations, misalignment of images, etc. [4, 5]. Local binary pattern (LBP) has been recently proved useful in describing medical images, which has a low computational complexity and a low sensitivity to changes in illumination. Traditional LBP is formed by taking the difference between the gray value of a pixel ($g_c$) and the gray values of $P$ pixels ($g_k$) in a local neighborhood. The LBP has been applied in various applications like face recognition, fingerprint identification, texture classification, MR brain image retrieval, etc. [6–9]. Several variants like uniform binary pattern, elliptical binary pattern, median binary pattern, center-symmetric LBP [10–13] etc. are depicted in the literature. In order to reduce sensitivity
to noise, a three-valued coding, local ternary pattern (LTP) is proposed [14]. The idea of a three-valued coding is proposed also in [5, 16], where a fuzzy thresholding function is used to make the LBP operator more robust to noise. In this paper, a variant of LBP, modified local ternary pattern (MOD-LTP), which is more discriminant and less sensitive to noise in the uniform or near-uniform regions, is introduced as a texture descriptor for brain MR image retrieval. MOD-LTP is a better texture descriptor as it captures information from every pixel in the local neighborhood. A comparison has been made with traditional LBP as well as MOD-LBP in terms of accuracy of retrieval and sensitivity to noise.

2. METHODOLOGY

The overview of the image retrieval scheme is shown in Fig. 1. MOD-LTP is computed using a window of size \( w \). The normalized histogram of the resultant image is taken as feature vectors for similarity computation. The images in the database are ranked based on the Bhattacharyya distance between query and database images. The average rank and accuracy for a set of query images to locate similar images are calculated. The moment features of MOD-LTP are computed spatially over an angularly partitioned area and performance of the retrieval system is evaluated using the distance function of moment features. To achieve an optimum performance, the moment features of MOD-LTP are reweighted based on the relevance of individual features in the retrieval process.

2.1. Local binary pattern, modified local binary pattern and modified local ternary pattern

LBP is formed by taking the difference between the gray value of a pixel \( g_c \) and the gray values of \( P \) pixels \((g_i)\) in a local neighborhood.

\[
LBP = \sum_{i=0}^{P-1} s(g_i - g_c)2^i, \quad \left\{ \begin{array}{l}
s(x) = 1, \quad x \geq 0 \\
0, \quad x < 0
\end{array} \right.
\]  

(1)

Here, a \( P \)-bit binary number is multiplied by a power of 2 to get an LBP code. LBP around a circular neighborhood with \( P \) pixels and radius \( R \) is denoted as LBP\(_{P,R}\), in which the coordinates of the neighborhood pixels, \( g_i(i = 0, 1, 2, \ldots, P - 1) \) around the center pixel \( g_c(x_c, y_c) \) are \((x_c + R \cos(2\pi i/P), y_c - R \sin(2\pi i/P))\). The gray values of the neighboring pixels that are not in the image grids can be estimated using bilinear interpolation. The signs of the differences obtained using Equation (1) in a neighborhood are interpreted as a \( P \)-bit binary number, resulting in \( 2^P \) distinct values in the LBP code. One way to eliminate the effect of rotation is to perform a bitwise shift operation on the binary pattern \( P - 1 \) times and assign the smallest decimal equivalent to the central pixel which is referred to as rotational invariant LBP(LBP\(_{P,R}^{rot}\)). We refer to LBP\(_{P,R,2}^{rot}\) as rotational invariant LBP with a limited number of transitions [13].

LBP has been proved to be invariant to monotonic gray scale changes, intensity inhomogeneity, etc. [17], but it is sensitive to noise and ignores the magnitude of gray level differences. The definition of the LBP is modified by incorporating gray scale information as

\[
MOD - LBP = \frac{1}{P} \sum_{i=0}^{P-1} s(g_i - g_c)(g_i - \mu)^2,
\]  

(2)

where \( \mu \) is the mean of the \( P \) neighborhood pixels and \( s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases} \) [18]. In MOD-LBP, the weight assigned to each binary number in the neighborhood is the squared difference between intensity of that pixel and the mean intensity of the neighboring pixels. To make it robust to noise in the uniform or near-uniform region, \( P \)-bit binary pattern is generated using a three-value encoding, based on a global as well as a local threshold \( \sigma \). The ternary pattern so obtained is split into two binary patterns in which the first binary pattern is obtained by considering positive components and making the negative component zero. The second binary pattern is obtained by considering the negative components and making the positive components as zero. The resultant binary pattern is obtained by concatenating the two binary patterns. The resultant image formed by assigning the real number equivalent of the weighted binary number to the central pixel is termed as MOD-LTP and is given in Equation (3).

\[
MOD-LTP = \frac{1}{P} \sum_{i=0}^{P-1} s(g_i - g_c)(g_i - \mu)^2,
\]  

where \( s(g_i - g_c) = \begin{cases} 1, & g_i - g_c > \sigma \\ 0, & |g_i - g_c| \leq \sigma \\ -1, & g_i - g_c < -\sigma \end{cases} \)  

(3)

In traditional LTP, the threshold is calculated globally, which is sensitive to global illumination changes. In MOD-LTP, the threshold is chosen locally based on the variance of the pixel intensities of the neighboring pixels in addition to the user-specified value. Since the threshold is based on the local variance and the MRI is locally smooth, it is invariant to monotonic gray-level change and it can resist intra-image illumination as long as absolute gray-scale values are not much affected. As every pixel in the local neighborhood is involved in the MOD-LTP computation, the method is invariant to some basic geometric transformations and intensity variations with respect to that neighborhood. The robustness of the local measure to handle intensity-related problems is shown in the result session. The pixel numbering of the neighborhoods of size 3 and 5 used in the LBP and MOD-LTP computation are shown in Fig. 2.

2.2. Moment invariants

A suitable threshold on MOD-LBP captures boundaries of some structures that the human visual system tends to use...
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FIGURE 1. Block diagram of image retrieval scheme.

FIGURE 2. Pixel numbering of neighborhood pixels (a) for LBP and MOD-LTP computation with window size 3 (b) for LBP computation with window size 5 (c) for MOD-LTP computation with window size 5.
These features that are invariant to translation and rotation and the feature matrix of the database images as

\[
F^i = \begin{bmatrix}
f^i_1(1, 1) & f^i_1(1, 2) & \ldots & f^i_1(1, m) \\
f^i_1(2, 1) & f^i_1(2, 2) & \ldots & f^i_1(2, m) \\
\vdots & \vdots & \ddots & \vdots \\
f^i_1(n, 1) & f^i_1(n, 2) & \ldots & f^i_1(n, m)
\end{bmatrix},
\]

where \( i = 1, 2, \ldots, N \).

2.4. Reweighting the features

As one visual feature is not sufficient to describe different aspects of the image content, multiple features are required to characterize the content of images. The basic method uses equal weights on the assumption that different features have the same importance in the process of retrieval. But in most cases, they do not have the same importance. The impact of certain features is very low compared with other features. Therefore, it is absolutely necessary to find the impact of the individual features on the retrieval process to get a better result. To get a higher system performance, methods for multiple features combination are proposed [20, 21]. The general idea is to assign higher weights to a feature that is more important for the query image. In order to observe the effect of an individual feature, a single feature aggregation distance measure (SFAD) between the query and the \( i \)th image in the database using the \( j \)th feature, is calculated.

\[
d^{(j)}(I_i, Q) = \sqrt{\sum_{k=1}^{m} (F^i(k, j) - F^i_j(k, j))^2},
\]

where \( j = 1, 2, \ldots, m \) is calculated.

The corresponding distance vector between the query image \( Q \) and \( N \) images in the database using the \( j \)th feature is \( D^{(j)}(Q) = [d^{(j)}(I_1, Q), d^{(j)}(I_2, Q), \ldots, d^{(j)}(I_N, Q)] \).

We arrange the distance vector in ascending order and Precision-Recall is then calculated.
We define the retrieval index (RI): \( n_l \) to be the number of images to be traversed in the retrieved set to encounter the \( l \)th relevant image, \( l = 1, 2, \ldots, L \) corresponds to the given query. The precision for the \( l \)th relevant image is defined as

\[
P_{nl}^{(j)} = \frac{l}{n_l}. \tag{8}
\]

The recall of the \( l \)th relevant image is defined as

\[
R_{nl}^{(j)} = \frac{l}{L}. \tag{9}
\]

Therefore, the precision and recall of query image \( Q \) using the \( j \)th feature is \( P^{(j)}(Q) = [P_{n1}^{(j)}, P_{n2}^{(j)}, \ldots, P_{nL}^{(j)}] \). \( P_{n1}^{(j)} > P_{n2}^{(j)} > \cdots > P_{nL}^{(j)} \) and \( R^{(j)}(Q) = [R_{n1}^{(j)}, R_{n2}^{(j)}, \ldots, R_{nL}^{(j)}] \). Consequently, the average precision based on the \( j \)th feature is \( \text{Avg} P^{(j)} = \frac{\sum_{l=1}^{L} P_{nl}^{(j)}}{L}, j = 1, 2, \ldots, m \). The features having higher value of \( \text{Avg} P^{(j)} \) will have a more dominant role in retrieving the relevant images. Hence it is appropriate to weigh each feature vector based on the respective \( \text{Avg} P^{(j)} \) value prior to calculating the distance matrix. Based on the value of \( \text{Avg} P^{(j)} \), each feature will be given a weight and new average precision, \( \text{Avg} P \) is calculated by integrating \( m \) features. This repeats and new average precision \( \text{Avg} P \) is calculated each time till it attains an optimum value.

3. PERFORMANCE EVALUATION

3.1. Average rank and accuracy

For a set of queries, the average rank and accuracy of the retrieval is calculated based on the images retrieved. If the
relevant images are in a succeeding order without the absence of irrelevant images in between, the corresponding query image is assigned a rank of 1. An ideal retrieval algorithm will therefore yield a rank of 1 for all the Q query images. In practice, however, each of the Q query images will get a different rank depending upon the number of images retrieved. An average rank, which shows the closeness of the system performance, is calculated using the formula

\[
\text{Average rank} = \frac{1}{N_R} \sum_{i=1}^{N_R} R_i - \frac{N_R(N_R - 1)}{2},
\]  

(10)

where \(N_R\) represents the number of relevant images and \(R_i\) represents the rank at which the \(i\)th relevant image is retrieved [22].

The accuracy of the retrieval system for a set of queries is also calculated using the formula

\[
\text{Acc} = \left(1 - \frac{\text{No of irrelevant images retrieved}}{\text{Total no of irrelevant images}}\right) \times 100,
\]  

(11)

In the results section, we will illustrate how the average ranking and accuracy are made use of in classifying the retrieval performance at different levels.

4. RESULTS

The experiment is performed on T1 and T2 weighted clinical datasets as well as the Brainweb simulated database (http://www.bic.mni.mcgill.ca/brainweb).

The slices (T2 weighted) used in this work were acquired on a 1.5 Tesla, General Electric (GE)—Signa HDxt MR Scanner from Pushpagiri Medical College Hospital, Tiruvalla, Kerala, India. Axial, 2D, 5 mm thick slice images, with a slice gap of 1.5 mm were acquired with the field of view (FOV) of range 220

---

**TABLE 1.** The dissimilarity score between original and degraded images.

<table>
<thead>
<tr>
<th>Method</th>
<th>Window size</th>
<th>20%</th>
<th>40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram</td>
<td></td>
<td>1.28 x 10^{-1}</td>
<td>1.3 x 10^{-1}</td>
</tr>
<tr>
<td>LBP (8,1)</td>
<td>3</td>
<td>2.6 x 10^{-3}</td>
<td>4.1 x 10^{-3}</td>
</tr>
<tr>
<td>MOD-LBP (8,1)</td>
<td>3</td>
<td>2 x 10^{-3}</td>
<td>2.6 x 10^{-3}</td>
</tr>
<tr>
<td>MOD-LTP (8,1)</td>
<td>3</td>
<td>1.8 x 10^{-3}</td>
<td>2.1 x 10^{-3}</td>
</tr>
</tbody>
</table>

**TABLE 2.** The average rank of retrieving the first six relevant images using the histogram of different LBP variants.

<table>
<thead>
<tr>
<th>LBP variants</th>
<th>Levels</th>
<th>Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP (window size 3)</td>
<td>L1</td>
<td>Average Rank</td>
<td>1.11</td>
<td>1.61</td>
<td>2.26</td>
<td>3.03</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.92</td>
<td>99.21</td>
<td>98.19</td>
<td>96.93</td>
<td>96.06</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>Average Rank</td>
<td>1.13</td>
<td>1.20</td>
<td>1.29</td>
<td>1.33</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.90</td>
<td>99.80</td>
<td>99.65</td>
<td>99.65</td>
<td>99.65</td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>Average Rank</td>
<td>1.46</td>
<td>1.54</td>
<td>1.77</td>
<td>2.29</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.66</td>
<td>99.55</td>
<td>99.10</td>
<td>97.92</td>
<td>97.25</td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>Average Rank</td>
<td>1.31</td>
<td>1.34</td>
<td>1.40</td>
<td>1.45</td>
<td>1.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.77</td>
<td>99.72</td>
<td>99.63</td>
<td>99.53</td>
<td>99.44</td>
</tr>
<tr>
<td>MOD-LBP (window size 3)</td>
<td>L1</td>
<td>Average Rank</td>
<td>2.22</td>
<td>2.44</td>
<td>2.81</td>
<td>3.33</td>
<td>3.98</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.13</td>
<td>98.82</td>
<td>98.19</td>
<td>97.24</td>
<td>96.06</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>Average Rank</td>
<td>1.07</td>
<td>1.20</td>
<td>1.36</td>
<td>1.47</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.95</td>
<td>99.75</td>
<td>99.51</td>
<td>99.41</td>
<td>99.21</td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>Average Rank</td>
<td>1.31</td>
<td>1.42</td>
<td>1.62</td>
<td>1.77</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.78</td>
<td>99.61</td>
<td>99.27</td>
<td>99.10</td>
<td>98.71</td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>Average Rank</td>
<td>1.19</td>
<td>1.31</td>
<td>1.35</td>
<td>1.42</td>
<td>1.50</td>
</tr>
<tr>
<td>MOD-LTP (threshold based on local variance)</td>
<td>L1</td>
<td>Average Rank</td>
<td>1.33</td>
<td>1.61</td>
<td>1.96</td>
<td>2.28</td>
<td>2.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.76</td>
<td>99.37</td>
<td>98.82</td>
<td>98.42</td>
<td>96.93</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>Average Rank</td>
<td>1.00</td>
<td>1.07</td>
<td>1.16</td>
<td>1.27</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>100.00</td>
<td>99.90</td>
<td>99.75</td>
<td>99.56</td>
<td>99.41</td>
</tr>
<tr>
<td></td>
<td>L3</td>
<td>Average Rank</td>
<td>1.15</td>
<td>1.27</td>
<td>1.44</td>
<td>1.54</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>99.89</td>
<td>99.72</td>
<td>99.44</td>
<td>99.38</td>
<td>99.10</td>
</tr>
<tr>
<td></td>
<td>L4</td>
<td>Average Rank</td>
<td>1.00</td>
<td>1.03</td>
<td>1.08</td>
<td>1.14</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy %</td>
<td>100.00</td>
<td>99.95</td>
<td>99.86</td>
<td>99.77</td>
<td>99.72</td>
</tr>
</tbody>
</table>
to 250 mm. The T2 (TR/TE (eff.) of 3500−4500/85−105 (eff.) ms) images were collected using fast spin echo (FSE) sequences with a matrix size of 320 × 224 (Frequency × Phase) and a NEX (Averages) of 2.

We have categorized brain unregistered MR images of different persons into four levels and evaluated the performance of the method (Fig. 3).

L1. The foramen magnum (The cerebellum with paranasal sinus is present).
L2. Above the fourth ventricle (Caudate nucleus, thalamus, basal ganglia are seen).
L3. Mid-ventricular section.
L4. Above the ventricle.

To test the robustness of MOD-LTP with respect to intensity variations simulated bias fields from the BrainWeb MR simulator (20 and 40%) are used (http://www.bic.mni.mcgill.ca/brainweb). These bias fields provide smooth variations of intensity across the image. As the MOD-LTP is calculated locally, intensity inhomogeneity has less sensitivity to it because the bias field in an MRI is locally smooth. The degree of dissimilarity between MOD-LTP of the original and the degraded images (100 images randomly chosen) are computed using the Bhattacharyya distance,

\[ d = 1 - \sum_{i=0}^{L-1} \sqrt{p(i)q(i)} \]

where p and q are normalized histograms with L1-bins. The average dissimilarity scores fall in the range of [0 1], where 0 means that all original images and their degraded images are perfectly similar. Table 1 shows the effect of the bias field in similarity computation between the original images and the degraded images. It shows that the local measure is useful in handling intensity-related problems and, in particular, MOD-LTP with a local threshold is robust to global illumination changes. As the bias field increases, the dissimilarity increases and MOD-LTP with window size 3 shows less dissimilarity compared with other variants.

The performance of the retrieval system is evaluated by choosing a set of T1-weighted BrainWeb simulated images (0% noise and 0% inhomogeneity). The average rank and accuracy are calculated based on the histogram of different LBP variants. Table 2 illustrates the comparison of LBP, MOD-LBP and MOD-LTP in retrieving the first five relevant images. It reveals that the MOD-LTP with a window size 3 gets 100% accuracy for retrieving the first relevant image for levels L2 and L4, and 99% for L1 and L3.
4.1. Moments of MOD-LTP

To improve the accuracy of the retrieval system, the MOD-LTP computed on the clinical dataset using Equation (3) is divided into different angularly partitioned regions. For each region, the features, central moments of orders 1–25, RST invariant features obtained from the central moments and the eccentricity are extracted as outlined in section II.C.

This identifies the boundary of the homogeneous region and it reduces the time complexity of calculating moments of higher order. Figure 4 shows the time taken for calculating moments of different orders of the MOD-LBP image and the MOD-LTP image with a threshold 0.1. As the order of the moments increases, the time complexity for extracting moments also increases. The rate at which the time increases is less in MOD-LTP when compared with MOD-LBP. It is shown that the

![Graph showing time taken for calculating moments](image)

**FIGURE 6.** The average rank of set of queries with different threshold in each classes. (a) L1, (b) L2, (c) L3, (d) L4.
time taken for extracting moments of order 21 using MOD-LTP is 0.6 s, while that of MOD-LBP is 2.3 s. The similarity between the query and the target is computed using a Euclidean distance measure based on individual features. It is observed that each of the 34 features listed exhibits a varying degree of performance with reference to the average rank. Since the presence of some features degrades the overall performance of the retrieval, we reweighted the features based on the reweighting procedure. Figure 5 shows the average precision of randomly chosen images in each class after applying the reweighting algorithm. It is observed that the average precision increases from 25 to 90% in L1, 22 to 48% in L2, 30 to 55% in L3 and 50 to 90% in L4.

Figure 6 shows the average rank of different level images based on various thresholds. It shows a better average rank which corresponds to a threshold of 0.1 in L1, 0.02 in L2, and 0.03 in L3 and L4.

Table 3 gives the comparison between various LBP variants in retrieving the first 10 relevant images in terms of average rank. Histogram-based MOD-LBP performs better than LBP [5]. The moment invariant features extracted from the angularly partitioned grid of MOD-LTP improve the performance of the retrieval system. A further improvement is achieved by reweighting the moment features of MOD-LTP on proper choice of the threshold and a local variance-based threshold.

The top five images retrieved corresponds to a randomly chosen image in each level based on MOD LTP with a threshold 0.01 are shown in Fig. 7.

The accuracy of the method is tested on a simulated T2-weighted brain dataset (1 mm thickness, 0% noise and 0% intensity non-uniformity; http://www.bic.mni.mcgill.ca/brainweb). The MOD-LTP image is formed using (1) and (2) corresponding to different user-specified thresholds after normalizing the image in the range $[-1, 1]$. As discussed in section II, the moment features are extracted from MOD-LTP and the average rank and accuracy are calculated. The traditional LBP is compared with iterated and weighted moments of MOD-LTP with a threshold 0.2. It is observed that MOD-LTP

<table>
<thead>
<tr>
<th>Class</th>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>$LP_{P,R}^{i}$ [5]</td>
<td>2.47</td>
<td>5.3</td>
<td>6.82</td>
<td>8.53</td>
<td>10.1</td>
<td>11.5</td>
<td>13.1</td>
<td>15.33</td>
<td>18.01</td>
<td>20.9</td>
</tr>
<tr>
<td></td>
<td>$LP_{P,R}^{i+1/2}$</td>
<td>2.53</td>
<td>5.53</td>
<td>7.06</td>
<td>8.66</td>
<td>10.2</td>
<td>11.8</td>
<td>13.7</td>
<td>15.77</td>
<td>17.86</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Histogram of MOD-LBP</td>
<td>2.73</td>
<td>3.36</td>
<td>4.04</td>
<td>5.06</td>
<td>6.32</td>
<td>7.75</td>
<td>9.29</td>
<td>11</td>
<td>12.85</td>
<td>14.91</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LBP</td>
<td>1.48</td>
<td>2.09</td>
<td>3.01</td>
<td>3.89</td>
<td>4.76</td>
<td>5.67</td>
<td>6.54</td>
<td>7.47</td>
<td>8.47</td>
<td>9.52</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (threshold 0.12)</td>
<td>1.17</td>
<td>1.93</td>
<td>2.28</td>
<td>2.65</td>
<td>3.09</td>
<td>3.49</td>
<td>3.84</td>
<td>4.19</td>
<td>4.54</td>
<td>4.93</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (local variance based threshold)</td>
<td>1.43</td>
<td>1.85</td>
<td>2.45</td>
<td>3.04</td>
<td>3.63</td>
<td>4.33</td>
<td>5.11</td>
<td>5.94</td>
<td>6.84</td>
<td>8.9</td>
</tr>
<tr>
<td>L2</td>
<td>$LP_{P,R}^{i}$ [5]</td>
<td>1.56</td>
<td>2.97</td>
<td>3.73</td>
<td>4.55</td>
<td>5.35</td>
<td>6.03</td>
<td>6.71</td>
<td>7.39</td>
<td>8.15</td>
<td>9.11</td>
</tr>
<tr>
<td></td>
<td>$LP_{P,R}^{i+1/2}$</td>
<td>1.81</td>
<td>2.40</td>
<td>3.16</td>
<td>3.87</td>
<td>4.48</td>
<td>5.08</td>
<td>5.76</td>
<td>6.67</td>
<td>7.63</td>
<td>8.58</td>
</tr>
<tr>
<td></td>
<td>Histogram of MOD-LBP</td>
<td>1.69</td>
<td>3.09</td>
<td>3.81</td>
<td>4.50</td>
<td>5.20</td>
<td>5.86</td>
<td>6.55</td>
<td>7.15</td>
<td>7.95</td>
<td>8.79</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LBP</td>
<td>1.63</td>
<td>2.75</td>
<td>3.54</td>
<td>4.19</td>
<td>4.80</td>
<td>5.45</td>
<td>6.16</td>
<td>6.91</td>
<td>7.69</td>
<td>8.56</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (threshold 0.12)</td>
<td>1.87</td>
<td>2</td>
<td>2.39</td>
<td>2.79</td>
<td>3.23</td>
<td>3.70</td>
<td>4.26</td>
<td>4.88</td>
<td>5.51</td>
<td>6.16</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (local variance based threshold)</td>
<td>1.68</td>
<td>2.06</td>
<td>2.60</td>
<td>3.10</td>
<td>3.47</td>
<td>4.01</td>
<td>4.63</td>
<td>5.52</td>
<td>6.64</td>
<td>8.08</td>
</tr>
<tr>
<td>L3</td>
<td>$LP_{P,R}^{i}$ [5]</td>
<td>5.8</td>
<td>6.86</td>
<td>7.91</td>
<td>9.45</td>
<td>10.8</td>
<td>12.6</td>
<td>14.5</td>
<td>16.63</td>
<td>19.01</td>
<td>21.69</td>
</tr>
<tr>
<td></td>
<td>$LP_{P,R}^{i+1/2}$</td>
<td>7.26</td>
<td>8.03</td>
<td>9.08</td>
<td>10.4</td>
<td>11.6</td>
<td>12.8</td>
<td>14.1</td>
<td>16.03</td>
<td>18.01</td>
<td>20.26</td>
</tr>
<tr>
<td></td>
<td>Histogram of MOD-LBP</td>
<td>3.73</td>
<td>4.73</td>
<td>5.88</td>
<td>7.05</td>
<td>8.28</td>
<td>9.55</td>
<td>11.1</td>
<td>12.69</td>
<td>14.45</td>
<td>16.52</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LBP</td>
<td>1.52</td>
<td>2.20</td>
<td>3.01</td>
<td>3.93</td>
<td>5.14</td>
<td>6.33</td>
<td>7.49</td>
<td>8.72</td>
<td>9.98</td>
<td>11.30</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (threshold 0.12)</td>
<td>1.87</td>
<td>2.37</td>
<td>2.87</td>
<td>3.74</td>
<td>4.66</td>
<td>5.52</td>
<td>6.44</td>
<td>7.32</td>
<td>8.43</td>
<td>9.73</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (local variance based threshold)</td>
<td>1.83</td>
<td>2.39</td>
<td>2.96</td>
<td>3.80</td>
<td>4.77</td>
<td>5.88</td>
<td>7.01</td>
<td>8.24</td>
<td>9.58</td>
<td>11.16</td>
</tr>
<tr>
<td>L4</td>
<td>$LP_{P,R}^{i}$ [5]</td>
<td>1.64</td>
<td>1.95</td>
<td>2.26</td>
<td>2.54</td>
<td>2.81</td>
<td>3.10</td>
<td>3.40</td>
<td>3.72</td>
<td>4.05</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>$LP_{P,R}^{i+1/2}$</td>
<td>1.59</td>
<td>1.86</td>
<td>2.05</td>
<td>2.22</td>
<td>2.42</td>
<td>2.61</td>
<td>2.83</td>
<td>3.07</td>
<td>3.34</td>
<td>3.62</td>
</tr>
<tr>
<td></td>
<td>Histogram of MOD-LBP</td>
<td>1.32</td>
<td>1.55</td>
<td>1.70</td>
<td>1.83</td>
<td>1.98</td>
<td>2.14</td>
<td>2.30</td>
<td>2.46</td>
<td>2.65</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LBP</td>
<td>1.06</td>
<td>1.13</td>
<td>1.23</td>
<td>1.34</td>
<td>1.44</td>
<td>1.56</td>
<td>1.68</td>
<td>1.84</td>
<td>1.99</td>
<td>2.15</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (threshold 0.12)</td>
<td>1.00</td>
<td>1.05</td>
<td>1.09</td>
<td>1.18</td>
<td>1.26</td>
<td>1.34</td>
<td>1.42</td>
<td>1.51</td>
<td>1.62</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>Weighted Moments of MOD-LTP (local variance based threshold)</td>
<td>1.48</td>
<td>1.57</td>
<td>1.65</td>
<td>1.76</td>
<td>1.87</td>
<td>2.01</td>
<td>2.16</td>
<td>2.37</td>
<td>2.58</td>
<td>2.79</td>
</tr>
</tbody>
</table>
FIGURE 7. The first five images retrieved from each class.

FIGURE 8. The average rank of retrieving 10 relevant images in different levels based on traditional LBP and iterated and weighted Moments of MOD-LTP with threshold 0.2 and window size 3. (a) L1, (b) L2, (c) L3, (d) L4.
is better than traditional LBP in terms of average rank for retrieving the first 10 relevant images. The comparison is given in Fig. 8.

The average ranks for retrieving 10 relevant images using moment features of MOD-LTP are 1.35 in L1, 1.42 in L2, 1.77 in L3 and 1.02 in L4, while those of histogram-based traditional LBP are 1.55 in L1, 3.4 in L2, 5.39 in L3 and 6.07 in L4. Figure 8 shows that the average rank using moment features of MOD-LTP is 1.15 times better than traditional LBP in L1, 2 times better in L2, 3 times better in L3 and 5.9 times better in L4.

LBP is sensitive to noise due to blind thresholding, but by the choice of proper threshold, sensitivity to noise in uniform region or near uniform can be reduced. This has been tested with different noise levels (1, 3, 5 and 7%). The input SNR is calculated using the equation

$$\text{ISNR} = 10 \log_{10} \left( \frac{\sum I_{\text{org}}^2}{\sum (I_{\text{noisy}} - I_{\text{org}})^2} \right),$$  \hspace{1cm} (12)

where $I_{\text{org}}$ is the original image and $I_{\text{noisy}}$ is the image with various noise levels. The output SNR is calculated using the equation

$$\text{FSNR} = 10 \log_{10} \left( \frac{\sum I_{\text{Filt}}^2}{\sum (I_{\text{noisy}} - I_{\text{Filt}})^2} \right),$$  \hspace{1cm} (13)

where $I_{\text{Filt}}$ is the filtered image obtained using either MOD-LBP or MOD-LTP. The SNRs of MOD-LTP and MOD-LBP over various noise levels are shown in Fig. 9.

The SNR of MOD-LTP (20 db) is more than that of MOD-LBP (5.6 db) in the presence of 1% noise. The SNR of MOD-LTP becomes closer to that of MOD-LBP when the noise level present in the image is above 9%. The SNRs of MOD-LTP over different user-specified thresholds are shown in Fig. 10. It is seen that the SNR is high when the user-specified threshold is in the range from 0.24 to 0.36 for all levels.

5. CONCLUSION

This paper illustrates a method to locate relevant slices from the MR image database. The observations reveal that local structure is not affected much by intensity variations and MOD-LTP with a local variance-based threshold is robust to global illumination changes. The reweighting on moment features leads to an increase in precision for each iteration, reaching an optimal value following a few initial iterations as dependent on the class. The average precision obtained after applying the reweighting procedure is greater than that obtained with the individual features, thereby making the retrieval attempts using the individual features redundant. It shows that the MOD-LTP with a proper choice of threshold is more discriminant and less sensitive to noise in uniform or near-uniform regions. The MOD-LTP, invariant to monotonic gray-level change and rotation with respect to the window chosen, along with translation and scaling invariant central moments are very useful in identifying similar slices because of the variability in the orientation of anatomical structures within the brain across different subjects.
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