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Chapter 0

INTRODUCTION

This thesis is a study, motivated by the work

done by N. H~ndman and others, of the extension of the

semigroup operations in N, the discrete set of natural

numbers; Z x Z, where Z is the discrete set of integers

with componentwise operations of addition and multiplica­

tion and R, the set of real numbers considered with both

the discrete and usual topologies ,to' their Stone-eech

compactifications ~N, ~(Z x Z) and ~R (in the case when

R is discrete) and p~ the LMC-compactification (when R

with usual topology is considered as a semi topological

semigroup). Various properties applying the arithmetic

on the growth X* = ~X"X, have been discussed when X is N,

Z x Z or R. We have also studied the general situation of

E-completely regular spaces X and in particular when E is

a topological field we have constructed the maximal

E-compactification ~EX in a manner analogous to ~X.

A compactification of a topological space X is a

compact space K together with an embedding e:X -~ K with

e(X) dense in K. We will identify X with e(X) and consider
y

X as a subspace of K. The Stone-Cech compactification is

that compactification of X in which X is embedded in such a
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way that every bounded, real-valued continuous function

on X will extend continuously to the compactification

and is denoted by ~X. In 1930, Tychonoff discovered

that those topological spaces which can be embedded in

a compact Hausdor~f space are precisely the completely

regular (Hausdorff) spaces. This was essentially the

beginning of the general study of Hausdorff compacti­

fications, since we can obtain a compactification of a space

by embedding it in a compact space and then taking

its closure. Once one compactification has been obtained,

others can generally be constructed as quotient space of

it. Tychonoff's original embedding was into a product of

closed intervals, using the set of bounded, continuous,

real-valued functions as the indexing set of this product.

By using ~~ appropriate subset of this indexing set and

proceeding in essentially the same way, any given

Hausdorff compactification can be obtained. This technique

was studied extensively by eech [1937]. It was this study

which apparently established the presently universal notation

of ~X for the compactification. Using e~tirely different

techniques, Stone [1937] constructed a compactification

equivalent to ~X and showed that it had the same universal

mapping property as that of ~X. This construction was

simplified by Gelfand and Kolmogoro~l939] and we use for

our purpose this mode of construction of ~X. In this
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construction, ~X is taken as the set of all Z-ultrafilters

on X with the following topology. Let Z ={p e I3X:Z £ p}.

Then lz:z is a zero-set in xl is a base for the closed

sets in X. In particular, when X is a discrete space, every

subset of X is a Zero-set so that fA :AS X1is a base for

the closed sets (as well as a base for the open sets).

(See [G;J] or [RC] for a detailed discussion of ~X con­

structed in this way).

We also have the theory of compact right topological

semigroups and in particular, of semigroup compactification.

By a semigroup compactification, we mean a compqct right

topological semigroup which contains a dense continuous

homomorphic image of a given semi topological. semigroup.

The classical example is the Bohr (or almost periodic)

compactification (a, AR) of the usual additive real numbers

R. Here A R is a compact topological group and a:R --+ A R

is a continuous homomorphism with dense image. An important

feature of the Bohr compactification is the following

universal mapping property which it enjoys: Given any

compact topological group G and any continuous homomorphism

~: R --+ G, there exists a continuous homomorphism

'Y-: AR ~ G such that 'r = {ll.a.

Compactifications of semigroups can be produced in

a variety of ways. We have, for our purpose used the method
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based on the Gelfand-Naimark theory of commutative

C*-algebras. Compactifications of a semi topological

semigroup S now appear as the spectra of certain C*­

algebras of functions on S. There is the book [BE;

JU; MI] which gives a very good account of the whole

theory of topological semigroups and their compacti­

fications. When we take S to be a separately continuous,

completely regular and Hausdorff topological semigroup,

Cb(S), the space of continuous and bounded complex­

valued functions on S, then ~S, the Stone-Cech compacti­

fication of S is the space of continuous, multiplicative

linear functionals on Cb(S). ~S is compact in the weak *
1\

topology and the Gelfand map f I ) f defined by
,..
f(~) = ~(f) is an isometric isomorphism of Cb(S) onto

C(~S).

We have adopted this technique to study the LMC-

compactification pR of R, the set of real numbers under

usual topology, considered as a semi-topological semigroup

and taking pR as a quotient space of ~R. Neil Hindman has

considered the unique left continuous extensions of ordinary

addition and multiplication to ~N, the Stone-eech compacti­

fication of the (discrete) set N of positive integers. It

was known previously that there exist associative left

continuous operations on ~N, but it was Glazer (GL) who
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observed that these operations can be defined in terms of

ultrafilters. (By left continuous· we mean that f x defined

by fx(Y) = x*y is continuous). Glazer proved directly that

Galvin's almost translation invariant ultrafilters exist

and obtained as a corollary the proof of the finite sum

theorem. Glazer's observation was that an almost trans-

lation invariant ultrafilter is exactly an idempotent with

respect to an operation in ~N which extends ordinary addi­

tion on N.

Hindman has extensively studied the problem of

extending an operation on a discrete semigroup 5 to its
v •

Stone-Cech compactif1cation ~S and the relationship between

these extended operations. He has shown that these extens­

ions and their interrelation have been a useful tool in

combinatorial partition theory (Ramsey theory). Hindman

prefers to work with ultrafilters. To mention a few of

Hindman's work, he has proved that there is a multiplicative

idempotent in the topological closure of the set of additive

idempotents [HI l] and that there are no simultaneous additive

and multiplicative idempotents. He has presented several

results about whether p+q = r.s is possible, where at least

one of p,q,r,s is in N and others in ~N'N.

For the elementary definitions and results in

topology, reference may be made to [WI]; for theory of

ultrafilters, to [GJ], [WA] and [CO; NE].
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In chapter 1, we define a new kind of types of

ultrafilters on N,' called S-types, '5' standing for semi­

group~ similar, to the types of ultrafilters on N. Types

of ultrafilters (on w) were first defined and considered

by W~ Rudin [RU]. Frolik [FR1] , [FR2 ] uses them in

connection with the non-homogeneity of ~w"w. Hindman

and Strauss [H; S] have shown that the only topological

and algebraic copies of N* to be found in N* are the

trivial ones, namely k.N*, RE N. We have used this fact

to define S-types on N* which satisfy many properties

analogous to those satisfied by types and relative types.

The fundamental properties of the Rudin-Keisler order

were studied by M.E. Rudin [RU] and by H.J. Keisler [KE].

We have introduced an order relation among S-types similar

to Rudin-Keisler partial order on types of ultrafilters.

Though the properties of S-types seem exactly similar to

that of types, t~e members of S-types are different and

also the way they occur in the corresponding results is

different. Finally, we have shown using the restricted

distributive law in ~N that the collection of S-types

form a semigroup under extended addition in ~N.

In chapter 11, we consider the space Z x Z, where

Z is the discrete set of integers. We have extended as in

~N, the componentwise addition and multiplication in Z x Z
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to ~(Z x Z) which makes (~(Z x Z), +) and (~( Z x Z),.)

semigroups. We have been able to' prove that the natural

map from ~(Z x z) to ~Z x ~Z is such that the component­

wise addition and multiplication in ~Z x ~Z result from

the extended operations of + and. in ~(Z x Z). Also the

operations in ~Z x ~Z are not distributive. Considering

Z x Z as the Gaussian integers, we have extended the

product 'x' in Z x Z to ~Z x ~Z and have shown that this

extension of the product 'x' is non-associative. We have

also attempted some combinatorial results in ~Z x ~Z,

analogous to those in ~N [HI l].

In chapter Ill, we consider the discrete set R

of real numbers. Here we have first extended the ordinary

addition and multiplication in R to ~R which make (~R,+)

and (~R,.) semigroups. We have shown that in contrast to

(~N,+) and (~N,.) [HI2] , ~R has solutions to equations

of the form p+q = p.n, p+m = p.q, p+q = p.q, where,

p,q € ~R"R and m,n ~ R. We have defined the notion of

a-remote po~nts for an infinite cardinal a, in a discrete

topological field X with Ixl ~ a and applied the arithmetic

defined in ~X to the class of a-remote points in ~~.

In chapter IV, we have studied the LMC-compacti­

fication (p, pR) of R, the set of real numbers with usual

topology, considered as a semitopological semigroup. It
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has been proved [BA; BU] that when R has the usual

topology, the ordinary addition and multiplication in R

can be extended to PR if and only if LMC(R) = Cb(R).

Here pR has been constructed as the quotient space of

~R in terms of Z-ultrafilters on R. Also, we have

obta ined solutions to equa tions of the form f+ It, = p.Tl,

where at least one of r, ~, ~, Tl is in R and others in

pR'R. In the case of R, we have the equalities

L U C( R) = CK( R) = K(R) = WL U C(R) = LMC( R) [BE ;JU;MI] •

So the corresponding canonical compactifications are

the same so that all the properties that we have studied

in pR hold good in these compactifications.

In the fifth chapter, we have shown that remote

and non-remote points exist in pR'-R. We have obtained

results analogous to those in chapter IV when we particularly

consider the remote and non-remote points.

In chapter VI, we have defined k-uniforrn

Z-ultrafilters in pR, where the definition is analogous

to k-uniforrn ultrafilter [CO; NE]. We have obtained

results regarding the ideal structure of the collection

of k-uniforrn Z-ultrafilters in R, analogous to that for

a discrete space X.
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We have the Appendix A which includes the

concept of E-completely regular spaces defined by

Engelking and Mr6wka [EN; MR]. We have considered E

to be a topological field and obtained the maximal

E-compactification PEX as the collection of all E-Z­

ultrafilters on X with the suitable topology. It turns

out that the E-compactification ~EX plays a role within

a framework that runs parallel to that played by the

Stone-eech compactification ~X of a topological space X.

We can .study situations in ~EX analogous to that in ~X,

as studied in previous chapters. However, we do not

embark on it since it involves, among other things,

a lot of spade work.



Chapter I

S-TYPES OF ULTRAFILTERS ON N @

~ 1.0. Introduction

In [GL] Glazer has defined addition '+' and

multiplication I ,. ."

in ~N, the stone-eech compacti-

fication of N, the discrete set of natural numbers,

in the language of ultrafilters on N. Hindman [HI l]
has proved that these operations + and • are left

continuous, associative operations on ~N which uniquely

extend the ordinary addition and multiplication on N.

(By left continuous we mean (in the case of addition)

that the function Ap : ~N ~ ~ N defined by Itp(q)= p+q

is continuous for each p Eo ~N. The "topolog ieal cente r "

consists of those points for which rx is also continuous,

where rx(p) = p+x. Similar is the case with multiplication).

It is well known th~t (see [G;J]) any infinite closed

subspace of N* contains a topological copy of all of ~~

where N* = ~N'N. It was then a. natural question raised

by Van Douwen [HIl] as to whether there are topological

and algebraic copies of (~N, +) in N*. Hindman and Strauss

[H;S] have shown that the only topological and algeb~aic

copies of N* to be found in N* are the trivial ones,

namely k , N*, for k e. N.

• An earlier version of this chapter has been published
in Far East J. Math. Sci. Special Volume (1997), Part I,
75-82.
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Types of ultrafilters (on w) were first defined

and considered by W. Rudin [RU]. Frolik [FRl] [FR2], uses

them in connection with establishing the non-homogeneity

of ~w"w. The fundamental properties of the RUdin-Keisler

order were studied by M.E. Rudin [RU] and by H.J. Keisler

[KE]o

We combine the above two concepts to define a

new kind of types of ultrafilters on N called the s-types,

IS' standing for semigroup. In section 1.2 we introduce

S-types using the left-continuous extensions in ~N, of

operations in N and using Strauss's result on the ultra­

filters on N. It is known that though there ar~ 2c types

of ultrafilters on N in N* and 2c N* types [WA]; however

we prove that there are only countably infinite number of

points in N* of each S-type and 2c S-types of points in N*.

We have also obtained that if p is a P-point, then every

member of the S-type of p is a P-point and that there are

2c S-types of P-points. Similarly for non-P-points.

In section 1.3 we introduce relative S-types

analogous to the relative types of ultrafilters on N.

We have shown that though the relative S-types have proper­

ties analogous to the relative types, any S-type is-produced

by at most ~o relative S-types and any S-type produces

2c S-types and as a corollary we get the known result that
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N* is not homogeneous. We have also introduced IS-orbit'

similar to orbit in types of ultrafilters.

In section 1.4, as in the case of types and

N*-types of points in ~N, we have shown that the producing

relation induces total order • >p' on the set ~[p, N*]

of relative S-types of p , We use the family {>p:Pt N*} to

define a partial order I)' on the set T of all S-types in

such a way that the restriction of '>' to -rs[P,N*] is >p'

for each p. Finally, we have shown using the restricted

distributive law ~n ~N that the collection of S-types form

a semigroup under 'addition' of S-types, where addition

here is the extended addi tion in ~ Ne

§ 1.1. Preliminaries.

"We take ~N, tge Stone-Cech compactification of N,

the (discrete) set of natural numbers to be the set of

ultrafllters on N with the following topology: Let

A = {P€J3N :A€ PJ. Then, tA : A~N} is a base for the

closed sets of ~N. See [G;J] or [HI1] for further details.

1.1.1. Definition [HI1]. Let A~ Nand x a N

A-x = {YEN: v-x s A}

AIx = t y € N: y • x EA}

Let p,q e t3 N

p+q = tA~N: {X€N: A-x€ p}€ q}~

p.q = tA~N: {X€ N: Alx e p}€ qJ.
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1.1.2. Theorem [HI1].

(a) The operation '+' on ~N is the unique extension

of ordinary addition on N which is left-continuous

and has the property that adcition on the right by

any member of N is continuous. If p or q is in

~N·"N, then so is p+q.

(b) The operation' .' on ~ N is the unique extension of

ordinary multiplication on N which is left-continuous

and has the property that multiplication on the right

by any member of N is continuous. If p or q is in

~N'''N, then so is p.q.

1.1.3. Remark. In ~N, the distributive laws fail badly.

However, a special case does hold.

1.1.4. Lemma [HI3]. Let p,q€, ~N and m£.N. Then,

(p+q).m = p.m + q.m.

1.1.5. Lemma [H;S]. Let ~ be a continuous one-to-one

homomorphism from N* to N* and let e + e = e € N*"K( IIN ) ,

where K(~N) is the smallest two sided ideal in (13 N , +).

There do not exist m,n e N such that ~(m+e) = -n + ~(e)

or 0(-m+e) = n + ~(e).

1.1.6. Theorem [H;S]. Assume that ~ is a continuous one-to­

one homomorphism from N* into N*. There is some k e.. ~ N

sueh tha t for a 11 p € N*, ~ ( p ) = k , P.
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1.1.7. Conclusion [H;S]. The only algebraic-topological

copies of N* in N* are the trivial ones, namely k.N* for

ke N.

1.1.8. Definition (Types and N*-types) [WA]. Every

permutation C1 of N extends to a homeomorphism ~(a):p N~t3N

and the restriction of ~(a) to N*, denoted by a* is an

automorphism of N*. For a pair of points p and q of N*,

define p~q if a*(p) = q for some permutation a. Then

,~t is an equivalence relation. Let T be the set of

equivalence classes. Let~:N* --+ T be the function which

assigns to each free ultrafilter on N, its equivalence

class. The elements of T are called types of uftrafilters.

If t =~(p), then t is called the type of p and p is said

to be of type t.

Two points of N* are said to be of the same N*-type

if there is an automorphism of N* which maps one to the

other. Clearly, if p,q are of the same type, they are of

the same N*-type.

§ 1.2. S-types.

1.2.1. Definition. For a pair of points p,q € N*, define

p~q if and only if a*(p) = q for some auto-homeomorphism

a* of N*. [The only auto-homeomorphism on N* are the

maps p ~m.p, mE. N so tha t we may take q = m-p for some

me N]. Evidently, ',,-,' is an equivalence relation.
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Let T be the set of equivalence classes. Let iCs:N* ~T

be the function which assigns to each member of N*, its

equivalence class. The elements of t are called S-types

of ultrafilters. If t = irs(P), then t is called the S­

type of p and p is said to be of S-type t.

1.2.2. Remark. In the name S-type, '5' stands for semi­

group. Also, for me N, a *(p) = mvp determines a homeo­m

morphism of N* onto N*. So, an S-type is contained in a

type and an N*-type, but not conversely.

1.2.3. Theorem [WA]. There are 2c types of ultrafilters

in N* and there is a dense set of c ultrafilters of each

type.

1.2.4. Theorem [WA]. There are 2c N*-types of points in

N* and N* contains a dense subset of each type.

1.2.5. Result. There are 2 c S-types of points in N* and

there are countably infinite points in N* of each S-type.

Proof: For P€N*, 1;(p) is the equivalence class containing

all members of N* that are equivalent to p under some

auto-homeomorphism a* on N* given by a*(p) = m.p for me. N•

So each equivalence class can contain only a countably

infinite number of members of N*.
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Thus there are ~o points in N* of each S-type. But

IN*I= 2c• So there must be 2c S-types.

1.2.6. Defini.tion. A point of a topological space is

called a P-point if every G~ containing the point is a

neighbourhood of the point. Equivalently, a point is a

P-point if and only if every zero-set containing the

point is a neighbourhood of the point.

102.7. Theorem [WA]. N* has a dense set of 2c P-points

and dense set of 2c non-P-points.

1.2.8. Result. There are 2c S-types of P-points i~ N*

and if p is a P-point, then every member of irsCp) is a

P-point.

Proof: We first show that if p is a P-point of *N , then

so is m. p for every me N. For this, we prove tha t every

zero-set Z(~(f)) containing rn.p is open in ~N. Every

zero-set in ~N is a countable intersection of closures

in ~N of zero-sets in N.

So, Z(~(f» =
00

r1 clAN Zn' where Z '5 are zero-sets in N.
n=l ~ n

00

Hence, m.p £ n clAN Zn ==9 mvp € clAN Zn for every n ,
n=l ~ ~

Thus, Zn € m.p for every nand Zn/
m

€ P for every n.
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00

Hence p £ n cl~ 'Z / ), where
n=l tJ N' n m

00

00

n ClAN (Zn/ ) is open.
n=l t" m

So, n clQ N Z must be open by the horneomorphism
n=1 t"' n

p~ tn~p. i.e., Z(~(f» is open. Thusm •.pis a P-point.

Thus all elements of ~(p) are P-points. N* contains a

dense set of 2c P-points. So there are 2c S-types of

P-points.

1.2.9. Result. There are 2c s-types of non-P-points and

if p is a non-P-point, then so is every member of ~(p).

§ 1.3. Relative S-types

1.3.1. Definition. Any iso-homeomorphie copy o~ N in N*

is C*-embedded in ~ N. By an iso-homeornorph ie copy of N,

we mean an algebraic-topological copy of N. When the

iso-homeomorphism is from X onto X, we call it auto­

homeomorphism. Therefore, if X is such a copy of N in N*,

then cl13 N X~~N. If we put X* = cl~X X","X, then X*~N*.

A point p in x* must then have S-type as a point of X* as

well as a point of N*. Let h be an iso-homeomorphisrn of

x* onto N*. Define the S-type of p relative to X to be

~(h(p» and denote this relative S-type by -rs(p,X). This

definition is independent of the iso-homeomorphism chosen,

since for any other iso-horneomorphism 9 of x* onto N*,

g.h-l sends h(p) to g(p) and is an auto-homeomorphism of

N* so that g(p) and h(p) are of the same S-type as p.
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1.3.2. Convention. By a copy X of N in N* we mean an

iso-homeomorphic copy X of N in N*.

1.3.3. Result. Let X and Y be copies of N in N*. Then,

(a) If Y is contained in X and p€.x*ny*, then

ls(P,X) = ls(p,Y).

(b) If P and q belong to X* and Y* respectively, then,

ls(p,X) = ~s(q,Y) if and only if there is an iso­

homeomorphism h of X* onto .y* such that h(p) = q.

(c) If h is an auto-homeomorphism of N* and p belongs

to X*, then lS(p,X) = Ls(h(p), h[X]).

Proof:

(a) Let 9 be the iso-homeomorphism of Y* onto X* such

that g(p) = p. Let h be an iso-homeomorphism of X*

onto N*. Then, LS(p,Y) = Ls(h.g(p» = ls(h(p»= LS(p,X).

(b) Let ~s(p,X) = lS(q,Y). Then there exist iso-homeo­

morphisms f and 9 of X* and Y* respectively onto N*

such that ls(f(p» =LS(g(q». Then, there exists

an auto-homeomorphism k, of N* which sends f(p) to

g(q). Then, h = g-l.k.f is the required iso-hom~o­

morphism. The converse follows from the definition

of the relative S-type.

(c) Follows from (b).
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1.3.4. Definition.

(1) For an infinite subset S of N*, define,

~ [ p , S] ={ ls ( p ,X) :X~ S, X~N1i. e , , L s [ p ,s] ,

is the set of relative S-types of p which occur

relative to copies of N contained in S. Then

ls[P, N*] is invariant. Also, ls[p,N] =tTs(p)}.

(2) If P is a point of N*, we say that as-type t

produces ~s(p) or ~(p) is produced by t if

lS(p,X) = t for some copy X of N in N*. Thus

the set lrs[p, N*] of relative S-types of a point

p of N* is the set of S-types which produce the

S-type t if there exists a copy X of N in N* and

a point p of S-type t in x* such that ~(p,X) = s.

1.3.5. Result. Any S-type is produced by atmost

~o S-types and any S-type produces 2c S-types.

Proof: Consider the countable partition of N* into a

union of k , N*, k€,N. i.e., N* = U k , N*. Let
k=l

Xk = k, N*. Then each Xk, k € N is an iso-homeomorphic

copy of N*. Consider Xk• If Sk is countable discrete

subspace in Xk, then Sk will be a copy of N in N*,

and cl~ N Sk~f3 N. Since IXkl == 2
c , Xk should contain

2c such sets Sk. So, if t is any given S-type, say
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t = L
S

(q) for some q € N*, then c Ifl N Sk should conta in

a point Pk such that (s(Pk,Sk) ~ "rs(q) = t. Thus

-Cs(Pk) is produced by t, by definition 1.3.4. Since

only ~o of such points Pk can be of any given S-type,

t must produce 2c S-types.

Now, a given s-type t is produced by as-type r

exactly when there is an ultrafilter p of S-type t and

a copy X of N in N* with p in x* and the S-type of p

relative to X is r , i.e., LS(p,X) = r, where -r (p)=t.. s

Let r = LS(q). Now, there are only tf:to members in N*

having the same s-type t (namely k s p , k€.N). For any

of these No points Pn (where L 5 (Pn) = L S(p) ~ t ) we

have Ls(Pn,X) = LS(q) = r , where X~N and Pn€' X*.

i.e., T~(h(Pn» = LS(q), where h:X* --t N* is an iso­

homeomorphism. So, q = k.Pn for some keN, since there

exists some auto-homeomorphism 9 of N* that sends h(p )n

to q. But hand 9 being iso-homeomorphisms, we would

have q = k.Pn , for some k e N, This is true for any

q eN*. So there can be only countab1y many copies X
n

of N in N* and Pn € Xn* with ~(Pn,Xn) = r = Ts(q). So,

t is prod~ced by at atmost ~o relative· S-types.

1.3.6. Corollary. N* is not homogeneous.

Proof. Let h be a homeomorphism of N* onto N* and p

and q be points of N* such that h(p)=q. If X 1s any
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copy of N in N* having p as a limit point, then we have

Ls.(P,X) =Ls(q,h(X» from result ~.3.3. Thus the sets

Ls[p,N*] and Ts[q,N~] of relative S-types are identical.

The family {-rs[p, N*]: p e N*} of all such sets of

relative S-types covers the set T of S-types. However,

ITI = 2c and that of each member of this cover is atmost

~o' since each S-type is produced by atmost ~o S-types.

So, there must exist points rand s of N* such that

1rs [r , N*] ~ Ts[s, N*]. But then no homeomorphism on

N* can map r to s and so N* is not homogeneous.

1.3.7. Definition. The S-orbit of a point p in N* is

the set ,of points of N* which are images of p under auto­

homeomorphisms of N*.

1.3.8. Result. For any point p in N*, there are 2c

points of N* which cannot be mapped to p by auto­

homeomorphisms of N*.

Proof. The S-orbits of two points p and q of N* under

auto-homeQmorphisms of N* are disjoint exactly when no

auto-homeomorphisms carries p to q. Thus the set of all

such S-orbits decomposes N* into a union of disjoint sets.

Since any two points belonging to the same S-orbit h~ve

the same set of atmost ~ relative S-types, there musto
be 2c distinct S-orbits.
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§ 1.4. Order relation in S-types.

1.4.1. Result. If X and Y are copies of N in N*, then

the set Z = (x nv) u oo nv) u tx nv-) is a copy of N in N*,

cl Z = cl X n cl V and Z* = x- nv«,

Proof. The set Z is discrete since each of the three

sets in the union· is discrete and no point belonging to

anyone of the sets can be accumulation point of the other

two sets. Also, we havep:.m+g.m=(p+q).m. The .. equalities

hold because a point belonging to both cl X and cl Y must

belong to the closure of one of the three sets making up Z.

1.4.2. Remark. If t 1 and t 2 are both in "'Cs.[p, N*], as a

consequence of the preceeding result, either two S-types

are equal or one produces the other. Just similar to the

situation that the producing relation induces a total order

on the set l: [p, ~N] of rela tive types of a point Pt here

also we can see that the producing relation induces a

similar total order on the set lS [p, N*] of relative S­

types of a point p.

The following results are analogous to those by

Z·· Fro1ik [FR3].

1.4.3. Definition. Write t 1 >p t 2 if t 2 produces t 1 and

define t 1 ~p t 2 if and only if t 1=t2 or t 1 >p t 2, where

t 1 , t 2 are relative S-types of p in N*.
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1.4.4. Result. The relation >p is a total order on

-r.[p, N*]. Here two relative S-types of p are eithers

equal or one produces the other.

Proof. The arguments are identical to that for types

in ~N. Here instead of considering countable discrete

subspaces XI,X2 of PN, we have taken copies XI,X2 of N

in N*.

1.4.5. Remark. As in the case of types, each of the

total orders >p is defined only on the set T. [p, N*]

of relative S-types of p. We will use the family

(>p: p €. N*} , to define a partial order> on the set T

of all s-types in such a way that the restriction of )

to -C:s[p, N*] is >p for each p ,

1.4.6. Definition. For two S-types t l and t 2 , define

t l > t 2 if t l >p t 2 for some p. i.e., t l > t 2 if and

only if t l is produced by t 2 • Then the relation> ls

well-defined. i.e., for any two points p and q of N*,

the relation > coincides with> if and only ifp q
lS[p, N*] =~s[q, N*]: suppose t l and t 2 ~elong to

~s[p,N*]n ~[q, N*] and that t l > t 2• Then there are. p

copies of N, say Xl and X2 in N* such that -Cs[p,Xl]_=t
1

and L S[p,X2] = ~ and X2 is contained in Xl* . Since

t l belongs to L S[q, N*], there is a copy Y of N in N*

such that 1: s ( q ,Y) = t l• By result 1.3.3, there is an

iso-homeomorphism h of Xl* onto Y* such that h(p) = q.
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Then "t"s (q,h[X2]) = t 2 and since h{X2) is contained in

V*, t l >p t 2 •

1.4.70 Definition. If t 1 and t 2 are S-types, write

t 1 :>., t 2 if and only if t 1 = t 2 or t 1 > t 2 •

1.4.8. Result. The relation> is a partial order on

the set of S-types.

Proof: We proceed as in the case of types of ~ N except

for the fact that X1,X2'Y2'Y3 are copies of N in N* and

the iso-homeomorphism h must send p to q.

1.4.9. Result. If t 1 and t 2 are S-types, then\so is

t 1+t 2 , where + is the extended addition in pN.

Proof. Let t l =[m.p], m€.N, t 2 =[m.q], me. N, where

p,q e N*. We have the restricted distributive law in

~N given by (p+q).m = p.m + q.m by Lemma 1.1.4. Hence,

[p.m] + (q.m] = [ p.m + q.m]

= [( p+q) .m]

i.e., t l+t2 = ({p+q).m] is also as-type.

1.4.10. Result. If t 1 , t 2 , t 3 are S-types, then the~

addition of S-types as defined in 1.4.9 is associative.
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Proof: Let t 1 = [p.m], ms N, t 2 = [q.m], ms N,

t [] N h € N* - Then3 = r.m, m€ ,were p,q,r - ,

= ([p.m] + [q.m]) + [r.m]

= [(p+q).m] + [r.m]

= [«p+q)+r).m]

= [(p+(q+r».m], since addition in ~N is
associative [HI1]

= [p.m] + [(q+r).m]

= [p.m] + ([q.m] + [r.m])

= t 1 + (~+t3)·

Conclusion. The S-types in N* is a semigroup under the

extended addition in ~N and form a quotient set in ~N.



Chapter-II

ARITHMETIC IN ~Z x ~Z @

2.0. Introduction

If Y and ~ are cardinals, then Blass [SL] has

considered, the map ~: ~(y x b) ~ f3(y) x ~(o), the

Stone-extension of the natural embedding (in fact

inclusion) of y x ~ into f3 (y) x ~ (6) in re la tion to the

products of filters to prove some topological properties.

In this chapter, we in particular consider the product

Z x Z, where Z is the set of integers with discrete

topology. We have component-wise addition + and multi­

plication'.' in Z x Z which we have extended to ~(Z x Z ),

the Stone-eech compactification of Z x Z, making ~(Z x Z ),

semigroups under + and • • The extension of the operations

is done in a way tha t is similar to tha t of ~ N (Cha pter I).

In section 2.1, we have given the necessary defini-

tions and results extending the componentwise addition '+'

and multiplication'.' in Z x Z to ~(Z x Z). Here we have

shown that the ~tone extension of the natural map

~: stz x Z ) ----~) ~Z x PZ accounts for the componentwise

addition + and multiplication in ~Z x ~Z. Also, considering

z x Z as the Gaussian integers, we have proceeded to extend

the product 'x.' in Z x Z to ~Z x ~Z and have shown that

this extension is non-associative.

@ Some results of this chapter were presented in the
National Conference at Pollachi- 'Recent Trends in
Topology', March 2-3, 1997.
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In section 2.2 we have attempted some combinatorial

results similar to that of ~N [HI I ] . We have been able to

prove that like ~N, the distributive law fails in ~Z x ~Z

with componentwise addition and multiplication.

§ 2.1. Extension of +, • and x to ~Z x pZ'

v
We know that, ~Z, the Stone-Cech compactification

of Z is the set of ultrafilters in Z, each point x E Z

being identified with the principal ultrafilter,

x= {A~ Z : x € A1. For Ac Z, we let A = tp£ ~Z : Ae p} e

Then the set {A:A~ Z } forms a basis for the closed sets

(as well as a basis for the open sets of ~Z). The opera­

tions + and • on Z extend uniquely to ~Z so that (~Z,+)

and (~Z , • ) are left topological monoids with (Z , +)

and (Z ,.) respectively contained in their topological

centres.

We have Z x Z with discrete topology and component-

wise addition + and multiplication. and also another

product '1C t • i.e. , if (xI'YI)' (x2'Y2) E z x Z , then we

have,

(x1'YI) + (x2' Y2) = (x1+x2' YI+Y2)

(xI'YI) • (x2'Y2) = (XleX2, YleY2)

(xI'YI) x (x2'Y2) = (xlx2 - Y1Y2' xl Y2 + Ylx2)
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~(z x Z) is the set of all ultrafilters on Z x Z • As in

~Z , the addition + and multiplication. in Z x Z can be

extended to ~(Z x Z) which make (·~(Z x Z), + ) and

(~(Z x Z ),.), monoids, with respective identities. We

show that the extension of the product 'x' in Z x Z to

~(Z x Z) and thereby to ~Z x PZ is non-associative.

2.1.1. Definition. Let C ~Z x Z and (x,y) E. Z x Z. Then,

c - (x,y) = {(a-x, b-y) € Z x Z: (a,b) e. cl.

= {(a,b)€ Z x Z (a,b).{x,y)e c}•

• [(a,b)€. Z x Z (ax,by) € c}.

Le t P,Q € P(z x Z). Define,

P+Q ={c~z x Z: t(x,y) € Z x z: c-(x,y)€ p} e Q}.
P.Q ={c~z x Z: t(X,y) € Z x z: c/(X,y)€ p}€ Q}.

2.1.2. Result. The operations + and • are associative

left-continuous operations on ~(Z x Z). If P or Q is in

~(Z x Z )" Z x Z , then so are P+Q and P.Q.

Proof: We shall prove this for '+' only. The proof

for '.' is identical.

Let P,Qg ~(Z x Z). We first show that P+Q € ~(Z x z ) •

Trivially, ~ ~ P+Q. Let C,D € P+Q. Then,

{ ( x , y) e Z x Z c- ( x , y ) € p} € Q and

{ ( x , y ) € Z x Z D- ( x , y ) s p} € Q.
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Therefore,

{ ( x , y) € Z x Z : c- (x, y ) € p} n{( x , y ) € Z x Z: D-( x , y ) € p} € Q.

But {(X,y)€ Z x Z :C-(x,y)€ p} n t(X,y)£Z x Z :D-(x,y)€ p}

={(x, y) € Z x Z ( CnD) - (x , y ) e p}
So {(x,y)cZ x z (CnD) - (x,y)€p}€Q. Thus CnD€p+Q.

Let C '= Z x Z such that C~ P+Q. Then,

t(x,y) e. z x Z : C-(x,y) € p} ~ Q. Since Q € l3(z x Z), this

means that [(Z x Z )" {(x,y)€ Z x Z : C-(x,y)E.p}le: Q.

But (z x ~ti x , y) E: Z x Z C- ( x , y) E: PJ
= {(x,y)€Z x Z: «Z x Z )"C) - (x,y)E. pl

Thus,t(X,y)€ Z x Z : « z x Z )"C ) - (x,y)E. p}€Q.

i . e • (Z x Z>'\. C € P+Q. Thus P+Q E: P(Z x z ) .

As in ~N , we can prove that the function -

f p : ~(Z x Z) ---7 ~(Z x Z) given by fp(Q) = P+Q is

continuous, both the addition as well as multiplication

are associative and that if P or Q is in ~(Z x Z ), then

so are P+Q and P.Q. The proofs are identical to those

for pN [HIll. Also, these operations + and. on ~(Z x Z)

are the respective unique extensions of componentwise

addition and multiplication on Z x Z, which are left­

continuous and have the prop&rty, component-wise addition

(respectively multiplication) on the right by any member

of Z x Z is continuous. (Here again proofs are identical

to those for ~N[HIll ).
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2.1.3. Remark. There is a natural ~ap

~ : ~ (Z x Z) -----.) ~Z x ~Z which is the Stone-extension

of the natural embedding of Z x Z into ~Z x PZ which

accounts for the componentwise addition and multiplication

in ~Z x ~Z , which we can see from the following results.

2.1.4. Construction. We construct a map

~ : ~(Z x Z) -----; ~Z x ~Z as given below.

Let P e ~(Z x Z). Then P is an ultrafilter on

Z x Z. Consider, {Aa x Ba €. P : Aa' Ba ~ Z}.

Let ~p = { Aa G Z: Aa x Ba E. p}. We can show that ~p € ~Z •

(a) ~ ~ A-p •

(b) Let Aa' A~ € J\.p. Then Aa x Ba s P and A~ x B~ e. P.

Since P Eo ~(Z x Z), (Aa x Ba) n (A~ x B~) € P.

i.e., (AanA~) x (Ban~~)E.p. So, AanA~€ Jr.-p •

(c) Suppose that ~ t A~Z such that A+~p. Then,

A x Ba ~ P for any Ba~Z. Choose any Ba<;:Z so

that A x Ba ~ P. Since P E ~(Z x Z) , this means

that (Z x Z )"-....(A x Ba) e P. Now,

(Z x Z '" (A x Ba) = (A x (Z"Ba»U « z>, A) x Ba)U

« Z",A) x (l'\. Ba». But A x (Z"-.Ba) f P.

So, either (Z'\.A) x Ba € P or (Z'A) x (l'-..B
a)

€ P.

In ei ther case, Z,A €. ~ •
p
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In a similar manner, we obtain,

d\> = {Ba~ z: Aa, x Ba E: p} € f3Z

Thus,
( A-p • <Bp> € sz x sz .

We define ~: ~(Z x Z)~ ~Z x ~Z to be,

Evidently ~ is well defined.

2.1.5. Result. The map ~:~(Z x Z)~ ~ Z x ~Z defined

by ~(p) = (.A-p ' ffip'> is a continuous map of stz x Z > onto

~Z x pZ •

Proof: The map P ---1- (~. cBp) from ~ (z x Z) is clearlyp .

onto ~Z x pz , from the definition of~. It is also

continuous. To prove this, let U x V be an open neighbour-

hood of (t.4-p ' d3p>€ ~z x ~z. Here U and V are open in ~ Z •

So,

U x V = (sz - n Ai> x (sz - nBj) •

where Ai~ Z. Bj ~ z,

So,

So,

i.e.,
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Hence by definition of ~, ~ , Ai x Bj k P.
P P 0 0'-

Since P € ,< z x Z), this means that

So,

Thus W is an open neighbourhood of P in ~(Z x Z ).

If Q€ W, then Q 4clp(z x z ) (Aio x Bj o ) ·

i.e., Ai
o

x Bjo~ Q. SO, by definition, again,

Ai ~ ~, Bj ~ ~.
o 0

i.e., A-Q e (pZ -nAi), <BQ € (~Z -nBj)

i.e., (~Q' &Q) € (~Z - nAi ) x (J3Z - nBj ) = U x V

as desired.

2.1.6. Note. In ~Z x ~Z , we have pointwise addition

and multiplication. i.e., if (Pl,ql)' (P2,q2) € J3Z x J3Z ,

where Pl,Ql,P2,Q2 are ultrafi1ters on Z , then,

(Pl,ql) + (P2,q2) =
( P1 ' q1 ) • ( P2 ' q2 ) =

Pl+P2' Ql+Q2' Pl·P2' ql eq2

and multiplication in ~Z •

(Pl+P2' ql+q2) and

(Pl·P2' ql·q2) where,

are the respective addi~ion

(Ordinary addition and mu1ti-

plication in Z have unique left-continuous extensions to

addition and multiplication in ~Z , just similar to that

of J3N [HI l]).
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2.1.7. Result. The operations of pointwise addition and

multiplication in ~Z x PZ can be obtained from the corres­

ponding extension of pointwise addition and multiplication

in Z x Z to P(Z x Z > by the map P I >( ~p' $p> •

Proof: For P,Q € ~(Z x Z ), we have,

P+Q = { C~ Z x Z { ( x , y) € Z x Z c- ( x , y) € p} € Q}.
Consider [Aa x Ba e. P+Qj. Then,

{(x,y)€ Z x Z (Aa x Ba) - (x,y)€ p}e. Q.

i.e., {(x,Y)E.ZXZ (Aa-x) x (Ba-Y)f.P}e.Q.

Let C = {(X,Y) € Z x Z (Aa-x) x (Ba-y) €. p}.

Then C E.Q. Then C ~Ca x Da , where Ca,Da~ Z and Cax DaE. Q.

We have, for y e Da ,

Ca 2 {x € Z:Aa - x € ~p1and {x € Z:Aa-x( ~p}E~.

Therefore, Ca € ~Q. Since {X € Z:Aa-x( Jp} E. ~Q' we have,

':« € J+p + %. Thus for each Y€ Da, we have Aa € ~P + ~Q.

Similarly, for each x € Ca' we get Ba€. cBp + ~.

Thus,

({Aa),{Ba}> = (tA-p + ~Q' £Bp + mQ >

= (tAp ,<Bp) + (Jlq, ~Q)
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Also we have,

where,

So,

~P+Q = {A ex ~Z ":« x Bex €. P+Q}

c&P+Q = {Bex ~ Z : Aex x Bex e P+Q},

A-p+Q, ~P+Q Eo ~ z •

( ~P+Q' ~P+Q) € ~Z x 13Z and we have,

~P+Q = ~P + AQ, ~P+Q =~P + ~Q.

Likewise with respect to pointwise multiplication in..
Z x Z , we have the extended multiplication in ~(Z x Z )

given by

P.Q ={C~Z x Z :{(x,y)€ Z x Z .c I (x,y) Eo p} e. Q}.
As in the case of addition, we take {A ex x Bex e. P.Q}.

Then we obtain,

( {Aex J' {B ex}) = (~p • ~Q' dbp • ~Q)

= (Ap , ~p) .(~Q' dbQ) in 13Z x ~Z

i.e., pointwise multiplication in ~Z x ~Z can be obtained

from the unique left continuous extension of pointwise

multiplication in Z x Z to ~(Z x z ).

2.1.8. Definition. We now define the product 'x' in

~Z x ~Z. Let (Pl,ql)' (P2,q2)€' ~Z x ~Z •
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Define,

where,

With respect to this product, ~Z x PZ is a groupoid,

since,

2.1.9. Result. Let (Pl,ql)' (P2,q2) e. sz x pZ. Then

the product in ~Z x ~Z given by,

is non-associative.

Proof: We prove this result by an example.

Let (p,O), (1,1) € ~Z x ~Z where p is a non-principal

ultrafilter on Z •

(p,O) x «1,1) x (1,1» = (p,O) x (1-1,1+1) = (p,O)x(O,2)

= (0-0, 2p+O) = (0,2p) (1)

«p,O) x (1, 1» x (1, 1) = (p-o, p+O ) x (1; l) = (p , p) x( 1 , 1 )

= (p-p, p+p) (2)

Evidently, (O,2p) ~ (p-p, p+p), where p-p = p + -l.p
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§ 2.2. Some combinatorial results in ~Z z ~Z

2.2.1. Notation. w represents the set of non-negative

integers viewed as ·ordinals. w is also the cardinality

of countable infinity. Given an infinite set A, we

denote by [A]w, the infinite subsets of A and by ~f(A)

the set of finite non-empty subsets of A.

2.2.2. Definition. Let A£,Z x Z •

Define,

FS(A)

FP(A)

Fe (Jlf(A)}

F£CPf(A)}.

where the addition and multiplication taken here are

componentwise.

2.2.3. Result. There exist (Pl.Ql),(P2. q2)e ~Z x ~Z"~xZ)s~ch

that (Pl.ql)+(Pl.Ql) = (Pl.Ql) and (P2. Q2)·(P2. Q2)=(P2,Q2)·

Proof. + and. are associative left-continuous operations

on ( ~Z x ~Z )"JZ x Z ) which is compact.

2.2.4. Remark. As in pN [HI l] we have the following

results and the proofs are somewhat identical in some

results to those results for ~N.

2.2.5. Result. Let (p,q), (p' ,q') € ( ~Z x ~Z )~Z x Z )

such that (p,q)+(p,q) = (p,q) and (p" ,q'). (p' ,q') = (pi ,q').
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I fA x B ~ (p , q), C x D 6 ( p' ,q' ) , then there exist

EE[AxB]w, Fe[CxD]w such that FS(E)~AxB and FP(F)~CxD.

2.2.6. Corollary. Let Z x Z = U Ai. Then there exist
i<r

i<r, j<r, A E. [A)W, Be [Aj]W such that FS(A)~ Ai' FP(B)~Aj.

2.2.1. Definition.

r ={ A x B~Z x Z there exist C e.[AxB]w

such that FS(C)C; AXB}.

r= {(p,q)E:~Z x 13Z : (p,q)cr}.

2.2.8. Result. r' is a closed nonempty subset of 13Z x 13Z
"\

and • : rxr )r and x : r xr >r .
Proof. Tha t r f:. ~. is a consequence of the extens ion of

the finite sum theorem. To see that r is closed, let

(p,q)e (13Z x 13Z ),[1. Pick AxBE (p,q)"r. Then

cl(13z x 13z )(AXB)n r = ~. That r~(13Z x BZ )"'(Z x Z )

follows from the fact that every member of r is infinite.

We prove tha t x : r x r >r .
Let (Pl,ql)' {P2,q2)E r, and AxB € (Pl,ql) x (P2,q2).

i • e. , AxB € (p1 •P2 - q1 •q2' P1 •q2 + q1 • P2 )

i.e., ( { xe Z

{y€ Z

A-x e Pl·P2} €-ql·q2 '

B-y e Pl·q2 } E ql·P2)·
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Pick (x,y) I: (0,0) such that A-x e Pl·P2' B-Ye Pl.q2.

[We have • : rx r ---+ r'. the proof' of which is identical

to that for J3N ]. So there exist C e [A_x]w such that

FS(C)~A-x ; D€ [B_y]w such that FS(D)~B-y.

Let E x F = {(x,Y) + (Zi,Zj) : (Zi,Zj)€ Cx Dj.
Then, FS(E) x FS(F)~A x B e(Pl,ql) x (P2,q2). Thus

( P1 ' q1 ) x (P2' q2 ) € F·

2.2.9. Result. Let .(p,q) e (~Z x ~Z ),,(Z x z );
(m,n) E Z x Z. If (p,q) + (p,q) = (p,q), then,

rnZ x nZ e (p , q) •

Proof: We have,

(Z x ZN{m} x {n})= (Z\{m})x {n}) U ({m} x(Z,,"{n}»U

(Z,,{ m}x Z"{n1)

Since {m) x {n} ~(p,q), (Z x zNlm}x {n})e (p,q).

L, e. , CCZ\{m}) x {n}) U( {m) x (~{ n}» U

(l\{ m1 x z-,{n}) e (p , q )

Here the only possibility is Z'\{m) x Z,\{n}€(p,q).

i. e. , ({x e. Z : (Z"{m))- x f: 1>}, {Y E Z: (Z,,{ n} )-Y Eo qJ)€ (p,q),

because, (p,q) + (p,q) = (p,q).

Pick (xl'Yl) e Z\{m}x Z\{n} such that,

(Z,,"{m}- xl) x (Z"{n}- Yl) e (p,q)

Pick (x2'Y2) € (Z"{ml x Z"'{n}) n«Z"{m}-xl) x (Z".{n}-Yl»

= (Z,,{m}n(Z\{m}-xl » x (Z\{o }n(Z'\,Jn} - Yl»)
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We have,

(z x Zf\{ m} x {n1) = U U (mZ.+t) x (nz +t)
t<n t<m

Pick (al,bl), (a2,b2) € Z x Z such that

(xl~Yl) = (alm+t, bln+t)

(x2'Y2) = (a 2m+t, b2n+t)

while (x2'Y2)+ (xl'Yl) € (mZ +t) x (nZ +t), a contradiction.

Thus t = O. So, 'mZ x nZ €. (p,q).

2.2.10. Result. Let {Znl= {(xn,Yn)} n<w be an increasing

sequence in Z x Z. Define

l: Z x Z )- FS({ Zn:n<w}) by

L 2f(n), L 2f(n» = L z, where
nE F n e F nE F n

F e (J>f(w) .and f: N ----7 Z such that

fen) = n/2 if n is even

= -(~-l), if n is odd.

Let (p,q)€ (~Z x ~Z ),,(Z x Z ) such that (p,q)+(p,q)=(p,q).

Let (r,s) == { A x B~Z x Z : there exists CxD £ (p,q) with
T(CxD ) ~ AxB} •

Then (r,s) € ~Z x ~Z~Z x Z ) and (r,s)+(r,s) = (r,s).
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Proof:

Since (r,s) and (r,s)+(r,s) are both ultrafilters,

it suffices to show that (r,s) ~ (r,s)+(r,s). Let AxB E (r,s).

Pick CxD€ (p,q) such that L(CxD)~AxB.

Let E = {(X,Y)E Z x Z : CxD - (x,y) e (p,q)l. We claim that

L(E) ~ {(x, y) € Z x Z : AxB - (x , y) E (r, s )} • Let (x, Y) e L(E) •

Pick (xo'Yo) E E such that l:'(xo'Yo) = (x,y). Pick

F e (Pf ( w) with (x0 ' Y~) = ( t 2 f ( n), t 2 f ( n) ).
n€F ne..F

Let m = max F. Since (xo'Yo) E E, (CxD) - (xo'Yo)€ (p,q).

i.e., (C-xo) x (D-yo) € (p,q).

Also, 2m+lZ x 2m+lZ € (p,q) by Result 2.2.8.

So,"t[(C-xo) x (D-Yo) n ( 2m+ l z x 2m+l Z )],=(A-x)'x (B-y).

To prove this, let

(zJ!z2)e[(C-xo) x (D-yo) n (2m+ l z x 2m+ l Z ) ]

Pick

Ge CPf ( w) with (z1 ' z2 ) = ( t 2 f ( n), t 2 f ( n) )
nE G neG

Then min G > m, since (zl,z2)E 2m+lZ x 2m+ l Z •

Thus, l« Xo'Yo)+(zl,z2» = (t 2 f(n), t 2 f(n»

n€FUG ne: FUG

= L(Xo'yo) +L(zl'Z2)

= ( x , y ) + L (Z 1 ' z2) ·
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( x, y) + T (zl' z2 ) E: L(CxO ) ~ AxB •

Thus L(zl,z2) ~ AxB - (x,y), as desired.

To see that (r,s) is an ultrafilter on Z x Z , let,

~ £ (Pf(r,s) and pick ~ € lPf(p,q) such that for each

A x B €. ~ , there is a CxO € 1 with -C(CxD) S; AxB.

Then n~ Eo (p,q) and T(n1)~ n~ , so n~ € (r,s).

Since ~ ~ (r,s), it suffices to prove that AxB € (r,s)

or(Z x Z)'(AxB) e (r,s) whenever AxB~ Z x Z. Let

AxB{; Z x Z and CxD = -r-l(AxB). If CxD € (p, q), then,

T(Cxo) =T( -r.-l(AXB»{; AxB so that AxBe (r,s). Other­

wise, (Z x Z )"(CxO) € (p,q) in which case,

«z x Z )"(CxD)~ (Z x Z )"(AxB) so that

(z x ~(AxB) e (r,s). That (r,s) is non-principal

follows from the fact that T is finite to one.

We now establish that the distributive laws fail

on ~Z and hence on ~Z x ~Z •

2.2.11. Result. Let{An:nEN} U {Bn:nCN} ~ [Z]w

with IAnnBml < w, whenever m,n€N. Then,

Proof. Let C = U (A~ U Bk). For nE. N, we have,
n e N n ken
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A~C = A~ (U Bk) so that IA~cl (w. Thus for
n n k<n

n€N, we have, An"Z ~ C,",Z. Als~, for n s N,

so that le nB I < w. Therefore, C"Z is an open andn

closed subset of pZ'\.Z containing U (An \Z) and
ne N .

missing U (Bn"Z) •
n E N

2.2.12. Result. Let H = tp e PZ,,"Z : for all q and r

in pZ"Z, p.(q+r) ~ p.q + p.r and (p+q).r ~ p.r + q.r).

Then the interior in ~Z"Z of H is dense in ~Z~.

Proof: A basis for the open sets in ~Z'Z is, ~

t~" Z:A € [Z]w}. Let A € [Z ]w and define a monotonically

increasing sequence {xnl such that Xn € A, whenever
J ne N

n€N. Let B ={xn:n€ Nl. Then BE [A]w. We show that

B'Z~H. To this end, let P€ 8'.Z. Let,

C = clpz,z U{am:mE: z}, D=CllJz,,",z U{Bm+n, m,n€ Z , m > n},

E = clpz,""z utam+n : m,n € Z, m , n}.

We now establish the following.

(1) If m,m' ,n,n' € Z , and (m,n) ~ (m' ,n'), then

J(Bm-tn)n(Bm'+n')1 < w •

Let m,m' ,n,n' e Z with (m,n) ~ (m',n'). Let a = m+n+m'+n'.

We show that if k>a, t>a, then xkm+n ~ Xt~+n' ('a' can be



34

negative, zero or positive) and hence

ItBm+n)n(Bm'+n')1 <2a. Letk>a, t>a. Assume

first that k=t. If m=m', then nFn'. So, xkm+n F xkm'+n '•

Then we assume that m > rn'. Then,

(xkm+n) - (xtml+n l) = xk(m-m') + n-n'

~ 0 except in the case when

xk=O and n=n', in which case

the difference between the (k+l)th term onwards is different

from zero.

Now assume that k > t. Then,

even when n=n' because xkm > xtm'.

(2) C,D,E are pairwise disjoint.

We show that OnE = 0, the other two proofs being

similar. If m,m',n,n' e Z such that (m,n) ~ (m' ,ne), then

by (1), I(Bm+n)n(Bm'+nt)1 < w. So by the previous result,

D n s = ~.

(3) For any q,re, ~Z,Z.

( a ) p • q e:. c, (b ) P • q+ r €. 0, (c:J (p+q ) • r €. E.

Le t q, r € ~Z"-Z •

Then, {x~ Z:G/ x E.p}E.q.

To see that p.q E e, let G € p.q.

So pick m€.Z such tha t GI m e p,
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Then IG/mnB1 = w. So IGnBml = w. Then, Gne 1= 9'.
So p.q € C. To see that p.q+r 6 0, let G e p.q+r.

Then {x € Z :G-X£P.q}€r. So, pick n£Z with G-ne p s q ,

Then {x € Z : (G-n) I x€ p}e: q andq€.I3Z,"Z, so pick m>n

such that (G-n)lm E. p , Then I (G-n)/ mnB1 = w. So,

IGn (Bm-n) I = w. So, OnD !:~. Thus p.q+re..D. To see

that (p+q).r £ 0, let G € (p+q).r. Then,

{xe.Z: Gj x€.p+q}e.r. So pick m€Z with G/m€p+q.

Then {z € Z : GI m -x € p} e: q, so pick x £ Z with G[m-x € p ,

Let n =mx. Then I [(Glm)-x]nBI =W, so, IGn(Bm+n)l=w.

So Gn,£ = ~ and hence (p+q).r e E. Let q,r e pZ,Z.

Then p.(q+r) e C and p.q+p.r e D so that p , (q+r) F p s q + p.r.

Also, (p+q).r SE and ps r e 0 so that (p+q).r I: p.r+q.r.

2.2.13. Result. The distributive law fails in ~Z x ~Z

with componentwise addition and multiplication.

Proof follows from 2.2.12.



Chapter III

ARITHMETIC IN ~R FOR DISCRETE R

3.U. Introduction

In this chapter we consider the set R of real

numbers with discrete topology. As in ~N and ~Z it can

be seen that the ordinary addition and multiplication

in R can be uniquely extended to ~R, making (~R,+) and

(~R,.) semigroups 'with identities 0 and 1 respectively.

The extended operations are left continuous and associa­

tive and the topological centers of (~R,+) and (~R,.)

are (R,+) and (R,.) respectively. Though all these

properties are analogous to that in ~N and ~Z, here we

have obtained situations that are in contrast to those

in ~N mainly because, R is algebraically a field.

In section 3.1, we define addition and multiplica­

tion in ~R analogous to that in ~N and discuss properties

characterizing sums and products in ~~.

In section 3.2, using the characterizations

discussed in section 3.1, we obtain solutions to equations

such as p+q = r.s when at least one of p,q,r,s is in Rand

others in ~R'R. We have shown that solutions exist in

the case when the members of ~R'R are strongly summable

ultrafilters on R.
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In section 3.3 we introduce tha concept of

a-remote points in ~X for a discrete topological field X

where w ~ a < Ixl. We have obtained several results using

the arithmetic in ~X using the a-remote points.

§ 3.1. + and • in ~ R.

Taking R , the set of real numbers with discrete

topology, as mentioned earlier, ~R is the collection of

all ultrafilters on R with the following topology.

Let A = {p € PR : A € p}. Then{ A:Af;R} is a base for

the closed sets in ~R. The points of R are identified

with the principal ultrafilters.

Definition 3.1.1. Let p,q € ~ R. We define + and. in

~ R as follows:

p+q = {A~ R :{x € R : A-x € p} E: q}.
ps q ={A~R :{X€R : A/x EP}£ q}, where

for At;: R, and xe.. R,

A-x = ty E. R

A/x ={Y€R

x+Y e. A} = { z-x: z € A}.

xY€ A} = {t/x:Z~ A}, when x~

= R, when x = 0 € A

= ~ when x = 0 f A

Result 3.1.2. The operations + and. are associative

left continuous operations on ~R. If p or q is in

~R'R, then so are p+q and p s q ,
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Proof: We shall prove this for + only. The proof for.

can be similarly obtained.

Let p,q€~R. First of all p+q I=~, because, Rep, Req

and R + R€D+q, since for each x a R, R-x = R.

~ f. p+q, for

~ e p+q =t\x € R :

~{X€R

Let A,S € p+q. Then,

~-x E: p}e. q

~ e p} E: q~ ~ Eo q , not possible.

{x e R A-x E. p} € q and {X€ R :B-x E.p} €. q ,

So {x € R A-xt. p} n {x€. R:B-x e p} € q ,

But {x € R A-x e: p} n tx c R:B-x € p}= {x e: R: (A nB)-x e p} •

Thus {x E R • (AnB)-X€p}eq. Therefore AnB e. p+q.•

Let AC R and assume tha t Af p+q. Then,

{x ER: A-x €. p} f q , So, R'\.{X E R:A-x €. p} €. q ,

But R,,{x E: R:A-x e p} = {x E R: (R" A)-x € p}.

Thus {x ER: (R,A)-x€. p}€q. Therefore, R'\,.A € p+q.

Thus p+ q £ ~ R.

Let P€~R and define f: ~R4 t3R by f (q) = p-q,p p

We show that f p is continuous. Let q e I3R and U be an

open neighbourhood of p--q , Then V = ~R'U is closed set

in ~R. So, V =n z, where Zls are some subsets in R.
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Now, p+q f V. So, there exists Z such that p+q f Z.
i.e., ZfP+q. i.e., {xe R:Z-x €.p}f q ,

Let B = {x£ R:Z-x E.p}. Then, B~ q, So, q, a.
Now C = ~ a,s is an open set in ~R containing q ,

Let r E C. Then r f S. i.e., Bf r.

i.e., {x e R:Z-x£ p} ~ r , i.e., Z 'p+r. So, p+r ~ z.
Hence, p+r~ n z = V. Hence p+r Eo U. i.e., fp(r)€. U.

i.e., fp(C) C U. Thus q t-? p+q is a left-continuous

operation on ~R. To see that + is associative, let

p , q, r ,E. ~ Rand A~R•

A E p + (q+r) ~ {x € R: A-x € p} e. q+r

~{y:€ R: {x e R:A-x € p} - _Y € q}€. r
H \.YE R: {x e R: (A~Y)-~ e. p} € q} e. r
~{Y e R:A~y €. p+q} € t:
.f-+ °A e:(P+q) + r.'

Let p,q E ~R and assume p+q~ ~R'R. Pick X€ R such that

p+q = {A~R:Xe:A}. Then {x}e. p+q. so,{y€ R:{X}- Ye. p}€. q ,

Since Y ~ z ~ ({x}- y) n({x} -z) =~, there must be a

unique y such that {x} - y € p , Then, {x-v} € p and {v} ~ q ,

so both p and q are principal ultrafilters.

Result 3.1.3. The operations + and. are the unique

extensions of + and • respectively on R, which are left-

continuous.
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Proof: We prove the statement for + only, the proof

of • is essentially identical. Let e: R~ ~R be the

embedding, where for x e. R, e( x) = {A ~ R: xe A}. Let

x,y € R. We show that e(x)+e(y) = e(x+y). For this it

suffices to prove that {x+v}c e(x) + e(v).

i.e., {Z€ R: {x+v} - z€e(x)}€ e(v). But for z € R,

{x+v} - z €.e(x) if and only if x+z e:{x+v}. Thus,

{Z€R:{X+V} - zE: e(x)} = {v}.

Result 3.1.4. The centers of the monoids (~R, +) and

(~R,.) contain R.

Proof: Let x € R, P € ~R"R. We shall show that

p+e(x) = e(x)+p, the proof for. being essentially the

same. Let A € p+e(x). Then, {z € R:A-z € p } e e(x), so

that A-x € p .

But A-x = {z € R: x+z € A}

= {Z€ R: XE.A-Z}

= {z € R: A-Z€e(x)}.

Thus, A€e(x)+p. So, p+e(x)~e(x)+p. Both being ultra­

filters, equality holds.

Notation 3.1.5. The principal ultrafilter e(m), me. R

represents m of R and so we denote it by m rather than

e(m).



41

Result 3.1.6. (R,+) is a sub group of the monoid

(~R,+,O) and ( R -to},.) is a sub9roup of the monoid

( ~ R, • ,1) •

Proof: The principal ultrafilter -x is the additive

inverse of the principal ultrafilter x and for x ~ 0,

the principal ultrafilter l/x is the multiplicative

inverse of the principal ultrafilter x.

Coro11a ry 3. 1 • 7 • For p , q e. ~ R, me. R,

m+p = m+q =+ p=q

m.p = rn.q ~ p=q if m ~ o.

Result 3.1.8. For PE I3R,R, m€,R, p+m = {A+m:AE: p}.

Proof: ~ ~ p+m because, ~ ~ p. Let A+m, B+m € p+m.

Then (A+m) n(B+m) = (An B)+m e p+m, since An B E: p ,

LetB~R be such thatB4-p+m. Then, B-m4p. So,

R,(B-m) e p , But R,(B-m) = (R"-B)-m so that

(R'S)-m e p , So, R'B E: p-m , i.e., p+m e f.iR. By the

defini tion 0 f addi tion in ~ R,

p+m = {AC"-R: {X€R:A-X€p}€m.

Let B £ p+m. Then,

{X € R:B-x E: p} e m. So, B-m € p ,

Hence (B-m)+m € p+m. i.e., B € p+m, defined as above.
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Conversely, let C€p+m = {A+m:AE: p}. Then C-m € p ,

So, m€tx e. R.:C-x € p}. So, tx € R:C-x € p}€ m.

i • e ., C € p-m,

We now give the characterisation of sums and

products in ~R. The proofs are omitted being similar

to those in ~N [HI2]·

Result 3.1.9. Let p,q € ~R and Ar::s R.

(l) A e p+q if and only if there exist C€ q and a

f ami 1Y JB : n E: c} C P s uch tha t A => U (Bn+n) •
l n n€C

(2) A £ p s q if and only if there exist C €. q and a

family {Bn : o e C}C P such that A::> U (B. n) •
n€ C n

Result 3.1.10. Let P€ J3R\R, m€ R where m ~ O. Then

there exists q € ~R' R such that q+m = p ,

Result 3.1 011. Let P€ ~ R". R, mE. R, where m I: O. Then

there exists q € ~ R'R such that qvm = p ,

Result 3.1.12. Let p € ~R and nE R. Then there exists

q € ~R such that p+q = p s n if and only if for each-A € p

and each function f: R --1 p, there exists m € R such that

(f(m)+m) n(A.n) I=~.



43

Result 3.1.13. Let p e ~R'R, mE.R. Then there exists

q € I3R such th'at p+m = p.q if and only if for each Ae p

and each function f:R ~ p , there exists ne. R such that

(A+m) n (f(n).n) ~ ~.

Result 3.1.14. Let p,q € ~R"R. Then p+q ~ p.q if and

only if there exists 8e q and a family {An: nE 81 C P such

that (n.An) n (m+Am) = ~, whenever m,n € B.

Corollary 3.1.15. Let p,q E: ~~. Then p+q = p s q if

and only if whenever 8 E: q and a family {An: nE 8} C p ,

there exists m,n E 8 such that (n.A n) n (m+Am) ~ ~.

§ 3.2. Solutions to some equations in ~ R •

Result 3.2.1. Le t P€ ~R'R, ne: R, n I: 1. Then there

exists q e ~R'R such that p+q = p s n ,

Proof: Given p e~R'R, let A € p , Also, ne R, where

n 1= 1 is given. For each ae A, consider A.n - a.

Define, BA = U (A .n-a).
a€ A

Then

<B~0 and BAlnBA2~BAln A2 for Al,A2 € p, so that

~ is a filter base. Let q be an ultrafilter generated

by ~. For this q we claim that p+q = p.n. For this,

let A €. p , Then A.n € p ,n , Also BA € q , We claim that

for at least one m € 8A, A.n-m € p. Otherwise,
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A.n-m ~ p for every m € BA • So, R"(A .n-m) € p for

every m€BA• i.e., ( R"A.n)-m €.~ for every me:BA•

Since AE: p, we get An( R,A.n-m)€ p for every meBA.

Let xc A n ( R'-A.n - mi) for mi E: BA. Then x € A and

x€ (~A.n)-mi. i.e., x€A and x+mi € ~A.n = (R'A).n.

So,

i.e.,

i.e.,

x + mi = y.n, where y € R,A.

mi = y.n-x, where y € R"A.

mi € (R,A) .n-x, where x€ A.

In a similar manner every me BA belongs to (R,A .n}-a

for some a € A. So, we have, BA C; U (R'A.n - a).
a £ A

But by definiti9n

U (A.n-a) ~ U
aE'A a€A

BA = U (A.n-a). So, we have ,
a€ A

( R'A.n-a) which is not possible.

Hence for at least one m~ BA' where,

mE: U (A.n-a)'" U ( R'A.n-a), we should have,
a€A a€A

A.n - ms p , Suppose that for mj€BA, A.n - mj € p,

where mj eU(A.n-a~U( R'A.n-a). Using 3.1.12, for any
aeA aEA

function f: R ---7 p, f(mj) € p ,

So, f(m j ) n (A.n - mj) € p , If z e f(m j ) n(A.n-m
j

) , then

i.e., z + mj € (f(mj)+mj)n A.n so that,

(f(mj)+mj) n (Av n ) I: 0. Thus p+q = p s n ,
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This is contrast to what we have in the case of N.

Remark 3.2.2. Let p,q£ ~N'\.N andn€. N'\.{l}. Then,

p+q ~ pon [ HI2].

Resul.t 3.2.3. Let PE: fjR"R, mER, m 1= O. Then there

exists q € ~R'\.R such that p-m = p s q ,

Proof: Given p E: ~·R'R, let A € p , For each a € A, a ~ 0,

we take the set (A+m)/a, where m€ R, m f; 0 is given.

Then ~ = { BA :A E: p} is aU
a€A
at 0

filter base. If q is any ultrafilter generated by~ ,

Define BA =

then we can show that for this q, p+m = poq.

As in 3.2.1, we can prove that for at least one n € BA'

n E. U (A+m\ U (R~ (A+m)\
a€.A a a€A a 'J
a~ 0 a~ 0

A+m
5 ay nk' :Ok e. p •

Using 3.1.13, if f: R --+ p is any function, then f(n k) £ p.

So, f(ok) n e~~Km) €. p , If x €. f(n k) n (A;;), then,

Hence, p+m = p.q.

Remark 3.2.4. We do not know whether the equation

p+m = p, q ha s solutions wi th m€ Nand p € ~N'\. N [HI 2].
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Result 3.2.5. Given p € ~R' R, there exists q € ~R'R

such that p+q = poq.

Proof: Given p € 13 R'R. Let A € p ,

Define BA = {b:r, b!: 1, a,b£ A}.

Let ~ = {BA:A (p}. Then <2 is a fil ter-base. Let q be

any ultrafilter generated by ~. For this q, we claim

that p+q = p.q, for,

Let C € q and {An: n € c}e p , Since ({j genera tes q, C=BA,

for some A € p , Then tA nAn:n £ c}c p , The number of

elements in BA is the same as the number of sets An A ,
· n

which belong to p , Also, for each me:BA, AnAmc.A so

that BA nA ~ BA and the number of members in BA equals
m

the number of sets BA nA ' m€ BA • So we have
m

BA = U (BA n A ). Let the members in BA be such that
j € BA j

whenever mj € BA' then mj is a member of BA n A • Consider,
mj

any nk € BA. Then by defini tion, nk €. B(A nA
nk).

So

nk = b:l ' b !: 1, a,b C An An. So (b-l)nk = a.
k

i.e., b.nk = a+nk, where b.nk €. (A nA
n k)

.nk and

a+n k £ (AnAnk)+nk• Thus « AnAnk)+nk)n«AnAnk).nk) !:~.
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Hence, (An +nk) n (An .nk) ~~. Hence, using the
k k

corollary 3.1.5, we have p+q = p.q.

Definition 3.2.6. An ultrafilter P€ pR'R is strongly

summable if and only if for each A e p , there exists

B € [A]w such that FS(B)~A and FS(S) €. p, where,

FS(B) = {tF: F E: (Pf(B)}. Here [A]w means infinite

subsets of ~ and @f(B) denotes finite subsets of B.

Result 3.2.7. If p is a strongly sumrnable ultrafilter

in ~R'R, then so is q in each of the following equations.

(1) p+q = ps n , given pe:pR'R and nE:R, n 1:'1.

(2) p+m = p s q , given P€ ~R' R and me R, m ~ o.
(3) p+q = ps q , given pe pR'R •

Proof: We prove only the first one, the proofs of the

second and third being essentially identical. The existence

of q € ~R' R in ea ch of the above equa tions has been proved

in the previous results. In (1), given p~ J3R'R, ne R, n~l,

we have obtained q to be any ultrafilter generated by the

filter base~={BA:Af:.P}' where, BA = U (A.n-a). Since
a€A

p is strongly summable, for each At, p, there exists C € [AJ(&)

such that FS(C)~A and FS(C)e. p, by definition. For each

A € p, we have BA € q and FS(C)€ p means BFS(C) € q, by the

definition of q.



48

Also, C £ [A]w ~ BC E: [BA]W and we have BFS(C)= FS(B C)'
for,

Let z € FS(BC) •
m

Then, z = I xk' where xk £ BC.
k=l

m
i.e., z = I (ck.n-bk), where ck.n-bk with Ck,bk€C,belongs to BC

k=l
by the definition of BC.

m m m
=( I ck).n - ( I bk), where I bk=b E: FS(C)

k=l k=l k=l

= b.n-C

E.BFS(C)' by definition.

m
I ck=c e FS(C)

k=l

Conversely, let y€BFS(C). Then, y = a.n-b, where a,b€FS(C).

m p
i.e., y = ( I ak)·n - ( I bk), where,

k=l k=l

m p
a = 1: a k and b = 1: bk, a,b being members of FS(C),

k=l k=l

So, y

or y

=

=

m
I (ak.n-bk) if m>p, where we take bp+l= •.. =bm=O

k=l

p
I (ak.n-bk)if p>m, where we take am+l= ••• =a m= O.

k=l

Therefore, y € FS(BC)' since ak.n-bkE. BC' for k=l, ••• ,m or
k=l, ••• ,p.
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Therefore, BFS(C) = FS(BC) so that we have the desired

requirement.

§ 3.3. a- remote points in pX, for a discrete topological

field X.

Convention 3.3.1.. X 1s a discrete topological field.

Definition 3.3.2. [CO; NE]. Let p € ~X. The norm of p

denoted by 11 p 11 is defined by IIpll = min {I z1: Z € P1·
P is said to be k-uniform if IIplI > k , The space

Uk(S) = {p € ~X: IIpll > k 1is closed in sx ,

Definition 3.3.3. Let w ~ a < [x] , A point PE ~X is

said to be a-remote if p ~cl~XD, where DC.X such that

101 ~ a. For k > a > w, every k-uniform ultrafilter in

~X is an a-remote point. Also, if p is a-remote in ~X,

then p is ~-remote for ~<a. So, p will be ana-non-remote

point if p €Cl~xD "for some DcX such that lolt a.

Result 3.3.4. Let p be an a-remote point in ~X. If me. X,

then, p+m is an a-remote point.

Proof: We have, p+m = {A+m:A€ p} and p J---7 p+m is a

homeomorphism. So, if p+m € clpXD, where 0 C. X such tha t

1°1'f a, thenD € p-m, i •e., D""m e p , i • e. t P c cL. (D~m) ,sx
where D-m c. X and 10-ml:j- a t which means tha t p is CI-non-remote.

So we must have p+m a-remote in ~X.
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Result 3.3.5. Let p be a-non-remote. Then for any

m€ X, p+m is a-non-remote.

Result 3.3.6. Let p,q be a-remote. Then p+q is a-remote.

Proof: Suppose that p+q e. cl~XD, where Dc. X such that

IDI?-a. Then D€p+q. So, B = {xeX:D-XE. p}€.q. For

anymeB, D-mEP. i.e., Dep+m. So, p+m eclf3 XD,
whichis·a

contradiction by Result 3.3.4. So p+~ must be a-remote.

Result 3.3.7. Let p be a-remote and q a-non-remote in

~X. Then p+q is a-remote and q+p is a-non-remote.

Proof: Suppose that p+q is not a-remote. Let p+qE: cl~XD,

where DC X is such tha t IDI t a. Then D € p+q. So,

A = {x € X:D-x e p}€q. Then for every ms A, D-me p ,

i.e.,D€p+m. So, I>+-m eclf3XD,
which is a contradiction,

because of Resul t 3·3·~.Thus p+q is a-remote.

Suppose that q+p f cl~XD for any Dc X with IDIf a. Then

D f q+p~ X,D E q-sp ,

~ B ={X€ X: (X'D)-x € q} E p ,

So for any me:B, X'O-m€q. i.e., X'O ea q-sm, Hence

D ~ q-sm, i.e., q+m, cl~XD for any DcX with IDI f -a,

which is a contradiction because of Result 3.3"5. Thus q+p

is a-non-remote in ~X.
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Result 3.3.8. If p is a- non remote and q is ~- non

remote for ~<a, then p+q is «-non-remote a.nd q+p'is

p-non-remote.

Proof: Suppose that p+q f clt3 x D for any 0 C X such that

IDlfa. Then, as in Result 3.3.6, we obtain a contradiction.

So p+q is a- non remote. Similarly, we may prove that q+p

is p-non remote.

Result 3.3.9. If P is a-remote and q 1s p- remote then

p+q is a-remote and q+p is ~-remote.

Result 3.3.10. We have the following similar situations.

Let w ~ ~ ~ a.

( 1) P is a-remote, q is ~-non remotes+ p+q is a-remote,
q-p is l3-non remote.

(2) p is a-non remote, q is ~-remote~p+q is a-non remote,
q+p is p-remote.

Result 3.3.11. Given that p is a-remote in ~X, where

w ~ a ~ [x}, n€ X, n~1, there exists q a-remote in ~X

such that p+q = p.n.

Proof: As in ~R, it can be shown tha t given p E ~X, n € X,

n ~ 1, there exists q € ~X such that p+q = p s n , where we

obtain q as the ultrafilter generated by the filter base

~= {SA:AE: p}, where BA = U (A.n-a) [Result 3.2.1].
af.A
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(Here A. n ={a. n: a E. A} and -a is the addi tive inverse

of a). Now, given that p is a-remote, we have IAI > a

for every Ae. p so tha t IBA I > a for every BA € ~ and so

q genera ted by cB is also a-remote.

Result 3.3.12. Given p a-non-remote in pX where w,a<lXI,
n € X, n~l, there exists q a-non-remote in ~X such that

p+q = p.n.

Proof: As mentioned in Result 3.3.11, we have for a given

pe ~x, n s x , n ~ 1, a qE:~X generated by the filter base

®= JBA:A€ p"\., where BA = U (A.n-a) (Result 3.2.1).
l J a€A '

Given that p is a-non-remote we have, p € Cl pX D wi th

IDI1 a. For this D, we get BD = U (D.n-a) where,
aeD

ID.n-alia for each ae D so that IBDI1- a. Thus q£ clpX BD'

where IBD Ij a. Thus q is a-non-remote.

Result 3.3.13. Given P€ ~X, a- remote for w,a<IXI, m€ X,

m -f; 0, there exists q e: ~X, where q is a-remote such that

p+m = p.q. When p given is a-non-remote, then so is the

solution q.

Proof: We can proceed as in Results 3.3.11 and 3.3.12 once

we know that given P€ ~X, ms x , m 1= 0, q can be obtained

as an ultrafilter generated by the filter base
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U (A+m).a-1 •
a€ A
al: 0

(where a- l denotes the multiplicative inverse of a).

[Result 3.2.3].

Result 3.3.14. Given P€ ~X, a-remote, w<a~ lxi, there

exists qe:. ~X, a-remote such that p+q = p s q , When p is

a- non remote, then so is q.

Proof: Proceed as in Results 3.3.11 and 3.3.12,. where q is an

ultrafilter generated by the filter base ~ = {BA:A€ p},

where, BA = U A. (a_l)-l (Result 3.2.5).
a€ A
a~ 1

Remark: In the case of ~R, the above situations do

not hold, once we assume the continuum hypothesis. But

in the background where we assume negation of· continuum

hypothesis, then the above definitions and resulUhold

in ~ R •

--



Chapter IV

ARITHMETIC IN THE LMC-COMPACTIFICATION OF R

§ 4.0. Introduction

We shall take R to be the set of real numbers

considered as semitopological semigroup. Let Cb(R)

be the C*-algebra of con~inuous and bounded complex­

valued functions on R and ~R, the Stone-eech compacti­

fications of R. Then ~R is the space of continuous,

multiplicative linear functionals on Cb( R) and ~R is

compact in the weak * topology and the Gelfand map
A ~

f ~~ f defined by f(~) = ~(f), ~ e ~R is an isometric

isomorphism of Cb(R) onto Cb(~R).

In [BA; BU] it has been proved that for a large

class of semigroups S, it is impossible to introduce an

Arens type product onto ~S, in particular, this is so if

S is a closed subsernigroup of a locally compact group

which is neither compact nor discrete.

In [MI], Mitchell has introduced the space LMC(S)

(a C*-sugalgebra of Cb(S». It is easy to see that there

is an Arens type product on ~S, if and only if LMC(S)=Cb(S).

So, if (p,pS) denotes the canonical LMC(S)-compactif1cation

of S, then it is of interest to study pS as a semigroup,

particularly when S = R.



In section 4.1 we include the preliminaries

required for the construction of (p, pR), in order

that pR can be studied as a quotient space of ~R •

In section 4.2 we construct pR as the family of

equivalence classes of z-ultrafilters on R so that pR

is the quotient space of~. We then extend the operations

addi tion and mul tiplication on R to p R which ma kes p R

left-continuous semigroup with respect to + and with

respect to • •

In section 4.3 we characterize the sums and

products in pR •

In section 4.4, using the characterization of sums

and products in pR, we have shown tha t there exist solutions

for equations in pRof the formr+~= 0:.13, where at least

one of r, ~ ,0:,13 belong to R. This behaviour of pR is in

contrast to that of j3N [HI2].

§ 4.1. Preliminaries

This section is devoted to a review of the main

definitions and results which are needed for the later

results. These are not original and they are included

here for the sake of completeness; in the treatment of

the topics which relate to them, we follow [BE; JU; MI],

[RU3], [WI].
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4.1.1. Convention. S is a separately continuous,

completely regular, Hausdorff topological semigroup.

4.102. Definitions

( 1) Let s E Sand f be a function on s. By the left

(resp. right) multiplication by 5 in S, is meant the

mapping ?\'s(resp. f s ) defined from S into itself by

?\.s(t) = st (resp. fs (t) = ts) for all t £ s.

(2) The left (resp. right) translate of f by s is the

function f. ~s (resp. f. Ps) which we will denote by Lsf

(resp. Rsf).

(3) A set F of'functions on S is said to be left

(resp. right) translation invariant if Lsf (resp. Rsf)

belongs to F whenever f e. F and s € S. F is sa id to be

translation invariant if it is both left and right trans­

lation invariant.

(4) A sUbalgebra of Cb(S) is said to be perfect if it

is a translation invariant C*-subalgebra of Cb(S) contain­

ing the constant functions.

(5) Let F be a left translation invariant normed vector

s ubspa ce of Cb(S). For each J.1 E F*, the topological dual

of F, a bounded linear mapping T is defined from F into. IJ.
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8(S), the set of all bounded complex-valued functions on

S, by

T}.1 f ( 5 ) = }.1 ( L5 f ) for a 11 f £ F and s 6 s.

The space F is called left introverted if T}.1f € F for all

f e. F and lJ. E F* . In the si tua tion where F is a Banach

s~b-algebra of Cb(S), F is said to be left m-introverted,

if T}.1 f e F for all f € F and }.1 € At F, the maximal ideal

space of F.

(6) Suppose that F is left m-introverted and perfect.

By an F-compactification of S, we mean a semigroup com-

pactification (},X) (i.e., a pair (}',X) such that X is

a compact right topological semigroup and ~ is a continuous

homomorphisrn from S into X) of S with the properties

(Here C(X) is the set of all continuous complex valued

functions on X and 1\ (X) is the set 0 fall x e X such tha t

(\x is continuous).

4.1.3. Theorem ([BE, JU, MI], p. 100 Corollary 2.6).

Let F be a left m-introverted perfect 5ubalgebra

of Cb(S) and let ( y., 1 ,Xl) and ("r2 ,X2) be F-compactifica­

tions of S. Then there exists an isomorphic homeomorphism
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~ from Xl onto X2 such that 95. '1'1 ="'2-

4.1.4. Proposition ([HA],p. 6, Proposition III 2.5).

Let (1t,X) be a semigroup compactification with

property (cl). Then, F = { f -y.. :f E C(X)} is a left m­

introverted perfect subalgebra of Cb(S). Then ('t ,X) is

an F-compactification of S.

4.1.5. Definition ([BE; JU, MI]).

We have the following subspace of Cb(S).

LMC(S) = {f € Cb(S):s H ~(Lsf) is continuous on'S for

all ~ e ACb(S)}- This is a left m-introverted perfect

subalgebra of Cb(S)- Hence S has an LMC-compactification

(p,pS). An important fact about (p,pS) is that it is maximal

with property (cl) in the sense that it has this property

and given a semigroup compactification ('t ,X) of S wi th

property (cl)' there exists a continuous homomorphism T

from pS onto X such that }= r.p.

Theorem [HA]. Let F be a left m-introverted perfect

subalgebra of Cb(S) and let (~,X) be an F-compactifica­

tion of S. Then t is a homeomorphism from S into X if and

only if for every closed subset A of Sand s £ S" A, there

exists f E F such that f(s) = 1 and f(A) = {o} .
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LMC (R) sa tisfies the above properties and p: R~ pR

is a homeomorphism where pR is theoLMC-compactification

of R.

§ 4. 2. pR a 5 a qu 0 tient 0 f .~R

By definition, [BE; JU; MI], we have,

LMC (R) = { f e. Cb(R) : x~ ~ (Lxf) is continuous for

every ~ E: 13 RJ' where Lxf is defined by

So, p t R ---4- pR is defined as

We can write

for eve ry ~ € 13 R, f E. Cb( R) .

Given t s R, define,

~(t) = {f6 =1= Z(f·'?\.t): f € Cb(R), 1. Z(f·(\t)}.

Let ~* (t) = {CB t : ~t is a maximal Z-fil ter base in :3'( t)}

Collect all the z-ui traiil ters genera ted by a ~t ( ~* ( t )

and identify them. This identification is an equivalence

rela tion in ~R"R.
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If <B
t

€. ;r* (t) and t I: s, then there exists

(Bs E: 1(s) that is "disjoint" f rom mt • ( i.e., there

exists zl £ CBt and z2 € &>s such that zl n z2 = ~ so

that theZ-ultrafilters on R generated by ~t and(Bs

are different~ ) •

The principal Z-ul trafil ter e( t), t £ R, where

e: R --? ~R is the embedding, is generated by the Z-filter

base

;f~(t) = {Z(f. ~t):f £ Cb(R), lE Z(f. t\t)}

= e(t) - {Z(f):feCb(R),t€Z(f)}.

This extends the above equivalence to the whole of ~R

which is trivial on R.

4.2.2. Result. The equivalence defined above can be

described alternatively as follows. Let, YIJ.,IJ.' € ~R •

Then IJ. ~~' in ~R if and orily if.

" 1\
( f • ?\. t) (IJ.) = (f. ?\. t) (IJ. I ), f € Cb(R), for some t Eo R.

Proof: For IJ. E f3R, l(1J.) = {f. A. t : f € Cb( R) and

IJ. e clf3R ztr , ~t), tER fixed} and IJ. == IJ.I if and only
+-- i-;

if Z(~) = Z(~,). This translated into Z-ultrafilters

will give the result.



61

4.2.3. Result. Let Y be the set of all equivalence

classes with the quotient topology; Then Y is the LMC­

compactification pR of R.

Proof: With each f .'ht £ LMC(R) , associate a function

geRY as follows. g(y) is the common value of (f.~t)(~)

a t every point tJ. £: y. Thus, f = g.1:', where -r:~R --. Y

is the map which assigns to each tJ. € ~R, its equivalence
,

class L~. Let C denote the family of all such functions g.

i.e., geC' if and only if g.L"£LMC(R). Now, the weak

topology on Y induced by Ct is the quotient topology, for,

by definition, every function in Cl is continuous~ on Y.

Hence ~ is continuous.

If y,y' are distinct points of Y, then there exists

9 € C' such that g(y) f; g(yt). Thus Y is Hausdorff. Hence

Y is completely regular.

Consider any function h € Cb(R) • Since"'C is contin­

uous, h. -C is con tinuous on Y• This says tha the. C'.

Therefore, C'~Cb(R). Thus C'=Cb(R) and this mapping

9~ g.1: is an isomorphism.

Here T is a quotient mapping, for, given any closed

set Ar;,. R and x € R\A, p (.») € pR and A = F n pR, for some closed

subset F of pR. Since pR is compact Hausdorff, it is
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completely regular. So, there exis ts 9 e Cb(pR) such

that g(F) ={o} and g(p(x))=l. Let f = g.p. Then

f € LMC(R) and f'{A) ={OI and f'{x ) = 1.

4.204. The members of pR will be denoted by r,~,~ etc

where r = [CBt ] for some t € R means that r is the equi­

valence class of all Z-ultrafilters generated by the

Z-fil ter base CB t € ~* (t) •

4.2.5. Definition. Let r, 't, E: pR. . Suppose tha t

f= [cBt ] and~= [~s] for some t,s €. R.

Define,(Bt +~s ={Z~R, Z closed: {X€,R:Z-X E:~t}€~s1.

Similarly,

(1))t·(I)s = {Z~R, Z closed :{XE.R:Z/; ~t}E:~sl'

where,

Z-x = {z-x z £: Z1and

Z/X = {z/X z( z}, when x I: 0

= R when x = 0 € Z

= ~ when x = O~ Z

4.2.6. Resul t. ~t + ~s and (Gt· 6D s defined above are

Z-filter bases.



Proof:

63

We give the proof for '+' only, that for
, ,.

being identical. Let ~t e ~* ( t }, a1s € :1* (s) •

Let Z(f'/\t) c ~t' Z(g. A. s ) €. <B s • Then,

cl R (Z'f.~t) + Z(g·~s» € ~t +CB s so that cat + l8s 1= 95,

where,

Now, 95 f <J?>t +<f,s ' for

95 £ <Bt + cBs ~ {x E: R 0-x E: ~t} € cBs

~ {x e R 95 ~ lP.l t 1£ CBs
~ 95 e: ~s which is not possible.

Let Z,Z'( (Bt+ d?>s. Then,

{X€ R:Z-x ~lBt1£: lBs and {x e. R:Z' -x £.<2 t Je.dPs·

Now, {XE:R:Z-x£:~t}n{xcR:Z'-X € (JOt} ={X€R:(ZnZ')-x E: ~t1·

aDs' being a Z-filter base,

{x £. R: Z-x £.~t1 n {x £ R: Z' -x e.l1Ot ) contains a member of ~ s.

Thus, {x€.R:(ZnZ')-x €~t} £(12)s· So, z nz: £ dO t + d3 s •

Thus, ab t+ lBs is a Z-fil ter base.

4.2.7. Definition. Let r= [ffi t ] , ~ = [(Bs]' where

<at e :t*(t),~s€ ;1-*(5) for some t,seR. Define

r+ ~ = [(Bt+s]' where <1bt+s £ :f*(t+s) is such that every
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Z € (Bt + CP.>s is contained in some Z I E. cI\+s. Define

*r.~= [(Bt.s], where CB t •s £ ~ (t.s) is such that every

Z E: <1\. £E>s is contained in some Z' E: ~t, s •

4.2.8. Result. Given a1 t , ~s' there is some ~t+s e. ;f'(t+s)

such that for every ZE:<Bt + cBs ' there is some Zl e (Bt+s

such that Ze Z', and hence the addition in 4.2.7 is well

defined.

Proof: Given ~ t £ ;t* (t), ~ s ( 1*(s), let Zl=Z( f .at ) £ a'b l

Z2 = Z(g.~s)~~s~ Then

(1)

Let z£Zl+Z2. Then z = x+y, where x € Z(f·~t)' Y€Z(g.?\.s).

So f(tx) = 0, g(sy) = O.

i.e., f( ~+s~~ ) = 0-rt+s z

if s+t ~ 0, z ~ o.
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Thu s z € Z( f 1 .?\. t+ s ) n Z( g1 •A.t+s ) = Z«f 1+g1) •~ t+ s ) £ (1)~+ s

for some ~t' £;t* ( t+s) • Therefore,
+s

(2)

Now, if Zo is any member of ~t+(f3s' then,

Zl = Zo nclR(zl+Z2)E: CBt+lBs• As explained above, we get

a member Z'£ ~t+s such that Zl C Z', since cP>~+s is maximal

with respect to finite intersection property. Since

" ' "Zl C Zo' we obtain a Z E: <a t+s such that Zoc Z , where,

Z" and Z«fl+gl) .~t+s) meet in Z' E: cB t+s. Thus ~very

Z 10 to. it· d' b f JC..t'+sE. -:1*(t+s).£. \J~t+~s s con a ane an some mem er 0 w ~

If t+s = 0, then s = -t so that Ci\ =(fl-t.

But ce>_t =~~ for some (Bi c ~*( t). So we need consider

only CP.>t+ <Bi in which case also we get the above conclusion.

Similarly when z = 0, we can obtain the same result.

Now, if <P.>t = a?>1!' and cBs = 60s' , then by the above

argument, every Z ~ ffi>t + lBs is contained in some Z' E: cBt +s •

Similarly every Z C (JOt1 + (BSi is contained in some z'c (Bt'+s'.

But ~t+ cP>s = CBt , + (Bs' • So, every member of <Bt +s should

meet some member of ~tt t and the maximality of+s
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ffit+s ,((1t'+s' imply that ~+s = cP:>t'+s' - Thus the

addition in 4.2.7 is well-defined.

4.2.9. Note 1. We have a similar result for the product

defined in 4.2.7.

Note 2. Given <Bt +s ' there is some <Bt E: :l*( t) ,

say a>'t ' and some CBs (. ;t* (s), say, (f>~ such tha t every

Z( lBt +s is contained in some Z'E CB't + (JO's •

Proof is similar to that of result 4.2.8.

4.2.10. Result. Addition and multiplication defined in

pR are left-continuous.

Proof: We give the proof for '+' only.

Define f: pR --+ pR by f(t,) = r+ '{" where f = [ (Bt] and

'(,= [~s] for some t,s €. R so that r+~= [~t+s]' where,

(Bt+s c 1*( t-s s ) is such that every le.l!jt+s contains some l'

in c2t + lP>s - If q: ~R --7 pR is the quotient map and U

is an open neighbourhood of r+ 't, then q-I(U) is open in ~R

and every member in [~t+s] lies in q-I(U)_ Then ~R_q-I(U)

is closed in ~R and we have ~R - q-I(U) = n z, for some

zero-sets Z in R, where, Z = {All l-ultrafilters on R

containing Z as a member}_ So, no member of [~t+sJ
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belongs to nz. So some zero set in this closed set

n Z, say Zo,does not belong to (Bt+s· So, Zo~ <Bt + lBs

by definition of CB t +s • i.e., B ={x £R:Zo-x (cBt}f (Bs.

L, e., B~ cBs • So no member of ~R -, R genera ted by c:Bs

belongs to B = cl~RB. So, every Z-ultrafilter generated

by~s belongs to ~R - B , which is an open set in ~R.

So,'!,= [lB's]Eq(~R-B) =W (say), which is open in pR.

If i1e. pR is such that ~ €. W, say, t, = [ce>r] , for some

r €. R, then B ~ cB r • i •e , , { x E:. R: Z0 - x e: (B t} f <Br.

i.e., Zo' ~t+lBr ' and so Zo ~ cBt +r • So, no member

belonging to [(Bt+r] belongs to n Z. i.e., Every

member generated by lB t+r belongs to 13R- nz = q-l(U).

i.e., [(.Bt+r]e.U. i.e.,r+~E.U. Thus, f is continuous.

4.2.11. Result. The operations + and. in pR are

associative.

Proof: We give the proof for '+' only.

Let f = [lBt ] , 't,= [iBs ] , ~ = [~r] be members of pR, for some

t,s,r€ R.
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Z E. ~t+( ctJs+ (8r)# {g E: R: Z-g f ~t} € <B 5+ CB r

# {hE. R:{9 €.R:Z-9'E,(Bt}- h£~S1 € ~r

# [ h e. R:{9 € R:(Z-h)-g £ CAt} € (BS}E.(Br

#{hER: Z-h£CGt+lBs}e.(fjr

{9 Z c «(8t+C1?>s> +CB r•

Thus the two Z-fil ter bases CB t + (CB s+ (Br> and

(CB t + <Bs > +CB r are the same. ·But p+ ('t,+!,> = [<Bt+(s+r>],

where, CJ?lt+(s+r) € ~* (t+(s+r» is such tha.t every

z e cBt+(s+r) contains some Z'e ~t + (<Bs+<Br) and

( f + 't,) + i, = [CB'(t+s )+r ], where (B ( t+s )+r £ ;( «t+s )+r)

is such that every Z € cB (t+s)+r contains some member of

«(Bt+(Bs)+tBr• So, we must have d3t + ( s+r ) = f2J' (t+s)+r '

because the two Z-filter bases belong to ~*(t+s+r).

Th us, p+ (~+~) = (r +~) +~ •

4.2.12. The operations + and. are associative left­

continuous operations on pR which extend ordinary addition

and multiplication on R.

Proof: For any x,Y€ R, we have by definition,

p(x) = the equivalence class consisting of the Z-ultra-
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filter e(x) '[e:R~ ~R is the embedding of R into ~R]

generated by the Z-filter base,

1 i ( x ) = {~ I: Z( f •ax) : 1 S Z( f •~x ), f e. Cb(R)1
= e(x) = {~ 1= Z(f):x E.Z(f), f € Cb(R)}.

Similarly we have p(y) = e(y).

4.2.13. Result. The centers of the semigroups (pR,+)

and (pR,.) contain R.

Proof: Let .x e. Rand f = [lBt ] e pR'R for some t eR.

'vVe shall show that f+p(x) = p(x)+ r, the proof f or • being

essentially identical.

Consider r+p( x}, where r = [lBt ] and p( x) .= ~'i (x)]

Now, Z £ cB t + :ti(x)~ {y e. R: Z-Y E:£Bt } e it!( x)

~ Z-l£ .~t, because 1 belongs to

every member of ,i(x).

But Z-l = {z £. R: l+z € z}

= {z e. R: 1 € z-z}. i.e., Z-z intersects every

member of :tic x) •

= {z €. R: Z-z € :+i<x)} •

Therefore {z E R: z-s £:fj: <x)1E CBt •

Therefore Z € :ti (x) + cB t •



70

Thus ~t + ;t~(x)C~I(x) +<f>t· A similar argument yields

* *:fleX) +(Bt ~(Bt + :flex). Thus every member of (Bt+x

which generates members of f+ p(x) (and cB x+ t ) contains

members of cP>t + :t~(x) and ~~(x) + CBt • So [cBt + x ] =[ <Bx+t ] ·

i.e., f+p(x) = p(x) + p.

4.2.14. Result. Let r= [<et] e. pR, where te.R and m e B ,

m I: O. Then, p+m =f+p(m), where, p(m) = [;t~(m)J is

such that f+ p(m) is the class of all Z-ultrafilters

genera ted by Z-fil ter base ce>t+m = { Z+m:Z€ cBt}.

Proof: By m we mean p(m), where p(m) is the class

consisting of the Z-ultrafilter e(m) [where e:R -+ pR

is the embedding] generated by the Z-filter base.

Let F+p(m) = [lBt+mJ· Then ZE: cB t +m ==} .Z:)Z', where,

Z' E cB t + :t1(m) ~ Z' e. <at + e(m)

. =9{X€ R:Z'-x£'cB t} € e(m)

==} Z'-m€~t=9' Z'E: ~t+m (defined as above)

Conversely,

Z' € c:B t +m :::9' Z'-m c $t and m e: e(m)
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=} { m}C {x € R:Z t -x e cB t J
=} z' € cB t + e(m)~ z' ( cB t + ~1(m)

So, every member of cB t +m which generates r+p(m)

contains some member of (Bt+m = { Z+m:Z € d3t } and

C1?>t+m is a Z-fil ter base. Hence, r+m = [<Bt +m] =[ (Bt+m] •

4.2.3. Result. Let r= [cB t ] € pR for some t € Rand n €R,

n F 1. Then r. n = r.p(n), where, p(n) = [~1(n)], is

such that r.p(n) is the class of all Z-ultrafilters

generated by the Z-filter base CBt. n ={z.n: Z e:({3t} •

Proof is similar to that for addition.

We now have the following characterizations of sums

and products in pR.

§ 4.3 Sums and Products in pR

4.3.1. Result. Let r,'l,€pR, where f= [cBt ] , ~= [(8s]

for some t,s £ R. Let Z,R be closed. Then,

(a) Z e (Bt +c:B s if and only if there exists Z' € cB s and

a family {Bx: x € Z'] ccB t such that (U V 'c Z, where,
x e Z' X)-

for each x€ Z', Vx is closed locally finite subset of R

such that V c Int(B +x) and {V -x: x € z'l c CB •x x x J t
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(b) Z £ ~t • ~s if and only if there exists Z' E: <e s

and a family { Bx: x € Z'} C ~t such" that ( x~ Z' V¥- Z,

where, for each x € Z', Vx is a closed locally finite

subset of R such that VxC 1nt (Bx.X) and{Vx//X€ Z'}cCBt•

Proof: We establish (a) only.

Necessity: Suppose that Z €. <Bt + <B s • Then by defini tion,

Z' = {XeR:Z-X €cBt}E:CBs• i.e., Z'€cBs• Put Bx=Z-x,X€Z'.

Then, {Bx:X€ Z'} c(13t' Now,

l1.= {Int (R - (Int (Bx+X»:X€ Z'} U{Int(Bx+x):X£. Z'}

is an open cover of R. Since R is paracompact, tlhas a

closed locally fini te refinement, say ~ • Let

'\[' = {vx €.,,: Vx clnt (Bx+x), xC Z'}. Then ", is a

family of locally finite closed sets. So LJ V is
x e Z' x

closed and (U V x\c Z. Here, for each x £ Z', we have
x E: Z' T'

Vx C. Int (Bx+X)' So, Vx-x C Int Bx C Z-x, where Z-x e <at'

which means tha t Z-x' = Z( f. t\. t) for some f E Cb(R) • Also,

for each x £ Z', Vx-x is a closed set in R and hence a

zero-set, say Vx-x = Z(h) for some h e Cb(R). So,

f6 f; Z(h) C Z( f •i\t)' So, Z(h) = Z( h) n Z( f •(\t), whi eh is

a zero-set in R belonging to ~t' since,
2 2

Z(h)n Z(f.1lt):JZ«g +f ).~t)' where, g= h"."'I/t€Cb(R).

Thus, {Vx-x:x s z,] c<Bt.
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Sufficiency: Suppose that there exists Z'€CB t and a

family { Bx: x €. Z'} C cBt such that (x~Z' V4=- Z, where,

for each xeZ', Vx is a closed locally finite subset

of R such that VxC Int(Bx+x) and {Vx-x: x € zj c <Bt.

It suffices to show that( U V\€. cBt + CB. Suppose
xE:Z" S

not. Then, if IJ. € [CBt +s ] ' th en there exists

AS,R ,ru Vx)SUCh that A€~. But ~ is generated
\X € Z'

by cB t +s • So, there exists BE. CBt + c:Bs such that B~A.

Now, B€ cBt + CBs =} C = {x € R: B- x € cB t } € lBs • A1so,

Z' £ ffis • So, there exists Dec:Bs such that DcCnZ'.

Pick nE: D. Then, B-n ~<St. Also Vn-n € <Bt. Pick

y € (B-n) n (Vn-n). Then y+n€ B nVn, a contradiction.

4.3.2. Result. Let r = [CB t ] € pR\ R and mE. R. Then,

(a) There exists ~ e pR'R such that ~+m = r.
(b) There exists '(, e. pR'R such that '(,.m = r, m 1= o.

Proof:

(a) Define cB s = {z-m:z ~ CBtJ. Note that CB s is

contained in (Bt ::; (Bt + (B •-m -m

(b) Define CBs = {Z/m: ze.d3t J. Then (Bs is contained

in lB t / m = c.B t • ~l/m.
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4.3.3. Result. Let rE: pR'R, where r = [~t] for

some t € R and let m€ R. The following statements are

equivalent.

(a) There is some 't, = [<Bs ] such that (Bt+m = CBt • s •

(b) For each Z €<Bt , there exists n € R such that

(Z+m)/ n € d't •

(c) For each function f: R~ (Bt' there exists n€ R

such that (f(m)+m)n(f{n).n) I=/J.

Proof: (a) ~ (b). Note first that ~ ES pR'R. We have,

d3t +m = CBt •s. Let Z € cB t • Then Z+m E. CBt+m. So,

Z+m € cP>tos. So, Z+m.:> Z', where Z' € £Bt. (Bs so that

Z' = Zo+m € cB t • <Bs ' where Zo € cB t • So {x £. R: (Zo+m~E.lBt}e.lBs'

and hence is infinite. So, there exists ne R such that

(Zo+m)/n€~t' which means that (z+m)/n€~t' by maximality

of (13t.

(b) ==> (c). Let f:R-»(Bt. Then f{m)€ (Bt. So pick n€ R

such that (f(m)+m) / n €~t. Let y € f{ n) n (f{m)+m) / •n _

Then(f(m)+m) n (f{n).n) 1= ~.
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(c) =} (b). Let Z € <'Bt. Suppose that for each n € R,

one has (Z+m)In ~ d3 t • Consider,

u = { Int(Z+m) In : ne R}U{R-(Z+m) In : ne: R}. Then U is

an open cover of R. Since R is paracompact, tl has a closed

locally fini te refinement, say 1[. Let

'\f' = {VnE.\f: VnCR - (z+m)/n ' nE: R}. Then 1[' is a

family of locally fini te closed sets. So (U Vn) is
VnE:'\f'

closed. Define a function f:R --7 ~t' by

f(n) = Z if n = m

Then a contradiction is obtained.

(b)=9 (a). Let (9={{X€R:(z+m)/x€l!3t}: ZE.tBt}.

Then @is a Z-filter base in which each member contains

a member of the Z-fil ter base (B t+ =(13.
(---ID)- S

t

Let ~ be the class of all Z-ultrafilters generated by CB s •

[If a = {X€.R: (z+m)./xEcB t } is a member of ~ for some-Z € $t'

then a~a' where a'E. (Ss •
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So, {xc R: (z+m) Ix e <B t } € CB s i.e., Z+m € <Bt· CB s and

*hence Z+m (<Bt • s • But Z E: d?>t and. so Z+m€ (Bt + :tl(m).

L, e., Z+m € cP>t+m = cBt+m. So CBt+m =<B t• s ].

4.3.4. Result. Let f€ pR,R, where f= [cBt ] for some

t€ R. Let rn£ R, where m F O. Then there exists

~= [(Bs] € pR such that r+m = r. ~ if and only if for

each Z E: cB t and each function f:R ~St ' there exists

n s R such that (Z+m) n(fen) .n) ~ {li.

Proof: Necessi ty. Let Z € St and f: R ---+ a3 t given.

Then Z+m € <B t +m• We have f+m = f •~. Let Z+m E cB t +m•

Then Z+m ((J)t.s ' so, Z+m contains Z', whereZ' E (Bt· (Ss '

and Z· = Zo+m for ZoE:£B t • i.e.,{ X€R:(Zo+m)/x€l11,,} £lB s •

So, pick n€ R such tha t (Zo+m) / n € cB t· Also f( n) € cB t.

So, (Zo+m)/nn fen) I: 9S. If Xo € (Zo+m)/nnf(n), then

xo·n e (Zo+m) n (f(n) .n}, Thus (Zo+m) n (f(n) .n) I: 9S.

Therefore, (Z+m) n (f(n).n) ~ ~.

Sufficiency: Suppose that for each ZE:<:B t and each

f: R-+lBt, ~(Z,f) = {ne R: (z-») n (f(n) .n) I: 9SJ.

We claim cf) ={b(Z,f): Z€lBt, f:R --i' cB t} is a Z-filter

base. In fact, given Z1' Z2 E. ({3t and f l,f2:R~ (fl t'

we have Z € lB t such that zc zln Z2 and f:R --..+ £B
t

defined

by f(n)c f l (n) n f 2(n). Then ""C(Z,f) C ~(Zl,fl) n -C(Z2,f
2)
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and by assumption, -e(Z,f)'I=~. In fact each member of iJ
contains a member of the Z-filter base lB t +m = CB s '

t
Let 1h be the class of all Z-ultrafilters generated by

CB s ' We claim that for this 't, , r+m = f •~. For this,

we prove that <Bt +m = CB t • s • Suppose instead that there

is some Zo € ~t+m ".lElt • s • Then Zo-m €cB t and there

exists Zl"- R,Zo such that Zl € ~t.s and so Zl;:) Z2 where,

Z2 €~t·d3s· Let B ={ XE.R:Z2/
x

€ d'3 t}. Then B € cB s

D~fine f:R }cp>t by

f ( n) = Z2/n if n € B

= U V if n ~ B ,
n c B n

where { Vn: n £ B} is a family of locally finite closed sets

s uch tha t Vn~ R - 1.2/ n ' for n € B •

[ 'Ll= {Int Z2/n:
n € BJU{R - Z2/

n
:n( B} is an open cover

of R. Since R is paracompact,1J has a closed locally finite

refinement say V. Let tif' ={Vn E. V:Vne R-Z2/ : n e B} •
n

Then '\f' is a family of locally finite closed sets and

U Vn is a closed set and hence a zero-set in R]. Then
n€ B

~(Zo-m,f) belongs to the family J8. So, pick
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n € B n ~(Zo-m,f). Then we have,

4.3.5. Result. Let rE: pR\. Rand n e. R, n I: 1, where

r= [(B t] for some t € R. Then there exists '1, E. pR such

that f +~= f.n if and only if for each Z f lB t and each

function f:R ~<Bt' there exists me R such that

(f(m)+m) n (z ,») ~ (lJ.

Proof: The proof is essentially identical to that of the

previous result.

4.3.6. Result. Let r,~(,PR'R, where r = [cB t], l(,= [d?! s]

for some t , s € R. Then r+~ I: f.lf, if and only if there

exis ts Z €. d3 s and a family { Ax: x Eo Z} C lB t such tha t

(n.A n) n (m+Am) = ~, whenever n,m € Z.

Proof: Necessity. Since f+t,l:f.'t, we have CB t +s l=(Bt.s.

In fact no member Of~t+s contains a member of ~t.s and

no element of ~t contains an element of ~
.5 t+s·

Then there exists Z. '= R'O sucho _

that Zo € ~t.s· So, 0::>00 , Zo::>Zl such that, 0
0

£ cB t+lBs

and Zl E: cB t • d'3 s • i.e., { x € R:Do-x e cat} €lB s and
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{X€ R:z
l / xE:<l'tl

e:d'3 s • Let B= {X€R:Do-X €c:B t and Zl/xE:cBt}.

Since dB
s

is a Z-filter base, B contains a member Bo € cB s •

For each n£Bo' let Gn = (Do-n)n(Zl/n).

a Z-fil ter base, for each n € B , there exis ts A £ CB to n

such that AnC Gn• Then tAn: n € Bo} C cB t and for n e Bo'

n + An~ Do and n.A n~ Zl' and so (n + An) n (n.A n) = ~.

Sufficiency: Suppose that there exists Z € (Bs and a family

{An:n£z}~lPt •

'U. = {R- (An+n): n E: Z1U{ Int(An+n) : n E: z} is an open cover

of R. Since R is paracompact, tl has a closed locally finite

refinement, say ~ • Let eJ' ={VnE: U:Vne Int(An+n), n s Z}.

Then 11' is a family of locally fini te closed sets. So,

D = n~ Z Vn is closed. Also, {vn-n: n e z}ca3t , since

Vn-n C An for each n ~ Z and Vn-n is a zero-set contained

in An which belongs to ~t. We claim that D€cBt+s•

Suppose instead that D ~ ffit +s • Then every member of

[CB t +s ] contains some zero-set Zl in the complement -of D.

If IJ,€ [lBt +s ] ' then there exists Zo€d3t+s such that ZoE.j'

Zo~ Zl~R'D. Now, Zo contains Z2€~t +<8 s• So,

{x e R: Z2-x £lBt } £l&s. Also Z € <13 s • So pick m € Z such
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Pick x € Z2-m such that xeV -mClnt A .m m

Then x+m € Vm while x+m € Z2' a contradiction.

We now show that 0 ~ ~t.s. Suppose instead that

o € lBt • s • Then 0 contains Die d3 t.lB s • So {X€R:OI/X€lBt}e:(Bs.

Also Z E:(Bs. So, pick n t Z such that Ol/n€ (Bt. Pick

y € An n D'/n- Then y.n € 0'. So pick m€ Z such that

y.n E VmC JD+Am• Then v.n € (n.An) n (m+Am), a contradiction.

4.3.7. Corollary. Let r, ~ e. pR'.R, where r = [cB t] ,

~= [<B s ] for some t,s e R. Then r+~= r.l£., if and only

if whenever Z € (Bs and a family {An:n € z} eSt there

exist m,n € Z such that (n.A n) n(m+Am) I: ~.

§ 4.4 Solutions of Equations

4.4.1. Result. Given r= [tB t] £. pR' R for some t € Rand

n € R, n~l, there exists ~ €. pR, R such that r+ 't; = r.n.

Proof: Given f = [(B t] € pR' R, whe re t € R, consider.j

Z e. (Bt. We construct a set BZ~ R as follows.

Let -(; ={z.n:-x: x E: z} be a family of closed sets. Then,

U = { R,\C:C (-(}. U{lnt C:C £ {,} is an open cover of R.
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Since R is paracompact, there exists a closed locally

finite refinement ~ of 11.
Let V1 = tVx e. V: Vx C Int c, x e z. e c "'} • Then "./1
is a family of locally finite closed sets. Let

Then BZ is a closed set and hence a

zero-set.

Let (9= {BZ:Z ~(5t1. Then 8 is a Z-filter base, each

member of which contains a member of the Z-filter base

to. 11'1 Let V be the class of all Z-ul trafil tersUJt(n-l) =lD S• h

genera ted by lB s ' We claim tha t for this 't, we get

r+~= r. n , We use the characterization result 4.3.5

to prove this equality. For this, we first prove that

for at least one m"€ BZ' Z.n-m belongs to dB t • Suppose

not. Then for no mE BZ' Z.n-m belongs to (Bt. So no

member of J3R genera ted by (Bt contains Z.n-m for m € BZ•

So every member of ~R generated by (Bt must contain zero­

sets contained in R'.Z.n-m, for every m e BZ• If IJ. c [lB t ] ,

then there exis ts Zo~R' (Z. n-m) for some me BZ such that

Zo€ IJ.. But IJ. is generated by (Bt' so, there exists Zl Ec13 t

such that Zl~ Zo~ R'-Z.n-m. Also z£cBt • So zn Zo::>Z2'

where Z2 E: d?>t and Zo£ R' Z. n-m, If y E: Z2' then Y e: Z

and y £ R'Z.n-m. So y = d s n-rn , where YE Z and
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YE R'Z.n-m, d€ R"Z. i.e., m=d.n-y, where Ye Z,

d £. R,Z. (Here R,Z.n-m = (R 'Z) .h-m). Thus every

d i c R,",Z, Yi £ Z. So, we would have,

But, BZ =( U v), where
x E: Z x

Vx C Int(Z.n-x), XE: Z. Thus we have,

B
Z

C U Int(Z.n-x)C U «R",Z).n-x), which is
xe:Z x~z

not possible. Thus for at least one m € BZ' say mo'

where m £ (U V \\ U « R'Z) .n-x), we have
o xe z x) xE:Z

Z. n-mo E: cB t. Also, for any function f: R --7 cB t'

f(mo) € (B t. So, f(mo) n (z.n-mo) I:~. Therefore,

(f(mo)+mo»n (Z.n) I: ~.

4.4.2. Result. Givenp= [~t]€.pR'R, where t€R,

m € R, m I: 0, there exists ~ E: pR' R such that r+m = f .~.

Proof: Here, we can obtain ~ as the class of all Z­

ul trafil ters genera ted by the Z-fil ter b~se lB = lB t
s (~m)

each member of which is contained in some member of the

Z-fil ter base C9 = { BZ: Z e CB t 1, where BZ for each Z € a3 t

can be constructed as follows:
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We consider { = {C = (z+m)/x' xFo, x€ z}, a family of

closed sets. Then U= tR-, C:C £~yu [lnt C:C €"'1 is an

open cover of R. R being para compact, 1l has a closed

locally finite refinement, say ~. Take

~'={Vx clnt (z+m)// x E: z}. Then V· is a family

of locally fini te closed sets. Let BZ = ( U V). Then
xE.Z x

BZ is a closed set and hence a zero-set. Let (9. =tBz:z£Stl.

Let ~ be the class of all Z-ultrafilters generated by

ffi s =CB(t+m) each member of which is contained in a member
t

of (9.. For this t, we can prove that r+m = r.'!,., We

proceed as in Result 4.4.1 and use the characterization

Result 4.3.4 to obtain this result.

4.4.3. Result. Given r= [(Bt] E: pR'.R for some t e R, t~l,

there exists ~:= [lBs] € pR'.R such that r+"'= r· '-l,.

Proof: Given r = [(P"t] c pR'.R, for some t£ R. Consider <Bt.

Let Z € ~ t. Let'"C = { C = X:l ' x ~ l: x e. Z}. Then ~ is a

family of closed sets in R. U={R\C:C£.-G}U{lnt c:ce.~}

is an open cover of R. Since R is paracompact, II has

a closed locally finite refinement, say \f. Let
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~, = {V e. ~ :V C Int C, C Eo -e } •
of locally finite closed sets.

~hen \f' is a family

Let B =( U )z \V € 4J" V ·

i.e.,

i . e. ,

Then BZ is a closed set and hence a Zero-set. Let

G={BZ:Z€.(Bt} 0 Then (9. is a Z-filter base, each

member of which contains a member of the Z-filter base

~ = ~ . Let ~ be the class of all Z-ultrafilters
S t V)

(t-l )

generated by <B s • We claim that for this ~, f +l£, = f· 'f,.

To prove this we use the characterization in Corollary

4.3.7.

Let Z' E: (Bs and tArn: m CZ'} clB t be given. Then

Z' = BZ for some Z c cB t and there exis ts Cm £ <B t such

that Cm~Amn Z for each mE:BZ• So, {cm:m£Bz}C(Bt •

Now, Cm £ cB t =9- BCmC (9. and hence BCrn (CB sand

BCm C BArn n BZ for each m€ BZ• So, { Cm: m € BC
m
1ClBt •

Let the members m€ BZ be such tha t mj e BZ ==} mj € B
Cmj

•

Then mj € BCmj ~ mj = aj/bj_l, bj~l, a j ,bj € Cm
j

,

Cm.€CBt ·
J

mjb j = mj + a j
(m.+Cm ) n (m.• r: ) -'- rJ..

J j J '1Jlj ~ VJ

(mj+Amj) n (mj .Amj) I: ~.

Thus, there exists. mE: BZ such that (m+A
m)

n (m.A
m)

I: ~.

Hence, r+~ = f .If, •



Chapter-V

REMOTE POINTS IN pR

§ 5.0. Introduction

In this chapter, we prove the existence of

remote points in the LMC-compactification pR of R,

where R, the set of real numbers with usual topology

is considered as a semitopological semigroup. The

existence of remote points in pR" R was proved, assum­

ing CH, by Fine and Gillman [FI, GI]. More information

on remote points in ~ R'\ R can be obtained from [PL],

[WOl] , [W02]·

In section 5.1 we prove the existence of remote

and non-remote points in pR.

In section 5.2 the arithmetic in 'pR, as described

in chapter four is applied to the class of remote points

and incidentally we prove that the extended addition and

multiplication in pR are non-commutative.

§ 5.1. Exis tence of remote points in p R

5.1.1. Definition. A remote point of pR is a point which

does not belong to the closure of any discrete subspace

of R. I t is clear tha t any remote point of p R must lie

in p R'\ R. A point of pR, R which is not a remote point is

called a non-remote point of pR.
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We have the following results concerning the remote

points in ~X, for a topological space X.

50102. Theorem [WA]. Let p be in X* where X is a metric

space of non-measurable cardinal and consider the follow­

ing conditions:-

(a) p is a C-point of X*

(b) P has no member which is nowhere dense

(d) P is a remote point in ~X.

Conditions (a), (b) and (c) are equivalent a~d are

implied by (d). All the four conditions are equivalent if

the set of isolated points of X has compact closure in X.

5.1.3. Theorem [PL]. If X is a non-compact separable

metric space in which the set of isolated points has

compact closure, then ~X contains 2c remote points which

form a dense subspace of X* (under CH).

5.1.4. Theorem [PL] •. Consider the space R. Let Ro and P

denote the set of remote points of ~R and P-points of R*
t trespectively. Then Ro and P will denote the non-rem~te

points and the non-P-points. The set PO Ro' P n R~ '

pi n R and pi n RI are each dense subsets of R* and eacho 0

has cardinal 2c (under CH).
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5.1.5. Result. There exist remote and non-remote points

in p R,

Proof: The remote points in ~ R are generated by the

maximal Z-filter bases in the collection,

~R = {~ 1= Z(f)~R:Z(f) is not nowhere dense, fe.Cb(R)}.

For each t e R, the collection

is a Z-filter base in R. The class of all z-ultrafilters

generated by this Z-filter base is a remote point in p~

13 R also contains 2 c non-remote points which form

a dense subspace of ~R \ R [PL]. This subspace in ~ R is

generated by the maximal Z-filter ba"ses containing members

of the collection

:tN = {~ I: Z(f)G.R: zt r) is nowhere dense} •

*For each t e R, the maximal Z-fil ter bases lB t in ~ (t), where,

CBt={~ I: Z(f·~t):f€Cb(R) and at least one Z(f.i\.t)

is nowhere dense} genera te Z-ul trafil ters tha tare non­

remote points in ~R.

5.1.6. Result. Let r = [le>t] € pR'R for some t € R. Let

q: ~R --7 pR be the quotient map. Then every member

belonging to q-l(f) is remote in 13 R, if f is a remote

point in pR.



5.2.1. Result.

point in }p R.

in pR.
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Proof: Suppose that q-l<f> contains at least one non­

remote point of ~R which belongs to the closure in ~R

of some discrete subspace D of R. Since q is continuous,

it follows that r would belong to the closure in pR of

the discrete subspace D of R so that, by definition,

r is non-remote.

5.1.7. Result. If r = [<2>t] e: pR'\.R for some t € R

is remote in pR, then no member of ~t is nowhere

dense.

Proof: If some 2 € dOt were nowhere dense, then 2 would

be the boundary of its complement. So, there would

exist a discrete space DC R '-2 such that D U 2 = clR D.

Thus r € clp R 2 C clp R D so that r is non-remote.

5.1.8. Corollary. The class consisting of all the Z­

ultrafilters on R which represents a non-remote point

in pR'R contains non-remote points in fJ R" R.

5.2. Applications of Arithmetic on pR on Remote Points.

Let r = [lB t ] for some t € R be a remote

If me. R, then f+ m and r.m are remote points
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Proof: We give the proof for '+' only. r= [(Bt] is a

remote point in pR"R means that every Z-ultrafilter

belonging to [m t] is a remote point in ~R. Suppose that

r+ m £ clpRD, where D is a discrete subspace of R. Then

some member belonging to [CBt+m] belongs to cl~R 0, where

[~t+m] = F+ m. Suppose that ~ c [(Bt+m] is such that

~ E. cl~RD. Then clRD e ~. Then r J---? f+m be ing a homeo­

morphism, there exists ~'£ [(Bt] such that,

clRD-m £ ~ t ==P ~ t €. cl~R (clRD-m) • L, e , , u ' which belongs

to [CB t ] belongs to the closure of the discrete subspace

clRD-m. This means that r is a non-remote point, which

is a contradiction. So, no member of [tBt+m] can be Lonq

to the closure of a discrete subspace of R. So, f+m is

a remote point "in pR.

5.2.2. Result. Let r = [<'B t ] , 't, = [~s]' s,t € R be remote

points in pR. Then r+~ and r. If, are remote points in pR.

Proof: We give the proof for '+' only, that for' , is

identical. Given that r= [cBt ] , 't, = [lB s ] ' s,t € Rare

remote in pR, by definition, no member of cB t and no

member of d's are nowhere dense. We have, r+ ~ = UB t +
s

] .

Let Z f. (J)t+s. Then Z Eo cBt + cBs· So, zt={x s R:Z-x € (Bt} Eo lB s •

Let me Z'. Then Z-m € a3t • i.e., ZE. <:Bt+m. By result 5.2.1,

cB t +m has no member that is nowhere dense because [(Bt]
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remote in pR~ [a3t+m] is remote in pR. So, Z is not

nowhere dense. Since Z taken from (Bt+s is arbitrary,

this means that no member of CBt + s is nowhere dense. So,

[(Bt+s] = f+ L£, is a remote point in pR.

5.2.3. Result. The set of remote points in pR form a

subsemigroup under the extended operations + and ••

Proof: The result follows from 5.2.2 and the fact that

the extended operations are associative in pR.

5.2.4. Result. Let r= [~t] for some t € R be a non­

remote point in pR and let m€ R. Then f+m = [~t+in] and

f.m = [<B t •m] are non-remote points in pR.

Proof: We give the proof for '+' only, that for'.' is

identical. r € pR is a non-remote point in pR means that

r belongs to the closure in pR of some discrete subs pace

o of R. i.e., r € clpRO. If q: ~R ~ pR is the quotient

map, then q-l (clpRO) is a c).osed 'set in ~R and every

member of [(Bt] belongs to q-l( ClpRO) • If j.1 € [cB
t

] ,

then, j.1 € q-l(ClpR D) =} clRDe j.1. i.e., (clRD)+m E lBt+m.

i 0 e. , r+m = [(B t+m] belongs to the closure in pR of the

discrete space D+m of R. So, r+m is a non-remote point.
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5.2.5. Result. Let r = [CBt ] , l(,= [<:&s] for some t,sE R

be non-remote poin ts of pR. Then r+ l!, and r.1.[, a re both

non-remote points of pR.

Proof: We establish the result for '+' only. Given that

r= [CB t ] , ~= [cP>s] are non-remote points of pR , r , It,

belong to closure in pR of discrete subspaces, say,

01'02 respectively of R. i.e., [cBt ] E clp R 01 and

[(B s] e clp R 02· If ~l € [(Bt] and ~2 C [cB s ] , then

we have ~l € clfSR 01 and ~2 € clpR°2 •

Therefore, cl R 01 € ~l and cl R 02 € ~2· Since ~l E: [cBt] ,

~2 e [cP>s], there exist zl€.(6t' Z2€ e, such that

Z1 C cl R 01 and z2 C clR °2 • Consider zl+ Z2={ x+y: XE: Zl' Y€ Z2} •

Then, c~ (zl+Z2)£ ~t+s. So cl R(Zl+Z2)£ <Bt + cBs • Also,

where zl+z2 is a discrete subspace of R. So, r +l£, is a

non-remote point in pR .

5.2.6. Corollary. The set of non-remote points form a"

subsemigroup of pR under the extended operations in pR.

Proof: The result follows from 5.2.5 and the fact that

the extended opera tions in. p R are associative.
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5.2.7. Result. Let r= [(f) t]' ~ = [~s] for some

5, t € R be members of pR, where r is a remote poin t

and ~, a non-remote point. Then r+ ce, is a remote

point and ~ + r is a non-remote point. Thus addition

in pR is non-commutative.

Proof: r = [<et] is a remote point and Lt, = [lB s ] ' a

non-remote point in pR, for some t,s € R. Let

Z c cBt +s • Then Z €. cB t + &>s • Then

Z' = { x € R : Z-X E: l:B t } E. <E>s. Let m £ Z'. Then,

z-mE:£Bt =} ze.£Bt+m. [(Bt] is a remote point ===+ [lBt+m]

is a remote point by result 5.2.1 ~ Z is not nowhere

dense. Thus Z E. ~t+s is not nowhere dense. Since

Z€.(Gt+s' was taken arbitrary, it follows that no member

of CBt +s is nowhere dense. So, [<B ] = f Cl i a
t+s + ", s

remote point of pR.

We have t.t, = UP> s] non-remote and f = [~t],

remote in p R.

Let ZE: d2>s+t. Then Ze.<Bs+((;t. So,

B = {x E: R: Z-x f: (B§ } £ c:Bt . For mE: B, Z-m € d'3 s.

So, Z€£Bs+m. Since [(]Js+m] is non-remote by Result 5.2.4,

~ + m is non-remote. So, ~ +m belongs to the closure of

some discrete space 0 of R. So clRDE: <Bs+m. So, Z n clRD :>Zl'
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where Zl£ d;s+m and Zl is nowhere dense. So, Zl-m£~s.

Thus for each mj ( B, we get Zmj € ~ + mj, where Z~ is

nowhere dense. So, Zmj- mj€CBs and Zmj-m j is nowhere

dense. If" ={Zmj: mj E B}. then -C is a family of closed

nowhere dense sets in R.

't1. = { R,"C: C €. -C} U [Int C: C £. ""} , is an open cover

of R. Since R is paracompact, tl has a closed locally

fini te subcover "'. Let ~, = {V€. ~ :V C Int C. C €. -t: } •
Then ~, is a family of locally finite, nowhere dense,

closed sets. Then (V ~'\f' V) is closed and nowhere dense

and I U ,~c Z where Z e.lB t ' SO,( U v'\€ CB, t.
\ V(, '\I' 1 5+ V€ 0(' "I 5+

(Since ( U v) is a closed set in R, it is a zero-set
· V£-J'

in R, say Z(h), and Z(h)C ze CP>s+t. So Z(h) = Z(h) n Z

and if Z = Z(f.?L s+ t)' then, Z(h)::>Z«h2+f2). ~(s+.t).l)E.~(S+t)

and so Z(h)E: CB s+t. This is possible for every ZEcBs+ t •

So, ~s+t contains nowhere dense zero-sets. So tt, + r
is non-remote.

5.2.8. Result. Let r= [CB t ] , ~= [C2>s] belong', to pR

for some t,s € R. If f is remote and ~ is non-remote,

then, r. '(, is remote and 'C,. f is non-remote and thus

multiplication in pR is non-commutative.
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Proof: The proof is identical to that for addition.

5.2.9. Result. Given r= [(8 t] (pR'R, a remote point

in pR'. Rand n € R, there exists 't, E: pR'R, where ~ is

remote in pR such that r +~ = r.. n , If r given is non­

remote in pR'R, then ~ is also non-remote.

Proof: r = UB t] e: pR'R for some t € Rand n €. R are given.

We have shown that there exists te, e. pR' R such that

r+ ~= f· n (Chapter N , Result 5.4.1). We have obtained

~ as the class of all Z-ultrafilters on R generated by

the Z-filter base djs = ~(t(n-l» each member of which

is contained in members of the Z-filter base

CB={BZ:Z € CB t } , where for each Z€(l3t' BZ=(V~qJ" v),

where, OV" =[v ~ R, V 'locally finite and closed:

v c: Int(Z.n-x), X€Z}.

Suppose that r is a remote point in pR,R. Then, by

definition, no member of ~t is nowhere dense. So, for

every Z e: ~t' BZ constructed as above is also not nowhere

dense. Thus Qj is a Z-filter base consisting of not

nowhere dense members. So, dOs also contains no nowhere

dense members. Hence ~, the class of all Z-ul trafil ters

generated by ~s is a remote point in pR.

Suppose that r = [(Bt] is a non-remote point in pR.

Then, by definition, dB t contains at least one nowhere
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dense number. Let Z € cB t be such that Z is nowhere

dense. Then, IntpR (ClpR Z) =~. So, IntpR(clpRZ)nR4.

Then, -c = {z.n-x: xE. Z1is a family of closed nowhere

dense sets in R. So, for each x€ Z, Z.n-x is the frontier

of an open set, say, Cx· So, U =lR'z.n-x:x€ zl Ul Cx:x€. Z}
is an open cover of R. Since R is paracompact, 11 has a

closed locally finite refinement, say, \f .
Let ~ I i v£ '\f : Vc ex' x € z}. Then, f' is a family of

locally finite closed sets that are nowhere dense. If

BZ = (U v), then BZ is a closed nowhere dense set.
V E. 'V'

Then CB={ BZ:Z €. CB t } contains nowhere dense sets.' Also,

d6 is a Z-filter base, each member of ~ containing a

member of the Z-filter base, dDs = ~t(n-l) which also

contains nowhere dense sets. So, 't" which is the class

of all Z-ultrafilters generated by CBs ' is therefore, a

non-remote point in pR.

5.2.10. Result. Let f= UB t ] ~ pR'R for some t € R be

a remote point in pR"R and let m~ R, m ~ O. Then there

exists 't,e.PR'R such that '-t, is remote and f+m = r.~.

If r is a non-remote point in pR"R, then ~ is also non­

remote.

Proof: We proceed as in Result 5.2.9 to prove this result,

once we know that ~ is genera ted by the Z-fil ter base
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ffis = CB (ttm) , each member of which is contained in a

member of the Z-fil ter base (B = { BZ: Z €. CS) t} where, for

each ze(13t, BZ is constructed as follows:

BZ = ( V~ '\1" V) , where \f'. ={v C Int(Z+m) / .' x € Z, x I: o}
is a family of locally finite closed sets in R. (Result

4.4.2).

5.2.11. Result. Let r = [d)t] € pR'. R be a remote point in

pR" R for some t € R. Then there exists tt, c pR'-R, remote

in pR\ R such that f + t,= f· ~. If r is non-remote then

so is ~ •

Proof: The proof is similar to that of Result 5.2.9 and

5.2~lO, once we know that given r = [cB t] € pR'R, for some

t €. R, there exists ~, the class of all Z-ul trafil ters

generated by (B s = (B (-.:L) , each member of which is
t-l

contained in a member of the z-ru ter base <B = { BZ: Ze:(B t J'
where for each Z ( cB t' BZ is obtained as follows:

BZ = ( V~V' V) , where,J

~' ={VC.R, V locally finite and closed: VCInt (X:l)' XF1,~( z}.
(Result 4.4.3).



Chapter VI

k-UNIFORM Z-ULTRAFILTERS ON A SEMITOPOLOGICAL
SEMIGROUP S

§ 6.0. Introduction

We take 5 of infinite cardinality to be a

completely regular and Hausdorff ·Semitopoiog'ical ge.mi­

group. Suppose that 5 is locally compact. Then ps,

the LMC-compactification of S is the family of all

equivalence classes of Z-ultrafilters on S, where,

a member of pS is of the form r = [CB t ] for some
"'te; 5, where cB t is a maximal Z-filter base in the

family ;t*(t) = {~~Z(feat): l'Z(f.a.t),f€Cb(S)}

and [(B t] is the set of Z-ul trafil ters .on S genera ted

by fEte The Z-filterbase, ;t~(t) ={~ ~ Z(f.t\.t):

l£Z(f.t\), fe;Cb(S)} generates the principal Z­

ultrafilter e(t), where, e:S --t ~S is the embedding.

The construction of pS is analogous to pR, where R

is the set of real numbers with usual topology, considered

as a semitopological semigroup (see Chapter IV). In this

chapter we define and discuss various properties of k­

uniform Z-ultrafilters analogous to k-uniform ultra-­

filters [CO; NE]. Given a set A and a cardinal k,

[A]k = {B~A: IBI=k} and [A](k = { B~ A : IBI < k} e
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In section 6.1 we give the necessary definitions

and results concerning k-uniforrn Z-ultrafilters in ps.

In section 6 0 2 we study the ideal structure of

the space of k-uniform Z-ultrafilters in pS with respect

to the arithmetic defined in pS (analogous to that for

pR).

§ 6.1. k-Uniform Z-ultrafilters on S.

6.1.1. Definition. Let r = [~t] for some t€S be a

member of pS. The. norm of <B t denoted by IIcB tll is

defined by lI<Btll = min{lzl : ZE<Bt}. The norm of ris

defined as 11 r 11 = Ilea t ll • r is said to be k-uniform if

I r 11 ). k. We denote by 'Uk(S), the set of k-uniform

Z-ultrafilters on S.

6.1.2. Note. When r€ ps is such that r is w-uniform,

then re pS'S, otherwise pe S. A 151- uniform member

of pS is called uniform. The set of all ISI-uniform

Z-ultrafilters on S is denoted by tiCS). Thus, we

have pS'.S = Llw(S).

601.3. Definition. Let A be a non-empty family of zero

sets. Then Ahas k-uniform finite intersection property

if I n A·I ~ k, whenever n<w and A. e ~ for i'n •. ~ 1 ~ ~l,n
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6.1.4. Note. If J} has ISI-uniform finite inter­

section property, then ~ is said to have uniform finite

intersection property. It is clear that ~ has the

finite intersection property if and only if ~ has the

I-uniform finite intersection property.

6.1.5. Result. Define ~k(S) ={A~S I A is a zero set

and Is, AI < k}. I f Ca) , k' Isi, th en ;tk(S ) is a Z­

filter on S.

Proof: Now :rk(S) 1= {ij, since S f :tk(S), and {ij ~ ::\-k(S)

is clear. If Zl,Z2 e :tk(S), then Is'Zll<k, IS,'Z2 1<k.

Since, Is 'CZ l n Z2) I = I ts-, Zl) U (S ,Z2) I ( k, we get

Zln Z2 e: ~k(S). Further if Z E: ~k(S) and ztj Z then

IS\Ztl.(. ls x z] (k. Therefore, zt £ ~k(S). Thus

~k(S) is a Z-filter on S.

6.1.6. Result. Let w (. k < ISI. Then,

(a) A Z-ultrafilter p on 5 is k-uniform if and only
,

if ;tk(S) C p ,

(b) There is a k-uniforrn Z-ultrafilter on S.
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(c) Each family of zero-sets on S with k-uniforrn

finite intersection property is contained in

a k-uniforrn Z-ultrafilter on S.

Proof:

(a) Let p be k-uniform. Let A e. ~k(S). Then

IS\AI < k and so any zero-set ZCS\A also

has cardinality less than k , So, Z'p. Since

p is a Z-ultrafilter, we have, A€ p , Conversely,

let ~k(S)c p and let A € p , If lA I < k , then

S \ A contains a zero-set a, where a E: ~k(S) CP.

and so ~ ~AnBep; thus IAI # k ,

(b) Since w ~ k' 151, the family ~k(S) is a Z-filter

on S. So, there is a Z-ultrafilter p on S such

that ~k(S)c p and p is k-uniform by (a).

(c) Let ~ be a family of zero-sets of S with k-uniform

finite intersection property. We claim that ~ U~k(S)

has ~inite intersection property. Let m,ne wand

let {Ak:lt(n} ~ ~ and tai: i~m} C ~k(S). Then

I n Ak I ) k and IS \ n a· I < k •
k~n , i~m 1

So, ( n Ak) n(n a.) ~ flJ. So, there is a Z-ultra-
k(n i(m 1

fil ter p on S such that l U~k(S) c p and p is k-uniorm

by (a) above.
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601.7. Note: We have the following special cases of

this lemma.

(1) There is a uniform Z-ultrafilter on S.

(2) A Z-ultrafilter p on S is uniform if and only

if -G(S)={A e (p(S), A, a zero set:IS\AI<ISI}c p ,

(3) If ~ is a non-empty family of closed subsets of

5 with the uniform finite intersection property,

then ~ is contained in a uniform Z-ultrafilter

on S.

§ 6.2. The Semigroup Vk(S)

6.2.1. Definition. Let r £ pS, where r = [(1jt] for

some t € S. Let k=l or k)w. Def ine,

Ck(CB t) ={ A~S: A a zero set and I {X~S:A-X ~ lBt}1 < k}

i.e., Ck( ~t) is the set of zero-sets of S which k-almost

always translate to a member of (Bt. (Cl(cB t » is the

set of zero-sets, which always translate to a member of

..
6.2.2. Result. Let r = [<13 t] for some t s Sand k(ISI

(with k=l or k) 00). Then
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(1) ek( CB t) has fini te Lnt.er s ec t Lon property.

(2) <et + Uk(S) ={ All Z-filter bases <B :Ck( (B t) c<B}
where Uk(S) is the family of all Z-filter bases

in S, where the members of each Z-filter base

have cardinality ~ k.

Proof: Given Zl' Z2 e Ck «(Bt), Itx € S: Zl-x ~ ~t} I<k

and I { x £ S:~-x ~ (Bt}l < k , Now,

{x E S: (21 n 22) - x f t9 t} = {x £ S: 21 - x f t81:} u
{x E: S: Z2- x~ ~ t )

So zln Z2 E: Ck( lBt)· Thus Ck( rB t ) has finite inter­

section property.

(2) Let (8£ let + Uk(S). Pick CBs € Uk(S) such that

m= lBt + CBs • Let Z € ~(<Bt). Then

I {x£S:Z-x ~ <et}· I < k , So, {x€.s:z-x fcf3t}f ~s.

Thus there exists z-c S\{x£S:Z-x ~ St} such that ZI£(6S.

i.e., {x€.s:z-x €£B t } € (Bs =9 ZE (Bt +<Bs = lB

Thus Ck( ~t) c cBt + ~s ==+ <B
t

+:cB
9

€ RHS.
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Thus, e, + Uk(S) ~{All Z-filter bases cB :Ck«(1?)t) cl2l}.
Conversely, let ~ be a Z-filter base in S such that

Ck( ~. t ) C",. For each Z €.~, let D(Z)= {XE. s:z-x€lBt } ·

Observe that if Zl' Z2 € ~, then D (Zl nZ2) =O(Zl) n 0 (Z2) •

Further, if Z £ -C, then S \ Z has no zero set belon9ing

to Ck( lB t ) (since Ck( let) c { ). So, ID(z) I ~ k. Thus

{D(Z):Z(~}has k-uniform finite intersection property.

Pick ~s e Uk(S) such that {D(Z):Z €. "'} clBs • Then,

--C ~ CBt + (Bs' and conversely, if Z £ <at + lBs ' where,

e, £ Uk(S). Then, {x € S:Z-x € <1?>t 1€ lB s •

Since e, €Uk(S), I{Xf;S:Z-x€£Bt} I? k.

i • e ., I { x € S: Z- x ~ lB t }I < k • So, Z e. Ck( <B t)c",.

So, CBt + tBs c 1:. Thus -e = lBt + lBs •

Hence, s, + Uk(S) ={ All Z-filter bases(B :C k( £Bt·) cCB}.

6.2.3. Definition. Let Vk(S) be the equivalence classes

consisting of all Z-ultrafilters generated by members of

Uk(S). Then Vk(S) is a semigroup. Evidently, Vl(S)=pS.

6.2.4. Result. Let w , k' Isl. The following statements

are equivalent.
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(a) Vk(S) is a subsemigroup of pS.

(b) For all reVk(S), where r = [CB t ] , es s and all

zero-sets A e [S]<k, S \A contains members belonging

to Ck(CBt).

(c) For all zero-sets A € [S]<k and all zero-sets B € [Slk~",

there exists F € [B]<W such that rnA-xi < k •
x€F

Proof: To see that (a) ~ (b).

Let r= [<Bt ] € Vk(S) and let s e [S]<k, where A is a zero­

set in S. Suppose that S \A contains no zero-set belonging

to Ck( CB t ) . Then Ck( cB t ) U {A1has fini te intersection

property. (.If BE. Ck( <et) and an A = (6, then BC S'\A. So

S".A €Ck(~t»· Pick ~s' a Z-filter base in 5 such that

Ck ( CB t) U{A } C c&s· Pick by the previous result, cB r € Uk(S)

such tha t cBt+r = (Bs. Since A E: ~s' cBs f Uk(S) • So,

~t+r ~ Uk(S), a contradiction.

To see that (b) =9 (c).

Let A € [S]<k and let B € [S]k. Suppose that for each

F e [B] <w, I n A-x I ) k , Then { A-x: x E: B} has the
x e F

k-uniform finite" intersection property. So, pick
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(Bs € Uk(S) such tha t { A-x: x € B} c ~s. Then

B~ {x e S:A-x € lBs } . So, S \A does not contain members

belonging to Ck( CB s ) ' a contradiction.

To see tha t (c) ~ (a).

Let <Bt , <Br € Uk(5). Let CBs = <B t +r • Then by the

previous result, Ck( CB t ) ~ (Bs· Suppose that (Bs f Uk(S)

and pick A€ (Bs such that IAI < k , Let 0= {x e S:A-x E.~t1.

Then D € CB r • SO, IDI ), k , Pick Be:[D]k, where B is a

zero set. Pick F € [B]<W such that I n A-xl < to' Then
. x ( F

n A-x € cBt • So, CB t ~ Uk(S), a contradiction.
x€F

6.2.5. Definition. Let F= [l:Bt]€pS for some t € S.

Then CB t is (k,y)-regular, where y is an infinite cardinal

if there is a family {A~ : ~ < y} of zero-sets in S,

contained in CB t such that if 1c y and 111 = k , then

<J A~ =~. The family { A-r, : 1, E: y} is called (k,y)-

regular family for cB t.

If CBt is an (tU, Isi )-regular Z-fil ter base, we _

simply say that ~t is 'regular. We get a family

~ = {At, :~, ( IsI} of members of lBt such tha t if



106

1i 1 ( 1S 1 and 111 = w, then n A., = ~ •
~£lA) ~

i.e., countable intersection of members of the family

is empty. Then ao t is said to be simply regular.

6.2.6. Result. Let lA) ~ k ~ 151. Statements (a) and

(b) are equivalent and imply statement (c). If k is

regular, all three statements are equivalent.

(a) Vk(S) is a right ideal of pS

( b ) For a 11 A € [S] <k, A zero set, and for a 11 x € S,

lA-xi < k ,

(c) For all x,y€ S, 1 P;l[{y}] 1 ( k ,

Proof: To see that (a) 9 (b).

Let A€ [S]<k where A is a zero-set and let x € s.
Suppose that lA-xi). k and pick r€vk(S), where f =[tB t ]

for some t £ S wi th CB t € Uk(S) such that A-x e &It.

Then A e (Bt+x =9 A € lBt + lBx • So, (P)t+ x c St+x ~ Uk(S),

a contradiction.

To see that (b) ~ (a).
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s € S. Suppose that cB t +s f Uk(S). Pick A £ lBt +s

such that IAI < k , Since A € CB t +s ::t AEtBt + (Bs'

{ x (S:A-x e.e t 11= ~. Pick x € S such that A-x e cB t •

Then lA-xi> k ,

To see that (b) ~ (c) .

We have rx-l[{y}] = {y} -x • Assume that k is regular.

To see that (c)~ (b).

Let A € [5]< k, where A is a zero-set and let x € S.

Then A-x = r;l[A] = U r;l[{y}] • Since k is 'regular,
yE. A

lA 1 c k and for each Y E: A, I r;l[{y}]1 ( k , we have

. fA-xi < k.

6.2.7. Corollary. Let w ~ k ~ Isl. If right cancellation

holds in S, Vk(S) is a right ideal of ps.

Proof: Since Px is one-ta-one, for each A~S, A, a zero

set, lA-xi ~ IAI.

6.2.8. Iheorem. Let w, k ( Isl. The following statements

are equivalent.
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(a) Vk(S) is a left ideal of pS~

(b) For all r = [lB t ] eVk(S), t€5, and all zero­

sets A € [5]<k, S, A contains members belonging

to ek( lB t ) •

(c) For all zero-sets A € [5]<k and all B € [5] k ,

there exists F € [B]<W such that n A-x = {2J.
x s F

Proof:

The proof is similar to that of Result 6.2.4.

6.2.9. ~orollary. Vk(5) is an ideal of ps.



Appendix

ON E-COMPACT SPACES

We consider here the more general situation of

- E-compact spaces, for a topological space E. By taking

E as a topological f~e!d, we can construct ~EX, the maximal

E-compactification of X as the collection of all E-Z-

ultrafilters on X. Having obtained ~EX in this manner,

and assuming further tha t E is a topological field, we

can study the problem of extending the semi-group operation

on X to ~EX and also various situations analo90us to what

have been studied in the various chapters of this thesis.

Still more general situation arises if we considerE-compact

spaces of Herrlich ( E being an epireflective subcategory

ot the category of all Hausdorff spaces). We do not

propose to embark on this, in this thesis.

A.O. Introduction

In [EN; MR] the idea that any compact Hausdorff

space can be characterized as a space that is homeomorphic

to some closed subspace of a topological product of the

closed unit interval tX:O' x (l} in the real line is

generalized and the class of topological spaces, the members

of which are homeomorphic to any closed subspace of
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topological powers of some given space E, is considered.

Further investigations have appeared in the papers [BL],

[HE], [MR] and so on. One special instance of that

generalization is the case in which the space E is the

real line. This class of spaces is necessarily the class

of real compact spaGes.

For our purpose, we have considered E to be a

(Hausdorff) topological field.

§ A.l. Preliminary Concepts.

A.I.I. Definition [EN; MR]. A space X is E-completely

regular if X is homeomorphic to a subspace of a product

of copies of E and X is called E-compact if X is homeo­

morphic to a closed subspace of a product of copies of E.

A.l.2. Definition [EN; MR]. A subset U of X is called

E-open if it is of the form f-1(V), where V is an open

subset of some finite power En and f € C(X,En). A subset

F of X is E-closed if and only if its complement is E-open.

A.l.3. Theorem [PO; WO]. Let X and E be spaces. The

following are equivalent.

(1) X is E-completely regular
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(2) For each closed subset A of X and each

p e X \ A, there is a pos i tive integer nand

f € C(X,En) such that f'{p ) ~ cl nf(A).
E

i. e., Ul C(X,En) : n € N} separa tes points and

closed sets of X.

(3) E-open subsets of X form a base for the open

subsets of X.

In general, we cannot replace utC(X,En):ne Nl
by C(X,E).

§ A.2. Some Definitions and Results.

A.2.1. Convention.

(1) We take lA) copies of E and name them tEi: i £ lA)}.

Then by En, we mean El x E2 x ••• x En. If n<m, there

is an obvious embedding of En in Em namely,

( xl' x2 ' • • • , xn) t-~ ( xl' x2' • • • , xn' 0,0,...,0). This

convention is needed for defining algebraic operations

in our further developments. However, this does not

conflict with notation used in [PO; WO] in situations

like the theorem A.l.3, since any rearrangement of

coordinates is a homeomorphism.
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(2) We consider the class of all spaces X such that for

each closed set AC X and a point x € X\A, there is a

positive integer nand f e C(X,En) such that f(A) = 0

and f ( x ) 1= o.

A.2.2. Definition. CE(X) = utC(X,En):n € N}.

ZEn(f) = LX € x. f'{x ) = a}, where f € C(X,En), is called

an E-zero set of f. For f,g €. CE(X), define (f+g)(x)=f(x)+g(x),

for every x e X. If f ( C(X,En) , 9 ~ C(X,Em) and if n > rn,

then, since Em is embedded in En as described above, g(x)

can be taken as a member of En. i.e., 9 € C(X,En). So,

f(x)+g(x) makes sense. Likewise, (f.g)(x)=f(x).g(x) for

every x € x.

A.2.3. Result. By convention (2), X is E-completely

regular.

Proof. By convention (2), given X, for each closed set

AC X and a point x e. X,A, there is a positive integer n

and r a ctx.s'') such that f(A) = 0 and f'{x ) 1= O. Then,

f(x) ~ cl J(A), so that X is E-completely regular.
E

A.2.4. Result. X is E-completely regular if and only if

its topology is the weakest for which each f € CE(X) is

continuous.
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Proof. Suppose tha t (X, T) is E-completely regular and

-Cl ""C and each f e CE(x,"'t:) is continuous with respect

to l:'. If F is a closed set wi th respect to -r:, then

for ea ch x E: X, F, there is some f x e. CE(X) such tha t

fx(F) ={ o} and fx(x) F O. Since f x is continuous, with

respect to -Cl, Z n (f ) is closed for any n e N wi th
E x

respect to ~I. Thus F = fl Z n(fx) is closed with
x£X,F E

respect to Lt and so Lt = -r .

Conversely suppose that L is the weakest topology

on X for which each f € CE(X) is continuous. Then, a

subbase for the closed sets (with respect to -C) is the

f ami 1y {{x ( X: f ( x) = r} : f € ~ ( X), r e En, n € N}.
We show that the base this family generates is the family

of all E-zero sets of members of CE(X). The result then

follows from A.2.3.

First, every E-zero set Z n(f), n € N, f e:. C(X,En) is
E

in this family. A typical member in this family is

Now a finite union of E-zero-sets is an E-zero-set
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It follows that the base generated by the family above

is simply, the family of all Z (f), n eN, f e. C(X ,Eft) •
En

A.2.5. Definition. Two subsets A and B of X are said

to be E-completely separated (from one another) in X,

if there exists a positive integer n such that for

r e ctx.a'') , f(x) = 0 for every xE"A and f'{x) F 0, for

every x € B.

Evidently, two sets contained in E-completely

separated sets are E-completely separated.

When an E-zero set Z is a neighbourhood o.f a set A,

we refer to Z as an E-zero-set neighbourhood of A.

A.2.6. Result. If two sets are contained in disjoint

E-zero-sets, then, they are E-completely separated.

Proof: If Z (f) n ZEm(g) = ¥i, then, we may define
En

h I x) = f(x), x € X. Then, h £ C(X,En) or he C(X,Em)

depending on whether n > m or m > n. Also, h is equal

to 0 on Z n(f) (2 (f» and
E Em

non-zero on Z n(g) «Z m(g».
E E

A.2.7. Result. If A, At are E-completely separated,

then there exis ts E-zero-sets F J Z such tha t se: X-Z C F C X-A' •
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Proof: If A, A' are E-completely separated, then,

there exists a positive integer n ·such that feC(X,E
n)

and f(x) =0 for every xeA and f {x ) 1=0 for every xeA'.

The set F ={x £ X:f(x) = o} is a zero-set neighbourhood

of A. Let Z = cl {x €X:f(x) 1= a}. Then Ac X-Ze Fe X-A'.

A.2.8. Definition•.A subspace S of X is CE-embedded in X

if every function in CE(S) = LJ [C(S,En) :ne. N} can be

extended to a function inCE(X) =ULC(X,En):nE: N}.

A.2.9. Result. If a subspace S of X is CE-embedded in X,

then, any two E-completely separated sets in 5 are E­

completely separated in X.

Proof: If A and Bare E-completely separated in S, then,

there exists a positive integer n such that f € C(S,En),

where f is 0 on A and non-zero on B. By hypothesis, f

has an extension to a function g in CE(X), particularly,

9 € C(X,En). Since 9 is 0 on A and non-zero on B, they

are E-completely separated in X.

~ A. 3. E-Z-Fil ters

A.3.1. Definition. An E-Z-filter on X is a collection ~

of E-zero-sets of X with the properties:
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(1) ~ ~ :to
( 2 ) Zl' Z2 E:. :f ~ Z1n Z2 E: ~ •

(3) If Z isan E-zero-set in X and Z:>Zl' where

Z1 E: ~ , then, Z € ~ •

If in addition, the following condition is satisfied, we

say ~ is an E-Z-ul trafil ter.

(4) is not properly contained in an E-Z-fil ter.

Every family~ of E-zero~sets that· has finite

intersection property is contained inan E-Z~filte~: the

smallest such is a family ~ of all E-zero-sets containing

f ini te in tersec tions of members 0 f ce>. We .say tha t lE>

genera tes the E-Zfil ter ~. When lB i tsel f is closed under

finite intersection, it called the E-base for ~ •

Clearly, every family ~ of E-zero-sets that has

fini te intersection property is contained in an E-Z-ul tra­

filter. Thus a"n".E-Z-ultrafilter is a maximal subfamily of

ZE(X) with finite intersection property.

A.3.2. Definition. By a prime E-Z-filter, we shall mean

an E-Z-fil ter wi th the following property:

Whenever the union of two E-zero-sets belongs to ;r, then

at least one of them belongs to ~ •
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A.3.3. Result. Let A- be an E-Z-ultrafilter on X. If

an E-Zero-set Z meets every member of A, then Z € .A. •

Proof: ~ U {Z} generates an E-Z-fil ter. As this contains

the maximal E-Z-fil ter .A. , it must be A- •

A.3.4. Result. Every E-Z-ultrafilter is aprime E-Z­

filter.

Proof: "If E-zero sets Z and Z' do not belong to an E-Z­

ultrafilter ~, then by the previous result, there exist

A, A' £ ~ such that ZnA = zen A' =~. Then Z U Z'

does not meet the member An A' of A., and hence does not

belong to .A- •

A.3.5. Result. Let i be a non-empty collection of E-zero­

sets in X such that ~ ~ ~ and ~ has finite intersection

property. Then ~ isan:E-Z-ultrafilter if and only if

whenever Z is an E-zero-set such tha t Z ~ ~ , then

(X\Z)~Z', an E-Zero-set such that Z'E:;r .

Proof: Suppose that ~ Ls an E-Z-ultrafilter. We have

X E::f and since X = zU(X" ZJ, and ~ is a prime E-Z-fil ter,

the result follows.

Conversely, assume that either Z e:t or (X,Z):> Z',

where Z' e. ;t- , for every Z € ZE (X) • Since;t is closed under
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finite intersection and ~ ~ ~ , 1 has finite intersection

property. Suppose that ~ is not maximal and pick

~'C ZE(X) such that ~' has finite intersection property

and ~ ~ ;:1-'. Pick ZlE ~'\~. Then Zl f ~. So X\Zl

contains Z2 such that ~ c ~ which implies Z2 e: :l'. But

then zl n z2 =~, which is false.

§Ao4. Convergence of E-Z-Filters.

We now discuss the convergence of E-Z-filters on an

E-completely regular space. It is analogous to the

standard theory of convergence of Z-filters or Z-filter

bases on an arbitrary Hausdorff space.

A.4.l. Definition. Let X be an E-completely regular space.

A point p e X is said to be a cluster point of an E-Z-filter

~ °if every E-neighbourhood of p meets every member of ~ •

Thus, since the members of ~ are E-closed sets, p is a

cluster point of ~ if and only if p € n:l .

If S is a non-empty subset of X, then E-cl S(the E­

closure of S in X) is the set of cluster points of the E-Z

filter ~ of all E-zero sets containing S, because, the E­

zero sets in the E-completely regular space X form a base

for the E-closed sets.

A.4.2. Definition. The E-Z-filter ~ is said to converge to

the limit p if every E-neighbourhood of p contains a member

of ~. If ~ converges to p, then p is a cluster point of ~ •
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A.4.3. Result. A- converges to p if and only if ;I­

contains the E-Z-filter of all E-zero-set neighbourhoods

of p.

Proof: In the E-completely regular space X, every

E-neighbourhood of p contains an E-zero-set neighbourhood

of p ,

A.4.4. Result. If p is a cluster point of 1, then at

least one E-Z-ultrafilter containing ~ converges to p.

Proof: Let ~ be the E-Z-filter of all E-zero-set

neighbourhoods of p. Then ~U~ has the finite intersection

property and so it is embeddable inan E-Z-ultrafilter ~ •

Since Acontains ~ , it converges to p. In particular,

an E-Z-ultrafilter converges to any cluster point.

A.4.5. Result. Let P E X, where X is E-completely regular

and ~ be a prime E-Z-fil ter on X. The following are

equivalent:

(1) p is a' cluster point of ~.

(2) ;t converges to p ,

( 3 ) n ;to ={ p} .
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Proof: It suffices to show that (1) =9 (2). Let V be any

E- zero-set neighbourhood of p. Since X is E-completely

regular, V contains an E-neighbourhood of p of the form

X-Z, where Z is an E-zero-set. Since VU Z = X, either

V € ~ or Z E~, since :l is prime. But Z cannot belong

to ;f because p f Z. So VE::t • Thus ~ converges to p ,

A.4.6. Notation. The family of all E-zero-sets contain­

ing a given point p is denoted by ~p. ~p is an E-Z­

filter. Since any E-zero-set not containing p is completely

separated from {pt, ~p is an E-Z-ultrafilter.

A.4.7. Result. p is a cluster point of E-Z-filter ~ if

and only if ;lc~p.

Proof: p is a cluster point of ~ if and only if p belongs

to every member of ~ •

A.4.8. Corollary:

(1) ~p is the unique E-Z-ultrafilter converging to p.

(2) Distinct E-Z-ultrafilters cannot have a common
cluster point.

(3) If it is anE-Z-fil ter converging to p , then ~p

is the unique E-Z-ul trafil ter containing ~.
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A.4.9. Definition. The mapping ~~: Let L be a
k· ~continuous mapping from X to E for some keN. Let~-

be an'~E-Z-filter on X. The image of ~ under -r is not

an E-Z-filter. The total pre-image of an E-Zero-set,

however is an E-zero-set, since,

-Cl [ Z k(g) ] = Zx(g·-r)·
E

The collection of all Z k(g), k € N, whose pre-images
E

k ~*~belong' to ~ , is an E-Z-filter on E , denoted by '- ~

i • e. , "(*;f = { ZE € ZE (Ek) : ""('-1 ( ZE ) E. ~ , k e. N1.
Clearly, -c*:t is an E-Z-filter on U{En:n € N}. It

need not be an E-Z-ultrafilter, even when ~ itself is.

But when ~ is an E-Z-ul trafil ter, then "('*;1- will be

prime.

A.4.l0. Result. Let Z be an E-zero-set in X. If

P € clrZ, where T is an E-compact space, then at least

one E-Z-ultrafilter on X contains Z and converges to p.

Proof: Let~ be the E-Z-filter on T of all E-zero-set

neighbourhoods (in T) of p and~ be the trace of ~ on~.

Since p € clTZ, ~ U{Z} has finite intersection property

and so is contained in E-Z-ul trafil ter ~. Then ~ converges

to p ,
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A.4.l1. Result. Let X be dense in an E-compact space T.

The following statements are equivalent.

(1) Every continuous mapping -r from X into any

E-compact space Y has an extension to a contin­

uous mapping from T into Y.

(2) X is CE-embedded in T.

(3) Any two disjoint E-zero-sets have disjoint

E-closures in T.

(4) For any two E-zero-sets Zl,Z2 in X,

c lT ( Z1n Z2) = c lTZ1 n c lTZ2 •

(5) Every point of T is the limit of a unique

E-Z-ultrafilter on X.

Proof: (1) ~ (2). A function f E CE(X) , say

f € C(X,Ek), for some k € N, is a continuous mapping into

the E-compact subset cl k[f(X)]. Hence (2) is a special
E

case of (1).

(2) ~ (3). This follows from A.2.9.

(3) ~ (4). If P€ cl Zl n cl Z2' then for every

E-zero-set neighbourhood V (in T) of p, we have P€ cl(VnZ
l)

and PE: e itv n Z2). i.e., V meets zln~. Therefore,

p E: cl(Zln Z2)· Thus, cl 21 n cl 22 C cl(Zl n~). The reverse

inclusion is always true.
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(4) ~ (5) Since X is dense in T, each point of T is

the limit of at least one E-Z-ultrafilter. On the other

hand, distinct E-Z-ultrafilters have disjoint E-zero-sets

and (3) implies that a point p cannot belong to the closures

of both these E-zero-sets. Hence, the two E-Z-ultrafilters

cannot both converge to p.

(5) ~ (1) Given p € T, let ~ denote the unique E-Z-

ultrafilter on X with limit p. We write,

This is an E-Z-filter on the E-compact space Y and so has

a cluster point. Moreover, since ~is a prime E-Z-filter,

so is -C~~. So, l:~ Jy has a limit in Y. Denote this family

by TEP. Then,

(A)

This defines a mapping -::rE:T --+ Y. In case P € X, we

have p € n~ so that -rEP € -C i~. Therefore -=rE agrees

""CE
• ZE (Y) ,with on X. For FE' FE on let us write

ZE = -c el(FE) ,
t -1 ( • )ZE = -C E FE • If P e cI,- ZE' ~ belongs

to ~ and so FE E: -r:~tA. Thus, p e. cl ~~-cEP £ FE • To

establish continuity of -rE at the point p, we consider an

arbi trary E-zero-set neighbourhood FE of =rEp and exhibit an
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E-neighbourhood of p that is carr i.ed by YE into FE •

•Let FE be an E-zero-set whose complement is an E-

neighbourhood of ~P contained in F. Then FE UF~ = Y

, ,
so that lE U lE = X and therefore cl lE U cl lE = T.

Since TE~~ F~, we have p~ cl lE'. Therefore, T-cl ~

is an E-neighbourhood of p. Also, every point q in this

neighbourhood belongs to cl lE' whence =c q E. FE.
E

A.4.12. Result. The E-completely regular space X has

an E-compactification ~EX with the following properties.

(1) Every continuous mapping -rE from X into any

E-compact space Y has a continuous extension

from ~EX into Y.

(2) Every function f in CE(X) has an extension to a

function f in CE(~EX).

(3) Any two disjoint E-zero-sets in X have disjoint

E-closures in ~X.

( 4)
,

For any two E-zero sets lE' lE in X,

(5) Distinct E-Z-ultrafilters have distinct limits in
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Furthermore, ~EX is unique in the following sense.

If an E-compactification T of X satisfies anyone of the

listed conditions, then there exists a homeomorphism of

~EX onto T that leaves X pointwise fixed.

Proof: We first prove the uniqueness. By theorem A.4.1l,

if T satisfies (1) - (4) it satisfies all of them.

By (1), the identity mapping on X, which is continuous

mapping into the E-compact space T. has an extension from all

of ~EX into T. Similarly, it has an extension from T

into ~EX. Hence these extensions are homeomorphisms.

We now consider the construction of ~EX. There is

a one-one correspondence between the E-Z ultrafilters on X

and the points of ~EX, each E-Z ultrafilter converging to

its corresponding point. We have a correspondence between

the fixed E-Z-ultrafilters and the points of X. Hence X

constitutes an index set for the fixed E-Z-ultrafilters.

The points of ~EX are defined to be the elements of the

enlarged index set in order to include all the E-Z-ultra­

filters on X.

The family of all E-Z-ultrafilters on X is written

( tAP) PE. ~EX ' where for p £ X, ~p is the family of all

E-zero-sets containing p. The topology on ~EX is defined
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in such a way that p is the limit of the E-Z-ultrafilter

.,aP, for every p € ~EX, not only for p e.. X.

For an E-zero set lE c x , let ZE denote all elements

of ~EX of which ZE is a member. We claim that the set

~ = {ZE:~ is an E-zero set in XJis a base for the E­

closed sets for a topology on ~EX.

(1) 95 is an E-zero set in X and so ~ ~ ~ • However,

~ ={p £ ~EX: ~ € p} = ~. • •• ~ ~ (1J A1so.

X = {p e. ~EX: X € p} = PEX. ••• ~EX €. c(j •

--=r A
(2) Suppose that lE' ZE E.d'b. lEU~ E: ij+P if and only

if le ( ~ p or i~ 6.c.Q.P • Thus the elemen ts 0 f PEX

which contain ZE UZE are precisely those which

contain lE or l~. So "iEUze ~ z;uze and so

is c1osed· under -finite unions.

Give ~EX the topology having ~ as a base for the

closed sets. Define ~E: X --T ~EX by ~E(x) = ;rx' where

;lx = {~: x.£ lE}· Then Jx is an E-l-ul trafil ter and

hence belongs to ~EX. Now, :tx € le n~E(X) if and only

i f ~ € 1x if and 0 n1y if x e ~.
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Thus, zEn ~E(X) = ~E(ZE)' This says that ~E is a contin­

uous and closed mapping. For x,y € X, if ~E(x) = ~E(Y)'

then ~ = 1 so that every E-zero-set containing x also
ilx y

contains y. i.e., x=y. Thus ~E : X --t ~EX is a

topological embedding. We have, ~E(ZE) = le n~E(X),

Therefore,

( 1)

For any basic E-closed set ~ containing ~E(ZE)' it follows

that ~E(~) = Z~ n ~E(X) :> ~E(~). Thus,

· (2)

Thus from (l) and (2),

This gives us that Cl~EX (~E(X» = X = ~EX, so that ~E(X)

is dense in ~EX.

To show that ~EX is an E-compactification of X.'

we prove that it is an E-compact Hausdorff space.

To see that ~EX is Hausdorff space, consider any two

distinct point p and p'. Choose disjoint E-zero-sets A € ~P
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and A' £ ~pl. Now, there exist an E-zero .set ~ disjoint

from A and an E-zero-set Z~ disjoint from A' such that

ZE U Z~ = X, (Res u1t A. 2 .7) • So, p ~ c1 ~, pi f c1 z;. .
t

Since cl ZE Ucl ZE = ~EX, the neighbourhoods ~EX-cl ZE

of p and ~EX-cl ~ of pi are disjoint.

Finally, consider any collection of basic E-closed

sets ZE with finite intersection property, ~ ranging over

some family ~. Now, (B itself has fini te intersection

property so that ~ is embeddable in a E-Z-ultrafilter ~ •

Then,

so that the latter intersection is non-empty. Therefore,

~EX 1s compact.
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