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## Preface

Most of the systems in nature are nonlinear. Many of them show irreguiar temporal behaviour as the system parameters are varied. The term 'chmas' has been used to denote this irregular behavior in a completely deterministic system without any external stochnstic source. Extreme sensitivity to initial conditions makes it impossible to predict the longtime behaviour of such a chnotic syatem. A great deal of research activity bes been centered on the understanding of chaon in nonlinear dynamical systems. Chaos and Nonlinear dynamics have applications in many areas of knowledge tike turbulence, electroair circuits, laser systems, astronomy and also in many interdisciplinary fiehd like biology, coology, population dynamiss etc.

Chaos is generally studied under two categories: (1) Continuous dynamical syatems represented by differential equations of the form $\frac{d x_{1}}{d}=\boldsymbol{F}\left(X_{1}, \mu\right)$ and (2) Discrete dynamical systems deacribed by mappings of the form $X_{t+1}=F\left(X_{t}, \mu\right)$ where $X_{t}$ denotes the state of the system at cime $t, \mu$ is the set of control parameters and $F$ is some nonlinear function of $X$. In this thesis we confine to the study of discrete nonlinear symems represented by one dimensional mappings. As one dimensional itcrative maps represent Poincarrè sections of higher dimensional flows, they offer a convenient means to understand the dynamical evolution of many physical systems.

The work presented in the thesis is the result of the investigntions made by the author for studying the dynamics of combination maps, scaling relations of Lyapunov characteristic exponents and the nature of bifurcations in discontinuous systems. This was done under the guidance of Prof. Dr. V. M. Nandakumaran in the Internntional School of Photonics, Coctin Univernity of Srience and Technolngy. The thesis is divided into five chapters. The chapterwise description of the contenes of the thesis is given below.

Chapter 1 is a general introduction to chaos, highlighting the basic ideas of deterministic chaos. Qualitative and quantitative measures for the detection and characterization of chans in nonlinear systems are discussed. Some simple mathematical models exhibiting choos are presented. The bifurcation scensrio and the possible routes to chaos are explained, taking the logistic map as a specific example. The dynamics of one dimensional maps are briefly discunsed. The relevance of the scaling relations of the Lyapunov characteristic exponent in control of chaos is specified.

Chapter 2 deals with the numerical and analytical investigations on combination maps. A counbination map is obtained by combining two one dimensional maps. The constituent maps may or may not belong to the same universality class. The dynamics of combination maps are significancly differen from those of simple maps. We consider two combination maps in detail. The first one is formed by combining two maps belonging tor the same universality class and the second is gut by combining two maps from two different universality classes.

In the third chapter, we present the reaults of the numerical computations of the Lyapunov expments ( $\lambda$ ) of one dimensional maps. The Lyapunov characteristic exponent acts as a kind of order parameter in the transition from regular to chaotic state of a nonliumar system. A theoretical relationship for the scaling of Lyapunov exponents had already been obtained by Huberman and Rudnick. We have eatablished numerically that the Hubermann-Rudnick relationship is valid for all one dimensional maps of different orders of maxima However, the scaling law for the Lyapunov exponent of a combination map is significanaly different from those of the individual mape.

Chapter 4 deals with the nature of bifurcations in a disconatinuous logist ic map. A differcnt type of bifurcation other than the usual period doubling one had already been reported for discontinuous maps. Most of the studies in discontinuous systems have been numerical. We provide an analytical explanation for the blfurcations in a discontinuous logistic map. We have obecrved that the map possesses multiple attractors. The basins of attraction of the fixed points are identified and an expression for the basin boundary is deduced. We establish that whenever the clements of an $n$-cycle ( $n>1$ ) approech the discontinuities of the $n^{\boldsymbol{4}}$ iterate of the map, a bifurcation talices place. The periods of the cycless are shown to decrease in an arithmetic progression. It is also abown that the periods depend on the precision with which the computionions are done. Dirert and inverse cascades of bifurcation are possible. Our results are verified by
numerical experiments as well. Bifurration diagrams, time plots of the iterates, tables shoming the busin boundaries and bifurcation points. parameter space plots etc. arp included.

The last chapter gives a summary of the whole work done. Our main conclusions are the following:

1. The Hubermann-Rudnick scnling relation fur the Lyaponov exponents is valid for simple one dimonsional mape of different onders of maxima.
2. The scaling relations of the Lyapunov characteristic exponents of combination maps are entiroly different from those of the individual maps.
3. The discontimuous logistic map possusses multiple attractors; Every periodic cycle of the system undergoes a bifurcation whenever a cycle element collides with the discontinuity of the map. The periods are precision dependent and show an arithmetic convergence.

The possibilities for future mscarch are also included.
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## 1. Deterministic chaos

The discovery that even nimple nonlinear systems gowerned by perfactly known equations of motion can evolve into a completely erratic, comb plex behsviour is of far-reachiug coosequeaces in many areas of knomeledge. It goes against one of the basic tenets of science that deterministic systems are predictable. The historic observation of H.Poincare in 1892 that cortnin Hamiltonian systems can display chootic motion was beft unooticed for a considerably long time. E.N.Lorenz in 1963 made a truncation of the NavierStoke's equation in hydrodynamics and obtained a set of three ordinary, nonLinear differential equations. The Larenz, tmodel shows, for certain parameter ranges, extreme sensitivity to initial conditions. i.e., it exhibits chaotic behaviour for certain ranges of the system parameters(1]. Since then, a lot of research work have been done in the field of chaos and nonlinear dynamics. At present, there is hardly any branch of science where the concept of chaos has not been used. Nonlinearity is a neccessary (but, not sufficient) ingredient for cheos. Generally speaking, the higher the dimensionality of the system, the leas severe the nonlincarity required to produce chaos. Mapy matural systens are replete with nonlidearities. Chmos is thus a rule, reaber than an excepcion, in the real world. The phenomenon of turbulence, i.e., fully dewoloped chaos in spece and time, is an unsolved probtem of classical playies. The developonents in chantir dynamics during the last few decades have greatly increased the understanding of the phenomenon of turbulence. The study of
deterministic chaos has given new concepts and modes of thought that have far-reaching repercussions in many different fields, such as Solid state physics, Plasman physies, Chemistry, Coumology, Biology etc. Future developments in the fictd may belp to solve the ageoold problem of turbulence.

The deterministic asture of the system implies that there exists a law. either in the form of a differential equation or in terms of a difference equation, for determining the future state from the given initial cooditions. The observed irregular behaviour is neither due to any exteral noise cor due to any intrinsic uncertainty as in the came of quantum mechanics. The chnotic behaviour arises from the property of the conlinear system of exponentially meparuting initially close trajectories in phase space. Consequently, the longtime behaviour of a chsotic system becomes unpredictable. Various routes for the transition of a nonlinear aystem from regular to chaotic state have bean identified. This chapter provides a review of the basic mathematical tools to detect and characterize chaotic motion. Certain model systems and the possible routes to chacs are discussed.

### 1.1 Dynamical Systems

A dynamical system is described by an evolution equation that determines the successive states from a knowledge of the initial state of the system. Tbory are usually divided into two categories: (a) Continucols-time dynamical systems and (b) Discrete-time dynamical systems.
a) A cuntinuous-time dynamical system is represented by a wet of ordinary differential equations (ODE) of the form,

$$
\begin{equation*}
\frac{d X}{d t}=F(X, t, \mu) ; X\left(t_{0}\right)=X_{0} \tag{1.1}
\end{equation*}
$$

where, $X(t) \in R^{m}$ is the state at time $t, \mu$ is the set of control parameters and $\boldsymbol{F}: \boldsymbol{R}^{\boldsymbol{n}} \rightarrow \boldsymbol{R}^{\boldsymbol{e}}$ is called the vector field. The dynamical system is linear if $\boldsymbol{F}$ is linear and nonlinear if $F$ is nonlinear. The system is said to be autonomous if $F$ dines not curtain time explicitly. Now, an $n^{\text {th }}$ order noo-autnoomons ODE can be converted to an $(n+1)^{\text {an }}$ onder autonomous ODE. Furthermore, an $m^{\text {eh }}$ order autonomous ODE can be reduced to a system of $m$ first order ODE. Thus, any continuous-time dynamical system can be brought to the form given by equation(1.1). A solution to equation(1.1) with the initial condition $X_{0}$ at $t=0,\left\{X_{1}(t), X_{2}(t), \ldots, X_{n}(t)\right\}$ is called a trajectory in the $n$-dimensional phase space of the system and is denoted by $\phi_{1}\left(X_{0}\right)$. The mapping $\phi_{t}: R^{n} \rightarrow R^{n}$ defines a flow of the system.
b) A discrete-time dyasmical system is represented by a difference equation or mapping as

$$
\begin{equation*}
X_{t+1}=f\left(X_{k}, \mu\right) \tag{1.2}
\end{equation*}
$$

where $X_{k} \in R^{\boldsymbol{m}}, \boldsymbol{\beta}$ is the set of control parameters and $f: \boldsymbol{R}^{\boldsymbol{\prime}} \rightarrow \boldsymbol{R}^{\mathbf{n}}$ mapa the state $X_{k}$ to the next state $X_{k+1}$. The sequence of points $\left\{X_{k}\right\}_{k=0}^{x}$ obtained by the repeated iterations of the initial state $X_{0}$ defines an orbit of the system in the $n$-dimensioual phase space. If $f$ is nonlinear, the system is nonlinear.

### 1.2 Poincaré map.

The flow of a continuous-time dynamical system can be conveniently replaced by a discrete mapping by a technique due to Poincare $[2,3]$. Consider, for example, a set of three first order differential equations,

$$
\frac{d x}{d t}=f(x, y, z) ; \frac{d y}{d t}=\phi(x, y, z) ; \frac{d z}{d t}=\phi(x, y, z) .
$$

Let us plot the points $\left(x_{n}, y_{n}\right) \equiv\left[x\left(t_{n}\right), y\left(t_{n}\right)\right]$ for values of time $t=f_{n}$ at which $x=0$ and $\frac{d_{1}}{1}>0$. Then the mapping $\left(x_{n}, y_{n}\right) \rightarrow\left(x_{n+1}, y_{n+1}\right)$ defives a Poincaré map. In general, the Poincarés section of an n-dimensional system is the infersection of the trajectories with an $(n-1)$ dimensional bypersurface, from one side of the surface. The entire sequence of croseing points taben without regard for crossing direction defines a two sided Poincare map. The Poincare section gives a stroboscopic picture of the underlying continuousLime dynamical system. There is a one-to-one correspondence between the different types of steady state behaviour of the system and the steady stata behaviour in the Poincare section. Since iterations are much casier to perform than integration, the Poincare construction technique will be of immense belp in analyzing the dynamics of continuous-time dynamical systems.

### 1.3 Detection of chaos.

In an exprerimental situation idvolving a tonlinear system, one will be dealing with a set of valucs of the system varimble(s) at various instants of time. i.e, the data consists of a time series. It is therefore neccessary to inspert whether the time series correspouds to a periodic behaviour or chaotic state
of the system. Usually it is not an easy task to differentiate betwen maltiply perindic behaviour and a chaotic stace. Various qualitative and quanaitative mensures anv adopted for this. In this section, we shall review some of the qualitative: measures that are nsually employed to detert the presence of chaxn in a system.

Consider, for example, the case of a periodically driven pendulum represented by $\frac{d f}{d}+\gamma+g \sin \theta=f \sin u t$ where $\theta$ is the angular displacement at time $t . g$ is the acceleration due to gravity, $\gamma$ is the damping constant, $f$ is the amplitude of the driving force and $\omega$ is the angular frequency of the driving force. For each set of parameters $\{\boldsymbol{\gamma}, f, \omega)$, the equation can be integrated numerically. A plot of $\theta$ against $t$ will be a amooth curve, if the system is periodic. When the system enters the chaotic regime, the time dejendence of shows an irregular pattern. Por example, when $f$ exceeds some chreshold valee, the pendulum shows a chaotic behaviour

Another method to detect chans is to consider the power spectrum $P(\omega)=|x(\omega)|^{2}$, where $x(\omega)$ is the Fourier transform of the signal $x(t)$. i.e.,

$$
\begin{equation*}
x(\omega)=\lim _{t \rightarrow \infty} \int^{T} x_{t} e^{i n} d t \tag{1.3}
\end{equation*}
$$

For periodie motion, the power spertrum shown only discreta lines at the rorresponding frequancies. But when the system beromew chartic, the pown spertrum appones as a broad contimoous pattern.

A third criterion for chase is to observe the auturorrelation function. This function measurea the correlation between subsequent siguals. A constant or an oscillatory behaviour of the corrclation function implies that the system is periodic. Chaotic behaviour manifests itself through a rapidly decaying correlation function.

Another check for the presence of chaos is to investignte the Poincare return map. This map represeda the intersection of the orbits in phase space with a given plane. For cheocic motion, the Poincaré section shows space filling poines. Buf, periodic motion produce only a finite number of poinks in the Poincaré section.

### 1.4 Quantitative Measures of Chaos.

Lyapunov characteristic exponents, Invariant mensure, Autocorrelation function, etc. are the major mathematical measures adopted to determine how chactic a system is. For completeness, we give a brief defaition of each of these quantities.

### 1.4.1 Lyapunov characteristic exponent

The Lyapunov characteristic exponent (L.C.E) is a measure of the sensitivity to initial conditions [4]. It gives the exponential rate of divergence. of the sequaration between two dearby points, as the system cevolves in time. A formal expression for it can be obtained as follows

Consider a one dimensional mapping $x_{n, 1}=f\left(x_{n}\right)$ on an interval of the real axis. Let $\epsilon_{0}$ be a small cluage in the initial value $x_{0}$ and $f_{a}$ be tho corresponding change in the $n^{\text {eh }}$ iterate Thus, $x_{n}=f^{\prime \prime}\left(x_{0}\right)$ and $r_{n}+\epsilon_{n}=$ $f^{\prime \prime}\left(x_{0}+\epsilon_{0}\right)$. A Taylor series expansion gives, $x_{n}+\epsilon_{n}=f^{\prime}\left(x_{0}\right)+\epsilon_{0} f^{\prime \prime}\left(x_{0}\right)+C\left(\epsilon_{0}^{2}\right)$, where the prime denotes differentiation w.r.t $x$. Neghecting higher pxwers of $c_{0}, x_{n}+\epsilon_{n}=x_{n}+\epsilon_{0} f^{\prime}\left(x_{0}\right)$. Using the chain rule of differentiation. we have.

$$
\begin{array}{r}
f^{m^{\prime}}\left(x_{0}\right)=f^{\prime}\left(x_{0}\right) f^{\prime}\left(x_{1}\right) f^{\prime}\left(x_{2}\right) \ldots \ldots . . . . f^{\prime}\left(x_{n-1}\right) \\
\text { i.e., } f^{\prime}\left(x_{0}\right)=\prod_{i=0}^{n-1} f^{\prime}\left(x_{i}\right) \\
o r_{1}\left|\epsilon_{\infty}\right|=\left|\epsilon_{0}\right| \prod_{i=0}^{n-1}\left|f^{\prime}\left(x_{i}\right)\right|=\left|\epsilon_{0}\right| e^{m \lambda_{n}},
\end{array}
$$

where,

$$
\lambda_{n}=\frac{1}{n} \log \prod_{n=\infty}^{n-1}\left|f^{\prime}\left(x_{1}\right)\right|=\frac{1}{n} \sum_{i=0}^{n-1} \log \left|f^{\prime}\left(x_{1}\right)\right|
$$

The limiting value of $\lambda_{n}$ a $n$ tends to $\infty$ gives the Lyapunov Characteristic Exponent, $\boldsymbol{\lambda}$. i.e.,

$$
\begin{equation*}
\lambda=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log \left|f^{\prime}\left(x_{i}\right)\right| \tag{1.4}
\end{equation*}
$$

Thus, $e^{\lambda}$ represents the average factor by which the separation between nearby points geta stretched after onc iteration. Clearly, $\lambda$ measures the rate of exponential separation of nearby orbits in phase space. If $\boldsymbol{\lambda}$ in acgative, the myntam is periodic. A positive value of $\boldsymbol{\lambda}$ implies that the system is chnotic. Thuss, in a sense, it acts as an order parameter in the transition of a nonlinear system from regular to chaotic state. A higher dimensional syatem has a spectrum of

Lyapunov exponents, one for pach dimension. If at leust one of the L.C.E's is positive, the system is chaotic. For quasiperiodic motion. all the L.C.E's are negative or yero. If the spectrum of Lyapunov exponeuts can be determined, the Kolmogoruv entropy[5] can be computed by summing all of the prasitive Lympunov exponents and the fractal dimension may be estimated using the Kaplan-Yorke conjecture[6]. The Lyapunov exposent defined above is the first order Lyapunov exponent. Higher order Lyapunov exponents can be defined by generalizing this definition $[7,8]$.

### 1.4.2 Invariant measure

The invariant measure, $\rho(x)$, associated with a one-dimensional map, say, $x_{n+1}=f\left(x_{n}\right), x_{n} \in(0,1), n=0,1,2, \ldots$, is the probability distribution of the iterates over the interval of mapping. Thas, $\rho(x) d x$ is the fraction of the iteratea in the interval $(x, x+d x)$ and as such, $p(x)$ can be defined as

$$
\begin{equation*}
\rho(x)=\lim _{N=\infty} \frac{1}{N} \sum_{j=0}^{N} \delta\left(x-x_{j}\right)=\lim _{N=\infty} \frac{1}{N} \sum_{j=0}^{N} \delta\left[x-f^{j}\left(x_{0}\right)\right] \tag{1.5}
\end{equation*}
$$

This quantity represents the density of the iterater of the map $f(x)$. The time awrage of a function $\phi(x)$ can be converted to an average over the invariant measure as,

$$
\lim _{N=0} \frac{1}{N} \sum_{i=0}^{N} \phi\left(x_{i}\right)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} \phi\left|f^{i}\left(x_{0}\right)\right|=\int_{0}^{1} d x \rho(x) \phi(x)
$$

The invariant density $\rho(x)$ satisfies the Frobenius-Perrun integral equation,

$$
\begin{equation*}
\left.p(y)=\int d r p(x) 6 \mid y-f(x)\right]- \tag{1.6}
\end{equation*}
$$

This equation can be ursd to find the value of $\rho(x)$ for narious values of $x$, if the map function $f(x)$ is known|2|. It can be solved exartly only for cortnia special cases.

### 1.4.3 Autocorrelation function

Consider the mapping, $x_{n+1}=f\left(x_{m}\right), x_{m} \in(0,1)$. Starting with a aned value $x_{0}$, the map gemerates $n$ sequence of iterates, $\left\{x_{0}, x_{1}=f\left(x_{0}\right), x_{2}=f\left(x_{1}\right)=f^{2}\left(x_{0}\right), x_{3}=f^{3}\left(x_{0}\right), \ldots, x_{n}=f^{n}\left(x_{0}\right), \ldots\right\}$. The mean or average value of the iterates is given by

$$
\bar{x}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N} x_{i}
$$

Then the correlation function $C(m)$ is defined as

$$
\begin{equation*}
C(m)=\lim _{x \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N} x_{n} x_{n+m}-(I)^{2} \tag{1.7}
\end{equation*}
$$

Thun, $C(m)$ gives a measure of the extent to which the iterates $m$ stepm apart (i.e., $x_{n}$ and $x_{m+m}$ ) are correlated. The correlation function can be expresed in terms of the invariant density $\rho(x)$ of the map as

$$
\begin{equation*}
C(m)=\int_{0}^{1} d x p(x) x f^{m}(x)-\left[\int_{0}^{1} d x \rho(x) x\right]^{2} \tag{1,8}
\end{equation*}
$$

### 1.5 Mathematical models exhibiting chaos

In this section. we discuss some of the typical one dimensional maps that display chaotic behaviour.

### 1.5.1 Bernoulli shift map

The map is expressed by $x_{1+1}=\sigma\left(x_{1}\right)=2 x_{1} \bmod 1, i=0,1,2,3 \ldots$
Figure 1.1 is a plot of $\sigma(x)$ versuts $x$.


Fig. 1.1 A plot of the Bernoulli shift map. given by equation (1.9)

Repeated iterations of an initial value $x_{0}$ gencrates the sequence, $\left\{x_{1}=\sigma\left(x_{0}\right), x_{2}=\sigma^{2}\left(x_{0}\right), x_{1}=\sigma^{3}\left(x_{0}\right), \ldots, x_{r}=\sigma^{\prime}\left(x_{0}\right) . \ldots\right\}$. The maxiular arithmetic involved will confine all the iterates into the unit interval. Therefore we need consider only $x<1$. Many important features of one dimensivanal chnotic maps can be deduced from the properties of this map. Some of them are giva below :
(1). Stretching and back folding property.

Any point $x_{0}<1 / 2$ becomes stretched by a factor 2 after each iteration. i.e., $\sigma\left(x_{0}\right)=2 x_{0}$. Now for $r>k$ where $2^{k} x_{0} \geq 1$, the iterate $x_{r}$ is folded beck to $(0,1)$. (since, $\sigma(x)=2 x-1$ for $x>1 / 2$ ). This stretching and backfolding property gives rise to a double valued iaverse for points on the map. The complex behaviour of the iterates is a consequence of this property.
(2). Sensitive dependence on innitial conditions.

The Bernoulli shift map can be used to illustrate the sensitive dependence of a chaotic syatem on the initial conditions. Let us use the bimary representation for points $x$ in ( 0,1 ). Thus, $x=0 . a_{1} a_{2} a_{4} \ldots$. where each $a_{T}=0$ or 1. Then $\sigma(x)=2 x$ if $a_{1}=0$ and $\sigma(x)=2 x-1$ if $a_{1}=1$. Thereform, $\sigma(x)=0 . a_{2} a_{3} a_{4} \ldots$. Thus the action of $\sigma$ on the binary number $x$ is to detete the first digit and shift the sequence to the left. The map is therefore known as Bernooulli shift map.

Consider two points $x$ and $x$ very close to each other so that they differ only in the $n^{\text {th }}$ and higher digits in their binary repressentation. Let $x=0 . a_{1} a_{2} a_{3} \ldots . . . . . a_{2}, \ldots$ where ench digit $a_{3}$ is cither zero or unity. Tben, $x^{\prime}=$ $0 . a_{1} a_{2} a_{3} \ldots . . . a_{n}^{\prime} \ldots$ Also $a_{n} \neq a_{n}^{\prime}$. During ench iteration, ther first digit is deleted and the sequence is shifted to the leff by one digit. Repreating the process $\boldsymbol{n}$ times, we get, $\sigma^{\prime \prime}(x)=0 . a_{n} a_{n+1} a_{n+2} \ldots \ldots$. nnd $\sigma^{\prime \prime}\left(x^{\prime}\right)=0 . a_{n} a_{n+1}^{\prime} a_{n+2}^{\prime} \ldots .$. Thus, the $n^{\text {th }}$ iterate differs in the first digit itself. Hence, the loagtime behaviour of the iterates depend very sensitively on the initial value. A very small error in specifying the initial value can lead to an entirely different final state. This extreme sensitivity of chmotic systems to initial conditions leads to a completely unpredictable asymptotic state.

## (3). Ergodic behaviour

Any point $x$ in $(0,1)$ can be approximated arbitrarily well by a finite sequence of binary digits 0 and 1 as $\left(0 . a_{1} a_{2} a_{3} \ldots, a_{1}\right)$ upto a difference of $c=$ $(1 / 2)^{r}$. Now, the action of $\sigma$ on $x$ is to delete the first digit and shift the 'decimal' point to the right by one digit. Thus it follows that $\sigma$ ' $\left(x_{0}\right)$ \{for $i=1,2,3 . \ldots\}$ of an arbitrary irrational mumber $x_{0} \in(0,1)$ approach $x$ upto an accuracy $\varepsilon$ infinitely many times. i.e., the iterates are distributed ergodically in ( 0,1 ). This resembles the ergodic theorem in statistical mecthanics; i.e., given enough time, any point in the phase space is visited by infinitely many phase poins in course of time. The ergodic theory says that time averages can be replaced by spare averages, when the motion is ergodic [9].

### 1.5.2 Triangular map

This is a one dimensional map defined by

$$
\begin{equation*}
T(x)=a\{1-2\} 1 / 2-x \mid\} ; 0<x<1 . \tag{1.10}
\end{equation*}
$$

The map function is sletched in figure 1.2 .


Fig. 1.2 The map defined in equation (1.10), for $a=0.75$

The control parameter a can be varied from 0 w 1 so as to keep the iterates within( 0.1 ). For $a<1 / 2$, the iterates will eventually settle down at the origin; i.e., the origin is a stable fixed point of the map. For $a>1 / 2$, tbe map generates a chaotic sequence of iterates.

### 1.5.3 Logistic map.

A noe dimensional quadratic map that has been studied extensively is the lugistic map $(1,10,11]$ :

$$
\begin{equation*}
x_{n-1} \equiv f\left(x_{n}\right)=\mu x_{n}\left(1-x_{n}\right) ; x_{n} \in(0.1) ; 0<\mu<4 . \tag{1.11}
\end{equation*}
$$

The map function is plotted in figure 1.3.


Fig. 1.3 The logistic map defined in equation (1.11). The control parametry $\mu$ is taken as 3.

In the investigations of the qualitative properties of dynamical systems, whether they are mechanical devices, electrical circuits, chemical reactions or any other kind, the asymptotic behaviour plays a central role. By asympeotir bebaviour, we mean the propertips that prevail when time $t \rightarrow \infty$, or, for all prastical purposes, when $t$ is sufficiently large. Asymptotically, the syscem may converge to an equilibrium point, a periodic motion, a quasi-periotic motion, or it may have a completely erratic behaviour, commonly designated by the tenm chaotic motion. The asymptotic behaviour of the iterates of the map depends crucially on the value of the control parameter $\mu$. For small values of $\mu$, the iterates show a periodic behoviour. When $\mu$ exceeds a threshold value, the system exhibits a chaotic behaviour. At $\mu=4$, the map shows fully chantir behaviour. The logistic map can be written in another form as

$$
\begin{equation*}
y_{n+1}=1-a y_{n}^{2} ; y_{n} \in(-1,1) ; 0<a<2 . \tag{1.12}
\end{equation*}
$$

These two representations are equivalent and one can switch over from one form to the other by means of the following transformation:

$$
\begin{equation*}
x_{n}=(\mu / 4-1 / 2) y_{n}+1 / 2 ; a=\mu(\mu / 4-1 / 2) \tag{1.13}
\end{equation*}
$$

The reverse transformation is:

$$
\begin{equation*}
y_{n}=\frac{1-k}{a} x_{n}+\frac{k-1}{2 a} ; \mu=1-k ; k= \pm \sqrt{1+4 a} \tag{1.14}
\end{equation*}
$$

Throughout this thesis, we shall adhere to tbe representation of the logistic map on the unit interval. If $x_{n}$ somehow falls ontside the interval ( 0,1 ), subsequent iterations diverge towards $-\infty$. As is clear from fig 1.3, the map
has an extremum at $x=1 / 2$ which is a second order of maximum. (Order of maximum is the order of the highest non vanishing derivative at the point of maximum. In other words, it is the order of the leading term in the Taylor series expansion of the function around the maximum.) The maximum value of the function $=\mu / 4$. Hence the maximum permissible value for $\mu$ is 4 and tbe minimum value for $\mu=\mathbf{0}$. The map is a unimodal map. An important feature of the map is that it is non-invertible. Thus, given $x_{n}$, the next iterate $x_{n+1}$ is uniquely deternined by $x_{n}$. But the reverse is not true. A given point $x$ can have two pre-images.

In order to illustrate the sensitive dependence of a chaotic system on initial conditions, let us consider the logistic map at $\mu=4$. The transforman tion $x_{n}=\sin ^{2}\left(x \theta_{n}\right)$ gives an explicit solution $\theta_{n}=2^{n} \theta_{0} \bmod$. Let the initial value $\theta_{0}$ be changed by a very small arnount $\epsilon$. Then $\theta_{n}$ is changed by an amount $2^{2} \varepsilon=\varepsilon \exp (n \log 2)$. Thus the separation between two initial valuea gets amplified by a factor $\exp (n \log 2)$, after a 'time' $n$. The rate of exponential separation $=\log 2$ (which is the Lyapunov characteristic exponent) is positive. Thus there is chacs. Let us, for the sake of convenience, express $\theta_{0}$ in binary notation. Let $\theta_{0}=0.10100011 \ldots$. Then $\theta_{1}=0.0100011 \ldots, \theta_{2}=0.100011 \ldots$, $\theta_{3}=0.00011$...etc. Thus, the iteration scheme is to delete the first digit and stift the remaining sequance to the left. Hence, the value of $\theta_{n}$ depends on the $n^{\text {th }}$ and higber digits of $\theta_{0}$. When $n$ is very large, $\theta_{n}$ depends very sensitively on the precise value of $\theta_{0}$.

Now, there are a number of situations in which one dimensional ilurnLive maps, surh as the logistir map, provide a convenient model for the system behaviour [12,43]. The simplest example comes from exological madels. Consider the case of a seasonally breeding insert population in whirl generations do oot owerlap. The population $x_{w-1}$ in the $(n+1)^{\text {th }}$ generation is a function of the poppulation $x_{n}$ in the $n^{\text {ch }}$ gmeratinn. i.e., $x_{n+1}=f\left(x_{n}, \mu\right)$ where $\mu$ rejp resents some concrol paratreter (availability of food, fraction of area available etc). The logistic map can be used to represent a strongly damped kicked rotator[1]. Again, such upe dimensionand mon-invertible maps can aloo arise as the Poincare map of a highly dissipative flow. The Poincare section of a 3 dimensional flow is in genaral, a 2-dimensional surface. Now, if the dissipation is very large, leading to a rapid contraction of areas, then the Poincaré section cab practically be approximuted by $n$ set of points along a curve. Defining n point $X$ for every point on this curve, the time evolution of $X$ can be maduced to a one dimensional non-invertible map of the form $X_{n+1}=F\left(X_{n}\right)$. The logis. tic map is only a particular form of this one dimensional difference equation It is usually taken as a representative of the quadratic family of mape. The logistic map serves an example to study the bifurcation phenomenon and the routes to chaos in one dimensional unimodal maps.

### 1.6 Routes to chaos in one dimensional maps.

One dimensional endomorphisms defined on an interval of the sual axis have been used in modelling a wide variety of nonlinea: systems(13,14|. They are usually simple enough for analytical treatment and an the same tume not very time consuming for numerical stadies. They provide a conveniont model to explore the dyuamirs of many practical systems like laser cavities\{1], electronic circuits, neural networks etc. Many important features like the scaling behaviour and the universality properties of higher dimensional flows are stared by these mappiugs as well. Various mutca to chaor have boon observed in dissipative deterministic systems. These routes differ in the way in which the signal behaves before becoming chaotic. In this section, we stall give a brief review of the possible routes to chases in one dimemsional unimodal mapre; viz., period doubling, intermittency, crises etc. In particular, the Feigenbeum somario and the mivernal pmpmerties of one dimensional quadratic maps are discursed in some detail. We choose the logistic map given by equation 1.11 as a mpecific example.

### 1.6.1 Period doubling phenomena.

Given the ponlinear dymamical system, $x_{m+1}=f\left(x_{n}, \mu\right)$, our interest is in the asymptotic solutions. Starting with an initial value $x_{n}$, the map function is iterated a large number of times. The longtime behaviour of the syatem is determined by the iterates $x_{n}$, after the inditial trausienter luave died
out. These transients, in general, depend on the seed value rin. The iterates may couverge to a fixed point, a periodir cycle or a chaotic attractor, depeuding on ther value of $\mu$. As the 'knob' $\mu$ is varied, the nature of the solution changes. The system undergoes a transition firom regular, periodic cycles to a siate of erratic behaviour or vice versa. Different routes to chaos have becn identified, the most prominent among them being the period doubling route. In the period doubling process, a fixed point undergoes a bifurcation and a 2-cycle is formed, when the control parameter crosses a particular value, say, $\mu_{3}$. The 2-cycle behaviour continues for some range of values of $\mu$ and then it bifurcates to a 4 -cycle at $\mu=\mu_{2}$. When $\mu$ is continnously varied, the 4 -cycie bifurcates tn an R-cycle at $\mu=\mu_{3}$; and so on. The period of every cycle gets doubled at definite values of $\mu$. These period doublings accumulate at a critical value of the system parameter. Beyond this critical value, the system exhibits chaotic behaviour.

For the mapping $x_{n+1}=f\left(x_{n}\right)$, a fixed pxint $x^{\prime \prime}$ is defined by $f\left(x^{*}\right)=x^{*}$. A fixed point $x^{*}$ is stable, if small perturbations on it eveatually die out. The nercessary condition for this is $\left|f^{\prime}\left(x^{*}\right)\right|<1$. If $\left|f\left(x^{*}\right)\right|>1$, the fixed point Is unstable. If $\left|f^{\prime}\left(x^{\prime}\right)\right|=1$, the fixed point is said to be "marginally stable". Fixed points and their stability properties play a vital mole in the theory of mappings, as they contribute a definite structure for the trajectonies in their neighbourhood. The stable fixed points $\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}, \ldots, x_{n}^{*}\right)$ or the $n^{\text {th }}$ iterate of $f(x)$ constitute an $n$-periodic cycle of $f(x)$. The elements of the $n$-cycle are
such that $x_{2}^{*}=f\left(x_{i}^{0}\right) ; x_{j}^{*}=f\left(x_{j}^{0}\right) ; x_{i}^{*}=f\left(x_{3}^{j}\right) ; \ldots, x_{n}^{*}=f\left(x_{n-1}^{*}\right) ; x_{i}^{0}=f\left(x_{n}^{0}\right)$. Thus every element $x_{i}^{;}$of an $n$-cycle of $f$ satisfies $f^{n \prime}\left(x_{i}^{*}\right)=x_{i}^{*}$ - An $n$-cycle is stable if the magnitude of the slope of the $\boldsymbol{n}^{\text {th }}$ iterate at the cycle elemeats is less than unity. A given cycle $\left\{x^{;}\right\}$of period $n$ is said to be superstabte if tive slope of the $n^{\text {th }}$ iterate of the map at tibe cycle clements vanishes. Tbus. by the chain rule of differentiation, the condition for superstable cycles is

$$
\begin{equation*}
\prod_{j} f^{\prime}\left(x_{j}^{\prime}\right)=0 ; j=1,2,3, \ldots \ldots \ldots . . \tag{1.15}
\end{equation*}
$$

This implies that the cycle contains the critical point. because it is the only point where $f^{\prime}(x)=0$.

For the logistic map defined in equation 1.11, the fixed points are $x^{*}=0$ and $x^{*}-1-1 / \mu$. Clearly, $x^{0}=0$ is a trivial fixend point wherens the second fixed point makea sense only if $\mu>1$. Since $f^{\prime}(x)=\mu(1-2 x)$, we obecrve that $x^{*}=0$ is stable for values of $\mu$ ranging from 0 to 1 . Beyond $\mu=1, x^{*}=0$ becomes unatable. The fixed point $x^{\circ}=(1-1 / \mu)$ is stable for $1<\mu<3$. Thus we see that the iterates of the logistic map settles down to the ymen fixed point for all values of $\mu<1$ and to 0 on-zero fixed point for $1<\mu<3$. These fixed points are also known as attractors, since the serquence of iterates $\left\{x_{n}\right\}$ generated from any initial point $x_{0} \in(0,1)$ converges to these points. Note that the slope of $f(x)$ at the first fixed point is $\mu$ and that at the sccond fixed point is $(2-\mu)$. Thus, when the control parameter is varied frum 0 to 3. the magnitude of the slope is alvays less than unity. This casures the stability of these fixed points. When $\mu=3$, the slope becomes equai to -1 .

If $\mu$ is slightly greater than $\mu_{1}=3$, we get a 2 -cycle $\left\{x_{1}^{*}, x_{2}^{\mathbf{2}}\right\}$. The system is sald to undergo the first period doubling. This 2 -cycle is independent of $x_{0}$, but depends only on $\mu$. In other words, it is an attractor of period 2. Ther steability properties of the 2 -cycle are determined by the slope of tle second iterate. $f\left(x_{1}\right)$ at $x_{i}^{\prime}$ and $x_{i}^{*}$. Clearly, $x_{i}^{*}=f\left(x_{i}^{*}\right)$ and $x_{i}^{*}=f\left(x_{i}^{*}\right)$. Thus, $f^{\prime}\left(x_{i}\right)=x_{i}^{\prime}$ and $f^{2}\left(x_{j}^{j}\right)=x_{2}^{p}$ Again, $f^{2}\left(x_{i}^{i}\right)=f^{\prime}\left(x_{i}^{i}\right) f\left(x_{i}^{i}\right)$, by the chnin rule of differeatiation. Likewise, $f^{\prime \prime}\left(x_{i}^{i}\right)=f\left(x_{i}^{0}\right) f\left(x_{j}^{0}\right)$. Therefore, the second iterate has equal slopes at both the cycle elements. (This is true for all n -cycles). The $\mathbf{2 - c y c l e}$ bethaviour cortinues for some range of values of $\mu$. At $\mu=\mu_{2}$. the slope of $f^{\prime}(x)$ act the cyele clements also becomes -1. The 2 -cycle then bifurcates into a 4-cycle whome clements are the stable fixed points of $f^{4}(x)$. This process of period doublings repeats ad infinitum. The parameter values for successive period doublings accumulate to $\mu_{00}$. Beyond this critical value, the system exhibits chaotic behaviour. The value of $\mu_{\infty}$ for tho logistic map bas been found to be 3.56994555 ... The mechanism of pariod doubling bifurcation can easily be assimilated by a graphical analysis|18). At this stage, a fandamental feature of all unimodal maps on an interval mny be noted. Guckeobeimer et al., [4] has shown explicitly that mape with one critical point can have at most one seable attractor, to which all initial points in the interval ( excepting a set of mensure zern) are adtracted asymplotically. Thus, if there exists a stahle attractor of proiod $k$ for the logistic map, almont all points in ( 0,1 ) will eventinally be allracted towards it. The transient time depends, of course. on the injial value Axsweu. A plot of the asymptotic values $\left\{x_{n}\right\}$ against the cuntrol parameter
is koown as a bifurcation diagram of the map. Bifurchtion diagrams are very useful in analyzing the dynamics of nonlinear systems. It gives an owrall view of the behaviour of the system, as the control parameter is varied. One such diagram is given in figurv 1.4.


Fig. 1.4 A tifurcation diagram of the logistic manp. A sord value of 0.6 was used for iteration. For each value of $\mu$, the first low) iterates were left for transionts and the bext 500 points were plotted against $\mu$

It has been shown by Feigeubaum[15] that certain universality properties are mssociated with the period doubling phenomeon. Applying the renormalization group analysis, be has shown that this route to chaos via an infinite sequence of picthiork bifurcations is characterized by two constants a and b which are independent of the perticular form of the map function. To understand the universality theory, we note the following facts:
1). There exists discrete values of the parameter, say, $\mu_{1}, \mu_{2}, \mu_{3}, \ldots, \mu_{4}, \mu_{4+1}, \ldots$ at which the periods of the cycles get doubled. For $\mu_{k}<\mu<\mu_{k+1}$, there exists a stable $2^{*}$-cycle $\left\{x_{1}^{i}, x_{2}^{*}, x_{3}^{j}, \ldots, x_{21}^{2}\right\}$ such that

$$
\begin{equation*}
\left.\left|\frac{d}{d x} f^{2^{D}}(x)\right|_{x-\infty} \equiv \prod_{i} U^{\prime}\left(x_{i}^{0}\right) \right\rvert\,<1 ; k=1,2,3, \ldots \tag{1.16}
\end{equation*}
$$

2). At $\mu=\mu_{k+1}$, all points of the $2^{k}$-cycle lose stability and a pitchfork bifurcation tales place leading to an attracting cycle of period $\mathbf{2}^{k+1}$. These cycle elements are the equilibrium points of $f^{n+1}(x)$; i.e.,

$$
\begin{equation*}
f^{2^{n+1}}(x)=f^{2^{4}} \circ f^{2^{4}}(x) ; k=0,1,2,3, \ldots . \tag{1.17}
\end{equation*}
$$

The main ingredient of the theory is that the mectannism by which $f^{2}$ undergoes period doubling at $\mu_{k+1}$ is the same as the onc that $f^{a+1}$ usaa to double the period at $\mu_{k+2}$. This observation is of paramount importance in that it connects the mechanism of subsequent bifurcations to a general haw of functional composition. The elements of every periodic cycle are the stable fixed poiots of the corresponding iterate, with identical slopes. As every bifurcativu poind $\mu_{t+1}$, the slope of $f^{2}$ at its rycle elements beromes equal to -1.

Consider a superstable cycle of period $2^{2}$. Clearly, the cycle conlaius $x=1 / 2$ as one element. Let $d_{n}$ denote the separation between $x=1 / 2$ and its nearest element. But the element nearest to $x=1 / 2$ is the $\left(2^{n-1}\right)^{\text {th }}$ iterate of $x=1 / 2$ (These two points were coincident, before the $n^{\text {th }}$ period doubling neparated then out). Thus,

$$
\begin{equation*}
d_{n}=f^{2 n}(1 / 2)-1 / 2 \tag{1.1א}
\end{equation*}
$$

Applying a co-ordinate translation from $x=1 / 2$ to $x=0$, we get.

$$
\begin{equation*}
d_{n}=f^{2 n-1}(0) \tag{1.19}
\end{equation*}
$$

It can be seen that the distance $d_{n}$ is reduced by a constant factor during successive bifurcations. Also the nearest element alternates from one side of the critical point to the other. (The bifurcation diagrams can be used to verify these). Thus the distances $\boldsymbol{d}_{\boldsymbol{n}}$ scales down as,

$$
\begin{equation*}
\frac{d_{r}}{d_{n+1}}=-\alpha \tag{1.20}
\end{equation*}
$$

Repeated application of this result gives,

$$
\begin{equation*}
d_{1}=\lim _{n \rightarrow \infty}(-\alpha)^{n} d_{n+1} \tag{1.21}
\end{equation*}
$$

Using equation (1.19), we get,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(-a)^{n} f^{2 n}(0)=d_{1} \tag{1.22}
\end{equation*}
$$

This implies that the sequence of rescaled iterates converges to a limiling function, say, $g_{1}(x)$ i.e.,

$$
\begin{equation*}
g_{1}(x)=\lim _{n \rightarrow \infty}(-\alpha)^{n} f^{2^{2}}\left(\frac{r}{(-\alpha)^{n}}\right) \tag{1.23}
\end{equation*}
$$

Likewise, we can form a whole set of functions $g_{i}(x)$ corresponding to cach of the superstable cycles. These functions obey the recurrence relation.

$$
\begin{equation*}
g_{i-1}(x)=-\alpha g_{i}\left[g_{i}\left(\frac{-x}{\alpha}\right)\right] \equiv \operatorname{Tg}_{i}(x) \tag{1.24}
\end{equation*}
$$

where $T$ is called the doubling transformation. The set of fuuctions $g_{1}(x)$ converges to a function $g(x)$, an i tends to $\infty$. Clearly, $g(x)$ is a fixed point of the doubling operator $T$ in the function space. Thens,

$$
\begin{equation*}
\left.g(x)=T g(x)=-\operatorname{agt}\left(\frac{-x}{a}\right)\right\} \tag{1.25}
\end{equation*}
$$

It can be seen that this equation bolds equally well for cg(x/c). Thas, the renormalization theory does not deal with aboolut scales. We can, therefore, arbitrarily fix $g(0)=1$. Thus, $g(0)=-a g[g(0)]=1$. There exists a unique smooth solution for this equation, depending on the nature of the maximum of $g(x)$ at $x=0$, which gives, $\alpha=2.502907875 \ldots$ for all quadratic maps.

We now consider the scaling relations for $\mu$. From the bifurcation diagram, it is obvious that the parameter values $\mu_{k}$ for successive bifurcations converge geometrically to a finite value $\mu_{\text {co }}$ at which the iterates beonme aperiodic. The value of $\mu_{\infty}$ for the logistic map works out to $3.56994555 . .$. . The parmeter valmes for successive superstable cycles also converge at the same rate. Denoting these values by $\boldsymbol{A}_{1}, \boldsymbol{A}_{3}, A_{3} . \ldots \mathbf{A}_{4}$... the scaling relation can be written as

$$
\begin{equation*}
\Lambda_{t}-\Lambda_{\infty} \propto \delta^{-1} \tag{1.26}
\end{equation*}
$$

Since $x=1 / 2$ is an element of every superstable cycle,

$$
\begin{equation*}
f_{h_{2}}^{k}(1 / 2)=1 / 2 ; k=1.2,3, \ldots \tag{1.27}
\end{equation*}
$$

Under a co-ordinate translation to $x=1 / 2$, one obtains

$$
\begin{equation*}
f_{h_{4}}^{\hbar}(0)=0 . \tag{1.28}
\end{equation*}
$$

A Taylor expansion of $f_{A}(x)$ around $f_{A_{-}}(x)$ gives

$$
\begin{equation*}
f_{\Lambda}(x)=f_{A_{-}}(x)+\left(\Lambda-\Lambda_{x}\right)\left|\frac{\partial f_{A}(x)}{\partial \Lambda}\right|_{\Lambda=A_{\infty}} . \tag{1.29}
\end{equation*}
$$

Repeated applications of the operator $T$ to this equation stow that $\delta$ is the only relevant ( $>1$ ) eigen value of the linearised doubling operator $T$ and is therefore universal. The convergenoc rate 6 for the quadratic fannily has been estimated as 4.6692016.

The main results of the universality theory for the period doubling route to chaos can be summarised as follows:

1) The distances $d_{n}$ of a point in a $2^{n}$-cycle closest to the critical point, scale down in successive bifurcations as

$$
\begin{equation*}
\lim _{n \rightarrow-\infty} \frac{d_{n}}{d_{n+1}}=-\alpha \tag{1.20}
\end{equation*}
$$

2) Existence of a geometric convergence for the parameter valncs for successive bifurcations. i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mu_{n}-\mu_{n-1}}{\mu_{n+1}-\mu_{n}}=\delta \tag{1.30}
\end{equation*}
$$

Thus we have,

$$
\begin{equation*}
\mu_{n}=\mu_{n}-a \text { constant } b^{-n} \text { for } n \gg 1 \text {. } \tag{1.31}
\end{equation*}
$$

The universality theory developed by Feigenbaum suggests that mape can be grouped into various universality rlasses; Each chass is characterised by definite values for $a$ and $\delta$ (depending on $z$, the onder of the maximum). The high convergence rate ( $\delta \approx 4.669$ ) gives serious prodictive power to the universality theory. Thas, if a period doubling system is investigated upto four or five bifurcations, its behaviour throughout and even beyond the period doubling region can be predicted with a high degree of accuracy. The scaling constant aseociated with the quadratic maps appear to be observed and measured in relatively complicated dynamical systems $[19,20]$. Related scaling constents corresponding to the circle map have also been observed experimentally[21]. Studies related to phase transitious aud critical phenomena have given a now meaning to the concapt of universality. Many mathematical models and natural phonomena can be categorized into classes characterized by similar behaviour in thuir parameter dependence. The sudden change of the system at a certain transition point can be characterized by only a few variables. Each class will too characterived by certain set of uniweramlity mostants.

### 1.6.2 Intermittency

The phenomenou of Intermittency[16] offers another routc to chacs in nonlinear systems. In this case, the signal alternates randomly between long periodic phases and relatively short irregular bursts. The paumber of ctiantir burst: increases with on external parameter, until finelly, the sytetn shows a completely chaotic behaviour. This has been oboerved, for example, in the Loreaz model[1], when the control parameter $r$ exceeds anme critical value $r_{r}$. For $r<r_{c}$, the Poincaré map has got a atable fixed point. Por $r>r_{c}$, the map has no fixed points and the iteratea wander around erratically. But newr the original fixed point, the trajectory slows down and a large number of iterations are needed to escape the channel of regular motion. This type of internittency is known as Type-1 Intermittency. The mechanism responsible for this is nn inverse tangent bifurcation in which a stable and an unstable fixed point collide and disappear at $r=r_{c}$. Other prominent types of intermittency ara Type-2 and Type-3 intermittencics. Experimental observations of the intermittency route to chasos bave been found in a variety of experments iucluding Rayleigh-Benard convection[23,24], nonlinear oscillators[25,26], and BeloumovZabotinsky reactions $[27,28]$. As in the case of period doubling bifurrations, there mists universality relations for the Intermittency roate as mell. Exart solutions for the functional remormalization group equation for intermitrency have been obtained(22].

### 1.6.3 Crises.

The phenomenon of crises arises out of the collisions between a chnotic attractor and a coexisting unstable fixed point or periodic orbit[17]. These collisions produce sudden changes in the chactic attractor. For example, it occurs in the period-3 window of the logistic map, where chrce stable and three unstable fixed points are genertated by tangent bifurcations|1]. Almost all sudden changes in chaotic attractors are due to crises. Similar crises occur in two and three dimensional systems and also for higher dimensional flows.

### 1.7 Scaling relations and control of chaos

Recently, a lot of intereating research activities are centered around controlling the chaos in a nonlinear syatem[29-38]. That chacs can be suppressed is of course a highly deairable feature in many practical situations like lasers, plasma confinement, particle accelerators and electronic syatems. Various techniques like adaptive control [33,34], fredback control[38|, parnmetric perturbations $[32,35]$, addition of external moise $[30]$, external harmonic perturbation\{36] etc. have been adopted for the control of chass. Must of these methods presupposea a detailed knowledge about the dynamics of the system. A kuwnledge of the behaviour of the system near the transition point to chaos as well as the scaling behaviour of the characteristic coostants near the onset of cheos are quite ussful in this context. The spectrum of Lyapunov exponents
provides a quanticative measure of the seusitivity to initial couditions and is the most useful dynamical diagnostic for chnotic systems. As such, the scaling relatious of the Lyapunur characteristic exponent near the transition point to chaos are very useful in developing suitnble control ulgorithms. Huberman and Rudnick[39] have shown andyticully that the Lyapunov chararteristic exponent ( $\lambda$ ) for maps undergoing the Feigenbaum scenario of bifurcations follow the scaling relation, $\lambda=\lambda_{0}\left(a-a_{0}\right)^{+}$, where $\lambda_{0}$ is a constant of the order of unity, and is the value of the control parameter a at the period doubling accumulation point and $\nu=(\ln 2 / \ln \delta), \delta$ being the Feigenhaum constant. This relation suggests that the acaling index $\nu$ is different for maps belonging to differeat universality classes. However, a detailed inventigation of the scaling behnviour of $\lambda$ pear the onset of chaos for one dimensional mape of differcut order of maxima has not been made. We have established numerically that the Huberman-Rudnick relation is true for all one dimensional mape that exhibit the Feigenbaum route to chaos. The dynamics of one dimensional maps can be controlled by changing the value of an extra parameter introduced into the systom[40-42]. In this context, it will be worthwhile to investigate the dynamics of a combination map obtained by combining two one dimensional maps. Such combination mape posess two control parameters. Hence it would be pussible to have a desired dynamics for the system, by proper cboice of one of the parameters for each value of the other parameter. A study of the bifurcation phenomena and the scaling relations of combination maps can provide
certain important and interesting reyults that can be used advantageously for controlling the dynamics of the system. Again, the premence of a discourimuity at the extremum of a map produces severe changes to the bifurcation phenomenom. Most of the studics mported for discontimuons maps are mumerical in nature. An analytical study of the bifurcation phenomenon of a discontinnous logistir map will therefone be useful in understanding the dynamics of discontinuous maps.

We present the results of a combined analytical and numerical inventigation on combination mape in chapter 2. The acnling relations of the Lyapunov exponents of ode dimensinal maps as well as those of combination maps are discussed in chapter 3. The bifurcation phonomena of a discontinuous logistic map is dealt with in chapter 4. Chapter 5 summarises the major results obtained by our invertigations on one dimensional nonlinear maps.

## 2. Combination Map.

In this chapter, we study the dynamics of combination maps. A combination map is obtained by combining two one-dimensional maps. These maps have two control parameters that determine the dynamics of the system. This leads to a possibility of controlling the behaviour of the system by a suitable choice of the parameters. An analysis of the dynamics of combination maps will therefore be relevant in the context of control of chaos. Another motivation for studying the combination map is to see whether the map still has all the characteristics of the constituent maps. The scaling behaviour of the Lyapunov characteristic exponent of the combination map is of particular interest, as we want to check whether the combination map follows the same scaling behaviour as that of simple one dimensional maps or not. The structure of the chaotic band and its bifurcations have got a vital role in determining the scaling relations. A detailed analysis of combination maps can give certain important informations that are useful for taming the dynamical behaviour of many nonlinear systems. We have found that the band bifurcations inside the chaotic regime of the combination map is quite different from that of simple maps. The behaviour of the Lyapunov characteristic exponent of the system near the transition point to chaos is significantly different from those of the constituent maps. The bifurcation phenomenon of a combination map depends on the parameters of both of the individual maps. By suitably tuning these
parameters, one can have any desired periodicity for the system. Likewise, it is possible to have a chaotic behaviour or periodic behaviour by proper choice of the system parameters.

The combination map can be formed from two maps chosen either from the same universality class or from different universality classes. These two types of combination maps show remarkable differences in their bifurcation structure. We consider these two cases separately. Both numerical and analytical investigations were carried out to analyse the bifurcation phenomena of the combination maps. A linear stability analysis of the fixed points and the parameter space plot of the system are presented. The variation of the Lyapunov characteristic exponent of combination maps with the control parameters is included in the next chapter.

### 2.1 Combination of two maps belonging to the same universality class.

The sinusoidal map is combined with the well known logistic map to get a combination map in the form,

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}, \mu, A\right)=\mu x_{n}\left(1-x_{n}\right)-A \sin \left(\pi x_{n}\right) \tag{2.1}
\end{equation*}
$$

This map is a two parameter one-dimensional map. The control parameters $\mu$ and $A$ are so chosen as to confine the iterates $\left\{x_{n}\right\}$ within the unit interval $(0,1)$ of the real line.

The constituent maps $f_{1}\left(x_{n}, \mu\right)=\mu x_{n}\left(1-x_{n}\right)$ and $f_{2}\left(x_{n}, A\right)=A \sin \left(\pi x_{n}\right)$ belong to the quadratic family (order of maximum, $z=2$ ). Both $f_{1}$ and $f_{2}$ exhibit the Feigenbaum's period doubling route to chaos and are characterized by the same values of $\alpha$ and $\delta$. The chaotic regimes of the individual maps also look alike. On approaching the period doubling accumulation point ( $\mu_{\infty}$ or $A_{\infty}$ ) from the fully chaotic limit, the chaotic bands undergo an infinite sequence of band splittings. The band bifurcations in the chaotic regime looks like a mirror sequence of the pitch-fork bifurcations in the periodic regime, and has the same convergence rate $\delta$. In short, both the constituent maps have similar qualitative and quantitaive behaviour. The scaling properties of the individual maps are also the same. But, it is seen that the structure of the chaotic bands of the combination map is entirely different from those of the individual maps.

### 2.1.1 Analysis of the combination map.

The combination map is shown in figure 2.1, for different values of $A$, keeping $\mu=4$. The map function has an extremum at $x=1 / 2$ which is a second order maximum for $A$ varying from $(\mu / 4-1)$ to $\left(2 \mu / \pi^{2}\right)$ while it is a minimum for $\left(2 \mu / \pi^{2}\right)<A<(\mu / 4)$. Clearly, $x=1 / 2$ is a point of inflection when $A=2 \mu / \pi^{2}$. Consequently, the map is one-humped for $(\mu / 4-1)<A<\left(2 \mu / \pi^{2}\right)$ and two humped for $\left(2 \mu / \pi^{2}\right)<A<(\mu / 4)$.


Figure 2.1. The combination map defined in eqn.(2.1) for $\mu=4$. The curves correspond to $A=(\mu / 4-1),(\mu / 4-1 / 2),\left(2 \mu / \pi^{2}\right),(\mu-1) / \pi$ and $(\mu / 4)$ in that order from top to bottom.

This map possesses the property that it goes over from single humped to double humped nature, by continuously varying one of the parameters ( $A$ in this case). Most of the interesting phenomena like universal indices and sequences can be traced back to the one humped nature of one-dimensional maps[13]. The dynamics of two humped maps is entirely different from that of one humped maps. A period doubling bifurcation with a convergence rate different from the Feigenbaum rate has already been reported for certain one dimensional transformations with two extrema[57]. The bifurcation scenario and the scaling behaviour of two humped maps are, in general, quite different from those of the Feigenbaum maps. Hence, it would be stimulating to investigate what happens if the combination map has a double hump. Such double humped maps can arise in the Poincaré sections of higher dimensional flows. For any chosen value of $\mu$, the minimum value for $A$ is $(\mu / 4-1)$ at which $f\left(x_{n}, \mu, A\right)$ becomes equal to 1 . The maximum possible value for $A$ for a given value of $\mu$ is $\mu / 4$ and this occurs when the ordinate of $f\left(x_{n}, \mu, A\right)$ at $x=1 / 2$ becomes equal to zero. Thus the parameter $A$ must lie between $(\mu / 4-1)$ to $(\mu / 4)$ so as to keep the iterates within the unit interval $(0,1)$.

### 2.1.2 Fixed points of the map.

The fixed points of the map are the solutions of $f\left(x^{*}\right)=x^{*}$. i.e., $\mu x^{*}\left(1-x^{*}\right)-A \sin \left(\pi x^{*}\right)=x^{*}$. Obviously, one of the fixed points is $x_{1}^{*}=0$.

The second fixed point is given by

$$
\begin{equation*}
\mu\left(1-x_{2}^{*}\right)-\frac{A \sin \pi x_{2}^{*}}{x_{2}^{*}}=1 . \tag{2.2}
\end{equation*}
$$

The slope of the map function is given by $f^{\prime}(x)=\mu(1-2 x)-A \pi \cos \pi x$. Thus, the zero fixed point will be stable for all values of $A$ ranging from $(\mu-1) / \pi$ to $(\mu+1) / \pi$. But, $A$ is varied only upto ( $\mu / 4$ ). Thus the zero fixed point will be stable for all values of $A>(\mu-1) / \pi$. The non-zero fixed point, $x_{2}^{*}$ will be stable or not, according as $f^{\prime}\left(x_{2}^{*}\right)$ is numerically less than unity or not. As the parameter $A$ increases from ( $\mu / 4-1$ ) onwards, the map function $f(x)$ gets lowered and as a result, $x_{2}^{*} \rightarrow x_{1}^{*}=0$. In the limiting case,

$$
\begin{equation*}
\lim _{x_{2}^{*} \rightarrow 0} A=(\mu-1) / \pi \tag{2.3}
\end{equation*}
$$

Thus, $A=(\mu-1) / \pi$ gives the equation of the line representing the zero fixed point in the $(\mu, A)$ plane. Hence, the slope of the line representing the zero fixed point on the parameter space $(\mu, A)$ should be equal to $(1 / \pi)$.

### 2.1.3 Numerical investigations.

Numerical analysis of the system were carried out by keeping $\mu$ at various fixed values. To start with, $\mu$ is kept at a value $=4$, corresponding to the fully chaotic state of the logistic map. The parameter $A$ is increased in steps of 0.001 and the bifurcation structure is analyzed. Fig. 2.2 shows a bifurcation diagram of the combination map, in which the asymptotic values $x_{n}$ of the iterates are plotted against the parameter $A$, keeping $\mu$ at a value equal to 4 .


Figure 2.2 Bifurcation diagram of the map in eqn.(2.1). With $\mu=4$ and $A=0$, the system is fully chaotic. As $A$ is slowly increasesd, periodic cycles are traced in the reverse direction.

The system retraces the entire period doubling route to chaos in the reverse order, as $A$ slowly increased. Finally, it settles down to a stable fixed point (1-cycle) for $A>0.2435$. This is not quite surprising, since the effect of the sinusoidal term is to reduce the height of the extremum at $x=1 / 2$. However, this is in contrast with the behaviour in certain continuous systems which are reported to go back to periodicity only through intermittency[32].

In the one-humped region of the combination map, the Schwarzian derivative of $f\left(x_{n}, \mu, A\right)$ is negative throughout the interval $(0,1)$. This implies that period doubling is generic in the system[1]. The bifurcation diagram gives the approximate values of the parameter $A$ for successive bifurcations. From further blow-ups of the bifurcation diagrams near these values, the parameter values corresponding to successive period halvings can be obtained more accurately. We now compute the periods numerically, near these points. In this way, the bifurcation points are obtained to a high degree of precision( of the order of $10^{-6}$ ). This procedure is repeated for various fixed values of $\mu$ ranging from 3 to 4 . The parameter $A$ is varied from $(\mu / 4-1)$ to $\mu / 4$ in steps of 0.001 in each case, and a series of bifurcation diagrams are drawn. In all these cases, reverse period doubling is observed, when the parameter $A$ is increased. If $\mu$ is kept in the chaotic regime of the logistic map (i.e., $\mu>\mu_{\infty}$ ), the system can be brought to a periodic state of any desired periodicity by applying suitable positive values for $A$. Likewise, if $\mu$ lies already in the periodic regime of the logistic map, the system can be taken to chaos by applying suitable negative
values for $A$. Thus the sinusoidal term offers an opportunity to have a control over the dynamics of the logistic map. Detailed numerical investigations are carried out by slowly and carefully varying the parameters $A$ and $\mu$ and a full parameter space representation is obtained. Table 2.1 shows the values of $A$ for successive bifurcations corresponding to various chosen values of $\mu$. Fig.2.3 is the parameter space plot for the system. The bifurcations of the various periodic attractors to the corresponding half periodic ones occur along parallel lines. (Only, a few of them are shown in the figure). For each value of $\mu$, the Lyapunov characteristic exponent is calculated by increasing $A$ in small steps. The L.C.E $(\lambda)$ is given by the formula,

$$
\begin{equation*}
\lambda=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N-1} \ln \left|f^{\prime}\left(x_{i}\right)\right| \tag{2.4}
\end{equation*}
$$

This can be used as such for computing $\lambda[12]$. Since round off errors may possibly build up in a computer, an upper bound for $N$ is to be fixed. (This will lead to some truncation error, of course.) In our computations, $N$ is taken as 10000. The value of $A_{\infty}$ at which transition from chaos to order occurs is spotted out as that value of $A$ at which $\lambda$ becomes zero and after which it remains negative throughout. The transition from chaos to order and vice versa occurs along a straight line, parallel to the bifurcation lines. The thick line shown in fig. 2.3 represents $A_{\infty}$ for different values of $\mu$. The chaotic regime is indicated by the shaded portion.

Table 2.1 Parameter values for successive bifurcations, for various $\mu$ values.

| $\mu$ | $\mathrm{A} \min$ | $\mathrm{A} \infty$ | A 16 | A 8 | A 4 | A 2 | A 1 | A 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.0 | -.2500 | -.1385 | -.1380 | -.1370 | -.1315 | -.1075 | .0035 | .6366 |
| 3.1 | -.2250 | -.1150 | -.1140 | -.1125 | -.1075 | -.0835 | .0275 | .6685 |
| 3.2 | -.2000 | -.0900 | -.0895 | -.0885 | -.0830 | -.0590 | .0515 | .7003 |
| 3.3 | -.1750 | -.0655 | -.0650 | -.0640 | -.0590 | -.0350 | .0755 | .7321 |
| 3.4 | -.1500 | -.0420 | -.0410 | -.0395 | -.0345 | -.0105 | .0995 | .7639 |
| 3.5 | -.1250 | -.0170 | -.0165 | -.0155 | -.0100 | .0135 | .1235 | .7958 |
| 3.6 | -.1000 | .0075 | .0080 | .0090 | .0140 | .0380 | .1475 | .8276 |
| 3.7 | -.0750 | .0315 | .0320 | .0335 | .0385 | .0620 | .1710 | .8594 |
| 3.8 | -.0500 | .0560 | .0565 | .0575 | .0630 | .0865 | .1955 | .8913 |
| 3.9 | -.0250 | .0805 | .0810 | .0820 | .0870 | .1105 | .2195 | .9231 |
| 4.0 | 0 | .1050 | .1055 | .1065 | .1115 | .1350 | .2435 | .9549 |

Table 2.1 The parameter values ( $A$ ) for successive reverse bifurcations of the combination map, for different values of $\mu$. At each value $A_{n}$, a bifurcation takes place from an $n+1$-cycle to an $n$-cycle


Figure 2.3 The parameter space ( $\mu, A$ ) of the two parameter map in eqn.(2.1). The thick line represents the transition from order to chaos while the lines parallel to it are the bifurcation lines. The shaded region corresponds to the chaotic regime.

The lowermost line represents $A=(\mu / 4-1)$. By extending this line upwards, one can increase the value of $\mu$ beyond 4 by taking suitable high values for A. The sinusoidal term therefore provides an extension in the range of the control parameter of the logistic map. From the bifurcation diagram for each value of $\mu$, the value of $A$ at which the system returns to the zero fixed point is obtained as $A_{0}$. These values are then computed more accurately, by numerical iterations. The values of $A_{0}$ for different $\mu$ are also plotted in the parameter space. These points also lie along a straight line, but its slope is different from those of the bifurcation lines. The slope of the line representing the zero fixed point is found to be 0.318 . This value agrees well with the theoretical value $(1 / \pi)$, given by equation 2.3. The bifurcation lines have a slope equal to 0.25 .

Since the bifurcation lines in the $(\mu, A)$ space are parallel to each other, it is obvious that the Feigenbaum index $\delta$ defined in terms of the bifurcation values $A_{n}$ for fixed $\mu$ must be the same as the $\delta$ for the logistic map alone.

The chaotic region of the combination map is then compared with the chaotic regime of the logistic map (or, sine map). To observe the fine structure of the chaotic region ( $A<A_{\infty}$ ), a series of bifurcation diagrams of $x_{n}$ against $A$ for various fixed values of $\mu$ are drawn on enlarged scales. Each time, a portion of the bifurcation diagram is blown up. The periodic windows are found to be less in number as compared with the logistic map. The presence of the sine term washes out the fine structure of the chaotic bands. On approaching the accumulation point $A_{\infty}$ from the fully chaotic
state ( $A=0$ ), we observe a number of band splittings and mergings. This is quite contrary to the behaviour of the logistic map. In the latter case, at $\mu=4$, the chaotic attractor exists as a single band. On approaching $\mu_{\infty}$, this band undergoes an infinite cascade of bifurcations. No recombination of bands can be seen in that case. The incomplete nature of the cascade of bifurcations of the combination map indicates that the scaling behaviour of the system near the onset of chaos can be different from those of simple one-dimensional maps. This point is explained in the next chapter, while discussing the scaling law for the Lyapunov exponents.

Investigations on the system were then carried out for certain high values of $\mu$, like $\mu=32,36,40$ etc. Such high values for $\mu$ are not possible for the usual logistic map, due to the constraint that the iterates are to be confined in the unit interval $(0,1)$. As the combination map is a two parameter map, $\mu$ can be increased to any high value, by giving suitable high values for $A$ as well. In this way, the iterates can still be confined to the unit interval. Note that the combination map in this case is two humped throughout the range of variation of $A$. Since $A$ varies from $(\mu / 4-1)$ to $(\mu / 4)$ and since the map becomes two humped for all $A>\left(2 \mu / \pi^{2}\right)$, the combination map is two humped from the very begining, if $(\mu / 4-1)>\left(2 \mu / \pi^{2}\right)$. [i.e., $\mu>\left(4 \pi^{2} / \pi^{2}-8\right)$ ].

Fig 2.4 shows the map function for $\mu=32$, for different values of $A$. A bifurcation diagram for the two humped state is given in fig 2.5


Figure 2.4 The combination map in eqn.(2.1) for $\mu=32$. The values of $A$ are indicated near the curves.


Fig.2.5 The bifurcation diagram of the map in equation (2.1) corresponding to the two humped state. Here, the value of $\mu=36$. The bubble structure can be clearly seen, in this case.

The bifurcation structure for the two humped state of the combination map (i.e., for high values of $\mu$ ) is significantly different from that for the one humped state (for low values of $\mu$ ). Keeping $\mu$ constant, as the control parameter $A$ is increased, the system moves out of chaos and stabilizes to a one cycle for a certain range of the parameter $A$ and then shifts to another fixed point which undergoes a series of bifurcations and moves over to chaos. This is due to the fact that the iterates switch over from one hump to the other hump. It is to be noted that this transition occurs when the right hump of the combination map falls below the bisector line. Again, there is a considerable degree of asymmetry between the two portions of the bifurcation diagram. The formation of bubble structure in the bifurcation diagram is a distinct feature of the map, for certain high values of $\mu$. See for example, the bifurcation diagram corresponding to $\mu=36$. Such bubble structures have already been reported for certain two parameter one dimensional maps. Bubble formation in the bifurcation structure of maps with two extrema has been observed in certain laser systems, when the cavity losses are sinusoidally modulated[44]. The period 'bubbling' phenomenon has been observed in many other systems and seems characteristic of low dimensional dynamics[45-47].

### 2.2 Combination of two maps from different universality classes.

A combination map can also be formed by combining two maps chosen from two different universality classes. For this, we combine the Hemmer's map (order of maximum, $z=1 / 2$ ) with the logistic map ( $z=2$ ). The Hemmers map is of the form, $x_{n+1}=1-a_{1}\left|x_{n}\right|^{1 / 2}$ defined in the interval $(-1,1)$ with the control parameter $a_{1} \in(0,2)$. For convenience, we convert this map into one on the unit interval $(0,1)$ by a nonlinear transformation[48] as,

$$
\begin{equation*}
x_{n+1}=(a / 4)-2^{-1.5} a\left|x_{n}-1 / 2\right|^{1 / 2} ; 0<a<4 \tag{2.5}
\end{equation*}
$$

The logistic map is taken in the form, $x_{n+1}=\mu x_{n}\left(1-x_{n}\right) ; 0<x_{n}<1$;
$\mu \in(0,4)$. The combination map is given by,

$$
\begin{equation*}
x_{n+1} \equiv f\left(x_{n}, \mu, a\right)=\mu x_{n}\left(1-x_{n}\right)-\left[(a / 4)-2^{-1.5} a\left|x_{n}-1 / 2\right|^{1 / 2}\right] \tag{2.6}
\end{equation*}
$$

The logistic map displays the period doubling route to chaos whereas the dynamics of Hemmer's map is quite different.

### 2.2.1 Analysis of Hemmer's map.

The Hemmer's map has got a cusp at the centre. The bifurcation structure of this map is entirely different from that of the quadratic family. Figure 2.6 gives a plot of the Hemmer's map for different values of $\boldsymbol{a}$.


Fig 2.6 A plot of the Hemmers map, defined in eqn. 2.5. The values of $a$ are indicated near the curves.

The map function is symmetric about $x=1 / 2$. For any value of $a$, the function attains a maximum $=a / 4$ when $x=1 / 2$. The slope of the tangent to this curve is positive for $x<1 / 2$ and negative for $x>1 / 2$. The slope increases continuously from (a/4) to $\infty$ as $x$ varies from 0 to $1 / 2$. At $x=1 / 2$, the slope has got an infinite discontinuity. As $x$ varies from $1 / 2$ to 1 , the slope increases from $(-\infty)$ to ( $-a / 4$ ). For $a$ varying from 0 to 2 , the map has got only one fixed point, $x^{*}=0$. When $a$ varies from 2 to 4 , there are two more fixed points; $x_{i}^{*}$ from the left half and $x_{r}^{*}$ from the right half of the interval of mapping. A linear stability analysis shows that the two fixed points $x_{i}^{*}$ and $x_{r}^{*}$ are unstable and the the fixed point $x^{*}=0$ is stable for all values of $a<4$. When $a=4$, the origin becomes marginally stable. The slope at the origin becomes equal to +1 , when $a=4$. Thus, when the control parameter $a$ is continuously varied from 0 to 4, the iterates are attracted to the origin.

### 2.2.2 Analysis of the combination map.

The combination map is a two parameter one dimensional map. Figure 2.7 gives the plot of the combination map for a typical choice of $\mu=4$ and $a=3$. The combination map is two humped in nature for all values of $a$ in $(0,4)$. To begin with, the parameter $\mu$ is kept fixed at a value $=4$ and the parameter $a$ is varied from 0 to 4 in steps of 0.001 . Figure 2.8 represents a bifurcation diagram for the system.


Fig. 2.7 The combination map given by eqn. 2.6, corresponding to $\mu=4$ and $a=3$


Fig 2.8 A bifurcation diagram of the map in eqn 2.6

The bifurcation diagram reveals the following aspects. The system undergoes a transition from chaos to order and also from order to chaos. The transition from chaos to order occurs by reverse period doubling. But the transition from order to chaos takes place by tangent bifurcations. The system first switches over from an aperiodic state to a periodic behaviour when the parameter $a$ is increased beyond 0.546373 . With further increase of $a$, the periods get halved at subsequent bifurcations until a 2-cycle is attained. The elements of this two cycle belong to the two humps of the map. When a increases beyond 0.760476 , the system again shows an erratic behaviour. In this case, both the two cycle elements undergo tangent bifurcations. This can be easily understood from figure 2.9, where the second iterates are plotted for a value of $\boldsymbol{a}$ very near the transition point. Periodic behaviour again sets in when $a$ becomes $>0.916421$. Subsequent bifurcations (reverse period doublings) take the system to a 1 -cycle, which remains stable for a considerably long interval of the parameter $a$. When $a$ becomes >2.629335, the 1 -cycle suffers a tangent bifurcation and the system becomes chaotic. This is evident from figure 2.10 . Again there is a transition from regular to chaotic nature and vice versa. When $a>3.974561$, the iterates become periodic. The transition from chaotic to periodic state and vice versa are confirmed by computations of the L.C.E of the system for various values of $a$. A plot of $\lambda$ versus $a$ is presented as figure 2.11. It can be seen that reverse period doublings occur in the periodic regime. Also, the transition from order to chaos takes place whenever one of the cycle elements approaches the cusp (at $x=1 / 2$ ) of the the map.


Fig. 2.9 A plot of the second iterate of the map in eqn 2.6. The value of $\mu=4$ and $a=0.761$. Note that the slope of the second iterate becomes equal to +1 and a tangent bifurcation occurs.


Fig.2.10 A plot of the map function in eqn 2.6.The value of $\mu=4$ and $a=2.6$ in this case.
A tangent bifurcation occurs for this ( $\mu$, a)


Fig 2.11 A plot of the L.C.E of the map in eqn 2.6, against the control parameter $a$. The value of $\mu$ is kept at 4 .


Fig 2.12 The parameter space ( $\mu, a$ ) for the system, defined in eqn 2.6

The bifurcation analysis is then repeated for various fixed values of $\mu$ both in the chaotic and in the periodic region of the logistic map. A parameter space plot ( $\mu, a$ ) of the system is thus obtained. Figure 2.12 represents the parameter space of this combination map. Unlike in the case of the combination map discussed in the previous section, the bifurcation lines are curved lines. This indicates that the dynamical behaviour of this system is very much different from that of the previous combination map.

### 2.3 Conclusion.

We conclude this chapter, with a summary of the main results of the investigations on the dynamics of combination maps:

The bifurcation structure of combination maps are, in general, different from those of the individual maps. In the case of a combination map got by combining the logistic map with the sine map, a transition from chaos to order by reverse period doubling is observed. For every value $\mu$ of the logistic map, a value $A$ for the control parameter of the sine map can be found for any desired periodicity of the system. The parameter values $A$ for successive period doublings converge at the Feigenbaum rate $\delta$. Although the periodic region of the combination map is similar to that of the quadratic family, the chaotic regime behaves in a different way. The periodic windows are less in number compared with that of the pure logistic map. The chaotic bands undergo a sequence of band splittings and recombinations. This suggests that the scaling
behaviour of the characteristic constants in the immediate vicinity of the transition to chaos can be different from that of the individual maps. That it is so is established in the next chapter. For very high values of $\mu$, the combination is always two humped in nature. In this case, transition from chaos to order and vice versa occur as the other parameter is continuously varied. Bubble structure in the bifurcation diagram is observed for certain high vales of $\boldsymbol{\mu}$. In the case of a combination of maps from two different universality classes, both the periodic and chaotic regimes are significantly different from those of the constituent maps. In both the cases, the combination map is a two parameter one dimensional map. The system can be brought to the desired periodicity or chaos, by proper choice of the parameters. The parameter space plot will be quite useful in this context. The bifurcation lines in the parameter space plot are parallel straight lines in the case of the first combination map. But, these lines are smooth curves for the second combination. Again, the intermittency phenomenon is more pronounced for the second combination. The presence of a sharp cusp at the extremum produces severe changes to the bifurcation phenomenon of a map. Similarly, the occurence of two humps in a map causes considerable changes to the behaviour of the system, as compared to that of simple one dimensional smooth maps.

## 3. Scaling Behaviour of the Lyapunov Characteristic Exponents


#### Abstract

A hallmark of ergodic and mixing behaviour of nonlinear systems is their extreme sensitivity to initial conditions. The separation of two trajectories in phase space will either remain constant or decrease in course of time, if the system is periodic or quasiperiodic. But in chaotic systems, the orbits in phase space diverge out. A very small error in specifying the initial conditions grows rapidly and after some time it becomes almost impossible to predict the phase space trajectory. The rate of divergence of the orbits in phase space is usually measured by the Lyapunov characteristic exponent ( $\lambda$ ). A positive value of $\lambda$ implies that the system is chaotic. If $\lambda$ is negative, the system is periodic or quasiperiodic. Thus $\lambda$ can be considered as an order parameter in the transition from regular to chaotic state. In this context, the scaling behaviour of $\lambda$ during the transition from order to chaos is important and interesting in understanding the onset of chaos in the system. A knowledge of the variation of $\lambda$ near the onset of chaos is particularly useful in developing suitable algorithms for control of chaos. The nature of this scaling for one dimensional maps exhibiting the period doubling route to chaos have been theoretically worked out by Huberman and Rudnick[39]. It has been established that an infinite cascade of band mergings takes place in the chaotic regime, in a mirror sequence of the cascading bifurcations in the periodic regime[49]. For such systems, the envelope of positive Lyapunov exponent $\lambda$ varies in a steep and


continuous manner. Huberman and Rudnick have shown analytically that the Lyapunov characteristic exponent behaves as

$$
\begin{equation*}
\lambda=\lambda_{0}\left(a-a_{\infty}\right)^{\nu} \tag{3.1}
\end{equation*}
$$

where $\lambda_{0}$ is a constant of the order of unity, $a_{\infty}$ is the value of the control parameter $a$ at the period doubling accumulation point and

$$
\begin{equation*}
\nu=\frac{\ln 2}{\ln \delta}, \tag{3.2}
\end{equation*}
$$

$\delta$ being the Feigenbaum constant. This power law behaviour of the L.C.E for quadratic maps has been experimentally verified using a sinusoidally driven diode circuit[50]. Shraiman et al.,[51] has developed a scaling theory for noisy period doubling route to chaos, in which it is shown that in the limit of the noise amplitude tending to zero, the Huberman-Rudnick relation (H-R relation) is recovered. The H-R relation suggests that the scaling index $\nu$ depends on the order of maximum $z$ through the value of $\delta$ which is different for different universality classes. However, it is not clear whether $\nu$ depends on $z$ in some other way. No detailed numerical investigations have been reported for $z$ values other than 2. We prove numerically the validity of the $\mathrm{H}-\mathrm{R}$ relation for general one-dimensional maps. We also extend our studies to a combination map got by combining the logistic map with the sinusoidal map. This combination map has the same value of $\delta$ as the logistic map. Hence one would expect that the combination map also has the same value for $\nu$. But we have found that the scaling index for the combination map is different. Thus, the HubermanRudnick relationship is not true for combination maps.

### 3.1 Scaling Law for General One Dimensional maps.

Consider the one-dimensional map on the interval ( $-1,1$ ), $x_{n+1}=1-a_{1}\left|x_{n}\right|^{z}$ where the control parameter $a_{1}$ varies from 0 to 2 . This is a unimodal map with the critical point $x_{c}=0$; Critical points play a fundamental role in determining and classifying global bifurcations[13]. The so called critical curves for two dimensional endomorphisms are generalizations of the critical points of one-dimensional mappings[53], and can be used as a basic analytical tool in characterizing the bifurcations in two dimensional systems[54]. $z$ is the order of the maximum. Using a nonlinear transformation[48], this map can be converted to one on the unit interval $(0,1)$. The transformed mapping is $x_{n+1} \equiv f\left(x_{n}\right)=(a / 4)-2^{(z-2)} a\left|x_{n}-1 / 2\right|^{z}$ where $a \in(0,4)$ and the critical point $x_{c}=1 / 2$. These maps exhibit the Feigenbaum scenario of period doublings. The values of $\alpha$ and $\delta$ are characteristic of the value of $z$. The Lyapunov characteristic exponent of the map can be computed by the formula[52],

$$
\begin{equation*}
\lambda=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N-1} \ln \left|f^{\prime}\left(x_{i}\right)\right| . \tag{3.3}
\end{equation*}
$$

The upper bound for N is kept as $10^{3}$, for computational purposes. To start with, the value of $z$ is taken as 1.2. The L.C.E. values are determined by increasing $a$ in small steps. The period doubling accumulation point, $a_{\infty}$ is roughly estimated as that value of $a$ at which $\lambda$ changes from negative to positive for the first time. The parameter is then varied by further small steps around this rough value and the L.C.E's are computed. Thus, a better estimate
for $a_{\infty}$ is obtained. This process is repeated again and again until the value of $a_{\infty}$ is found upto an accuracy of $10^{-6}$ to $10^{-8}$. The Lyapunov exponents ( $\lambda$ ) are then calculated for a number of values of $a>a_{\infty}$ and very near to $a_{\infty}$. This procedure is repeated for maps of various order of maxima, $z$. The presence of a large number of periodic windows in the chaotic regime near the accumulation point reduces the number of useful values of $\lambda$, especially for large values of $z$. The L.C.E's in the chaotic side near $a_{\infty}$ changes to negative values at the periodic windows. The variation of $a_{\infty}$ with $z$ is shown in fig 3.1

As $z$ increases, $a_{\infty}$ approaches (asymptotically) the fully chaotic limit $a=4$. Consequently, the entire chaotic regime shrinks to a narrow region in the parameter space. Since the chaotic regime has to accommodate all the periodic windows, the density of periodic windows near $a_{\infty}$ will be greater for higher values of $z$. The addition of a small noise term can wash out the fine structure of the periodic windows and smoothen the curve for $\lambda$ against $a[55]$. Thus, we added a Gaussian noise of zero mean and variance 0.2 for values of $z>2$. The amplitude of noise added was of the order of $10^{-15}$. Such a very low noise can not seriously affect the scaling behaviour of the system. Even with noise, the difficulty due to periodic windows near $a_{\infty}$ can not be completely overcome. For $z$-values $\geq 4$, we consider only an envelope scaling for $\lambda$ with the periodic windows avoided. In fact, the Huberman-Rudnick scaling relation itself has been derived for the envelope of positive Lyapunov exponents.


Fig 3.1 The variation of $a_{\infty}$ with $z$, the order of maximum of the map. Note that as $z$ increases, the chaotic regime, $a_{\infty}<a<4$, shrinks and becomes very narrow for $z>10$.


Fig 3.2 A typical $\log -\log$ plot of $\lambda$ vs $\left(a-a_{\infty}\right)$ for $z=1.2$. The slope of this line gives the scaling exponent $\nu$.

Table 3.1 The scaling index $v$ for various values of $z$

| Order of maximum, $z$ | $v$ (numerical) | $v=\ln 2 / \ln \delta$, using H-R law |
| :---: | :---: | :---: |
| 1.2 | 0.60171 |  |
| 1.5 | 0.52281 | 0.605779 |
| 2.0 | 0.42117 | 0.519209 |
| 3.0 | 0.40711 | 0.449820 |
| 4.0 | 0.30117 | 0.383449 |
| 5.0 | 0.29953 | 0.348928 |
|  |  | 0.326608 |
|  |  |  |

Table 3.1 The scaling index $\nu$ for different values of $z$, calculated numerically and using $\mathrm{H}-\mathrm{R}$ relation.

For each value of $z$, a plot of $\ln |\lambda|$ against $\ln \left|a-a_{\infty}\right|$ is obtained. The line of best fit is then drawn. The slope of the line gives the value of $\nu$. Figure 3.2 gives such a $\log -\log$ plot. The theoretical values for $\nu$ are calculated using the H-R law and also from the known values of $\delta$ for various $z[56]$. Table 3.1 gives the scaling indices $(\nu)$ for the various values of $z$. Within the possible computational errors, there is excellent agreement with the $\mathrm{H}-\mathrm{R}$ relation. Thus we have established that the Huberman-Rudnick relationship for the scaling of Lyapunov exponents is true not only for the quadratic maps, but also for all one dimensional one-extremum maps exhibiting the Feigenbaum's route to chaos.

### 3.2 Scaling of Lyapunov Characteristic Exponents of a Combination Map.

In order to investigate the scaling behaviour of a combination map, we consider the first of the combination maps discussed in chapter 2. viz., $x_{n+1}=f\left(x_{n}, \mu, A\right)=\mu x_{n}\left(1-x_{n}\right)-A \sin \left(\pi x_{n}\right) ; 0 \leq x_{n} \leq 1 ; 0 \leq \mu \leq 4 ; ~(\mu / 4-$ 1) $<A<\mu / 4$. Keeping the value of $\mu=4$, the parameter $A$ is increased from 0 to 1 slowly in steps of 0.001 . The L.C.E $(\lambda)$ for each value of $A$ is computed by the same algorithm discussed in the previous section. In this case, the system moves out of chaos and becomes periodic on increasing $A$. The Lyapunov exponent $(\lambda)$ is positive for almost all values of $A$ in the chaotic regime, except for certain windows of periodicity. But, in the periodic region, $\lambda$ is always negative. The value of $A_{\infty}$ is determined as that value of $a$ at which
$\lambda$ becomes zero and after which $\lambda$ remains negative throughout. Repeated computations of $\lambda$ by changing $A$ on finer and finer scales give the value of $A_{\infty}$ upto an accuracy of the order of $10^{-8}$. The parameter $A$ is then varied in steps of $10^{-8}$ around $A_{\infty}$ and the corresponding $\lambda$ values are found. As before, the line of best fit to the plot of $\ln |\lambda|$ against $\ln \left|A-A_{\infty}\right|$ is drawn. The slope gives the scaling index, $\nu$. The computations are then repeated for other values of $\mu$ namely, $\mu=3.5$ and $\mu=3$. We have also extended the investigations for a very high value of $\mu$. i.e., $\mu=32$. In the latter case, the parameter $A$ can vary from 7 to 8 . Here, the combination map is two humped from the very beginning. As is clear from the discussions in chapter 2, the two humped nature sets in whenever the parameters are so tuned as to make the value of $A>\left(2 \mu / \pi^{2}\right)$. But, the range of variation of $A$ is from $(\mu / 4-1)$ to $(\mu / 4)$. Thus, if $(\mu / 4-1)>\left(2 \mu / \pi^{2}\right)$ i.e., $\mu>4 \pi^{2} /\left(\pi^{2}-8\right)$, the map will be two humped throughout the range of variation of $A$. A typical $\log -\log$ plot for the combination map is presented in figure 3.3. The scaling index $\nu$ and the accumulation point $A_{\infty}$ for the combination map for various values of $\mu$ are presented in table 3.2. From the log-log plot of the combination map, it can be noted that a power law behaviour for the Lyapunov exponents is more accurate for the combination map than for simple maps (For, the points lie more exactly on a straight line). Moreover, the proximity of the periodic windows does not hinder the numerical computations in this case. The periodic windows are less in number or they have been smeared out by the sinusoidal term.


Fig 3.3 The L.C.E scaling for the combination map. $\ln \left|A-A_{\infty}\right|$ is plotted against $\ln |\lambda|$. Here, the value of $\mu=32$. The scaling index $\nu$ in this case is found to be $\simeq 1$.

Table 3.2 The scaling index $v$ for and the accumulation point for various values of $\mu$

| $\mu$ | Accumulation point A $\infty$ | Scaling index $v$ |
| :---: | :---: | :---: |
| 3.0 | -.1382968 |  |
| 3.5 | -.0170178 | 0.9989838 |
| 4.0 | 0.1046909 | 0.9677731 |
| 32 | 7.22126758 | 0.9936844 |
|  |  | 0.9996790 |

Table 3.2 The scaling index $\nu$ and the accumulation point $A_{\infty}$ for various values of $\mu$.

In all the cases considered for the combination map, the scaling index is entirely different from that of the quadratic family. The value of $\nu$ for the combination map is nearly unity. i.e., it is almost double the value for the quadratic family as predicted by Huberman and Rudnick and also computed numerically for the logistic map. The combination map has the same value of $\delta$ as the quadratic map. This implies that the combination map does not follow the H-R scaling law. To see why the combination map has a different scaling behaviour for $\lambda$, we have carried out a detailed numerical analysis of the chaotic regime of the map. The parameter $\mu$ is fixed at 4 . With $A=0$, the system is fully chaotic. The parameter $A$ is then slowly varied and a series of bifurcation diagrams are drawn. Each time, a portion of the previous bifurcation diagram is taken and a blow-up is formed. By this technique, we are able to observe the fine structure of the chaotic bands. When $A$ is increased towards $A_{\infty}$, the chaotic attractor exhibits a sequence of bifurcations. After each bifurcation, one of the branches of the bifurcation diagram is taken and the structure is analyzed on an enlarged scale. By carefully varying $A$, the next bifurcation point of the band is determined. Continuing like this, the values of $A$ for successive band bifurcations are obtained. We could trace out the values of $A$ upto the $8^{\text {th }}$ stage of band bifurcation. These values $A_{n}$ and the convergence rate $\delta_{n}$ are provided in table 3.3. When $A$ is increased further, recombination of bands is observed. The band bifurcation structure of the combination map is shown in figure 3.4. The merging of bands for the combination map is evident from this figure.

Table 3.3 Parameter values for successive band bifurcations and the convergence rate $\delta$.

| Parameter value $\mathrm{A}(\mathrm{n})$ | Convergence rate $\delta(\mathrm{n})$ |
| :--- | :--- |
| 0.07909091 | -------- |
| 0.09954546 | ------- |
| 0.10360000 | 5.0449130 |
| 0.10440000 | 4.8267857 |
| 0.10463500 | 4.3076923 |
| 0.10467600 | 4.7560975 |
| 0.10468445 | 4.8235300 |
| 0.10468625 | 4.7222222 |

Table 3.3 The parameter values for successive bifurcations of the chaotic band of the combination map and its convergence rate $\delta_{n}$.


Fig 3.4 The band structure of the combination map on an enlarged scale. As $A$ increases towards $A_{\infty}$, merging of bands take place.

In the case of the combination map considered, the band bifurcations do not take place ad infinitum. This is not the case with simple onedimensional one humped maps. In the case of the logistic map, for example, the iterates form a single band at $\mu=4$. But, as $\mu$ is decreased towards $\mu_{\infty}$, the chaotic band undergoes an infinite cascade of bifurcations. On approaching $\mu_{\infty}$ from the periodic region, every periodic cycle of period $2^{n}$ bifurcates to a cycle of period $2^{n+1}$ at a distinct value $\mu_{n}$ and the sequence $\left\{\mu_{n}\right\}$ converges to a finite value $\mu_{\infty}$ as $n \rightarrow \infty$. Likewise, in the chaotic regime, the chaotic bands undergo a mirror sequence of band bifurcations. i.e., a chaotic attractor with $2^{k+1}$ bands bifurcates to a chaotic attractor with $2^{k}$ bands, as $\mu$ is increased. Thus, when $\mu_{\infty}$ is approached from the periodic region, we get an attractor with infinite period. But, when $\mu_{\infty}$ is approached from the chaotic region, we get a chaotic attractor with infinite bands. The rate of convergence of the parameter values for the chaotic band bifurcations is the same as the rate of convergence of the parameter values for period doublings, namely $=\delta$. This property has been made use of by Huberman and Rudnick for deriving the scaling law for one dimensional one humped maps. For the combination map, the chaotic bands merge together after a few bifurcations. This incomplete nature of the cascade of band bifurcations is the reason for a different scaling behaviour of the combination map.

### 3.3 Conclusion

In conclusion of this chapter, we summarize the main results obtained from the numerical computations of the Lyapunov characteristic exponents of a number of one dimensional maps. For all one dimensional one humped maps following the period doubling route to chaos, the envelope of positive $\lambda$ scales according to the Huberman-Rudnick law. Thus, $\lambda \propto\left(a-a_{\infty}\right)^{\nu}$ where $\nu=$ $\ln 2 / \ln \delta, \delta$ being the Feigenbaum convergence rate. The existence of an infinite cascade of band bifurcations in the chaotic regime is an essential requirement for the validity of the Huberman-Rudnick scaling law. The Huberman-Rudnick relation is true for one dimensional one humped maps of different order of maxima. But it is not true for combination maps. In the latter case, the cascade of band bifurcations does not take place ad infinitum. After a few splittings, recombination of chaotic bands is seen. This results in a different scaling behaviour for the Lyapunov exponents of combination maps.

## 4. Discontinuous Logistic Map

One dimensional iterative maps on an interval of the real axis have been used in modelling a wide variety of nonlinear systems. The most prominent route to chaos in these maps is through the Feigenbaum period doubling bifurcations. The transition from periodic to chaotic state through an infinite sequence of pitch fork bifurcations has been found to be a common feature of all unimodal functions having negative Schwarzian derivative [1]. One of the most extensively analyzed maps in this context is the logistic map $[1,10,15,48]$. The evolution of the system from regular to chaotic state has been investigated not only with the control parameter in its pure form, but also in some or other modified forms leading to a class of modulated logistic maps [58-64,75]. A remarkable property of the Feigenbaum scenario of bifurcations is the geometric convergence of the parameter values for successive bifurcations. This is found to be a universal property of almost all one dimensional continuous maps with a single hump. The presence of a discontinuity or asymmetry in the map, however, produces a considerable change in the bifurcation structure of the system. A 'new road to chaos' has been identified by de Souza Vieira et al., based on the numerical investigations on a discontinuous logistic map [65,66]. The existence of inverse cascades of bifurcations in which the periods change arithmetically is a novel aspect in these systems. Certain empirical rules for
the existence of inverse and direct cascades have also been reported [67]. The number of inverse cascades and the type of route to chaos depend on the location of the discontinuity as well [68]. The periods of the cycles depend highly on the precision of the computations [69]. The phenomenon of bordercollision bifurcations and the formation of inverse and direct cascades in onedimensional piecewise smooth maps have also been investigated [70-72]. A possibility for having a discontinuous bifurcation from any selected orbit of the period-doubling cascade to an orbit of the inverse or direct cascade has also been reported [72]. A bifurcation phenomenon different from the standard period-doubling one has been observed for a piecewise cubic map [74] and also in an experimental situation in a $\mathrm{He}-\mathrm{Ne}$ laser system [73]. Similar bifurcations have been observed for other piecewise continuous quadratic maps like the circle map [76] and the logistic-like sawtooth map [77]. Inverse cascades of bifurcations together with direct cascades had been reported for certain Hamiltonian systems [78]. Such Hamiltonian systems exhibit only a few continuous bifurcations in which the periods change geometrically. But, the discontinuous logistic map shows a number of discontinuous bifurcations in which the periods decrease in an arithmetic progression. The whole set of bifurcations can be viewed as an alternate route to chaos, with scaling laws different from that of Feigenbaum's [66]. Most of the studies in these systems are numerical. We provide an analytical explanation for the bifurcation phenomenon of a discontinuous logistic map. Numerical findings in support of the results are also included.

### 4.1 Analysis of the Discontinuous Logistic Map; Coexistence of Multiple Attractors and their Basins of Attraction

We consider the logistic map with a discontinuity at the centre. The map is defined as,

$$
\begin{gather*}
x_{n+1}=4 \mu x_{n}\left(1-x_{n}\right) ; \text { for } 0<x_{n} \leq 1 / 2 . \\
x_{n+1}=4 \mu x_{n}\left(1-x_{n}\right)+C ; \text { for } 1 / 2<x_{n}<1 . \tag{4.1}
\end{gather*}
$$

where $\mu$ is the control parameter and $C$ is a constant representing the strength of the discontinuity. This map corresponds to a special case of the more general asymmetric map that has been numerically investigated by De Sousa Vieira et al., [65] given by

$$
\begin{align*}
x_{t+1}=1-\epsilon_{1}-a_{1}\left|x_{t}\right|^{z_{1}} ; & x_{t}>0 . \\
x_{t+1}=1-\frac{1}{2}\left(\epsilon_{1}+\epsilon_{2}\right) ; & x_{t}=0  \tag{4.2}\\
x_{t+1}=1-\epsilon_{2}-a_{2}\left|x_{t}\right|^{z_{2}} ; & x_{t}<0 .
\end{align*}
$$

The map given by equation 4.1 differs slightly from the one referred to above in that the value of the function at the point of discontinuity is also included in the left half of the interval of the mapping. Also, the interval of the mapping is $(0,1)$ instead of $(-1,1)$ in equation 4.2. Again it differs from the discontinuous map analyzed by Chia \& Tan [67] in that the discontinuity parameter $C$ is introduced in the right half of the interval in our case instead of in the left
part as in the case of Chia \& Tan. De souza Vieira et al., numerically investigated the effect of three type of asymmetries:
a) $\epsilon_{1}=\epsilon_{2}=0, z_{1}=z_{2} \equiv z, a_{1} \neq a_{2} ;$ b) $\epsilon_{1}=\epsilon_{2}=0, a_{1}=a_{2} \equiv a, z_{1} \neq z_{2}$ and c) $a_{1}=a_{2} \equiv a, z_{1}=z_{2} \equiv z, \epsilon_{1} \neq \epsilon_{2}$. They have verified that the Feigenbaum scenario for one-dimensional one-extremum maps gets strongly modified if asymmetry is introduced in the extremum. Amplitude asymmetry ( $a_{1} \neq a_{2}$ ) and exponent asymmetry ( $z_{1} \neq z_{2}$ ) have relatively minor influence on the bifurcation pattern whereas the discontinuity in the extremum drastically alters the bifurcation phenomenon. With typical choices of $\left(\epsilon_{1}, \epsilon_{2}\right)=(0,0.1)$ and ( $0.1,0$ ), they have observed various inverse cascades of bifurcations. The periods of the cycles were found to decrease in arithmetic progressions, as $a$ is increased. In the case of $\left(\epsilon_{1}, \epsilon_{2}\right)=(0,0.1)$ for example, the first cascade of bifurcations occur immediately above $a=1$, with periods like $16 \rightarrow 14 \rightarrow 12 \rightarrow 10 \rightarrow 8 \rightarrow 6 \rightarrow 4$. Just above this cascade, some standard pitch-fork bifurcations are observed. Again inverse cascades with periods $\ldots 76 \rightarrow 58 \rightarrow 40 \rightarrow 22 ; . .92 \rightarrow 70 \rightarrow 48 \rightarrow 26 ; . . .134 \rightarrow 108 \rightarrow 82 \rightarrow 56 \ldots$, etc. are observed. Tan \& Chia [67] have given certain empirical rules for the existence of inverse and direct cascades. Note that in all the cases considered for the discontinuous logistic map, the common difference of the progressions are even numbers. This observation is of much significance in our analytical investigations.


Fig 4.1 The discontinuous map defined in eqn 4.1. The discontinuity parameter $C=0.2$ and the control parameter $\mu=0.4$. Note that the two fixed points $x_{l}^{*}$ and $x_{r}^{*}$ coexist in this case.

For convenience, we write equation 4.1 in the form, $x_{n+1}=T\left(x_{n}\right)$, where the mapping $T$ is such that $T(x)=f(x)=4 \mu x(1-x)$ for $0<x \leq 1 / 2$ and $T(x)=\phi(x)=4 \mu x(1-x)+C$ for $1 / 2<x<1$. The qualitative shape of the map function is shown in figure 4.1. In the left half of the interval $(0,1)$, the curve is logistic in nature and the function increases from 0 to $\mu$ as $x$ increases from 0 to $1 / 2$. As $x$ increases from $1 / 2$ to 1 , the map function $\phi(x)$ decreases monotonically from $(\mu+C)$ to $C$. The presence of such discontinuities (i.e., different $x \rightarrow\left(\frac{1}{2}\right)_{+}$and $x \rightarrow(1 / 2)_{-}$behaviour) in physical systems $[10,79]$ perturbs the dynamics of them considerably. For every value of $C$, the control parameter $\mu$ is varied from 0 to $(1-C)$ so as to confine the iterates within the unit interval. The fixed points of the system are determined by $T\left(x^{*}\right)=x^{*}$. Depending on the relative values of $\mu$ and $C$, there will be one or more fixed points. The fixed point of the left part is $x^{*}=0$ for values of $\mu$ ranging from 0 to $1 / 4$. When $\mu>1 / 4$, the fixed point from the left part is

$$
\begin{equation*}
x_{l}^{*}=1-\frac{1}{4 \mu} \tag{4.3}
\end{equation*}
$$

The fixed point arising from the right part is given by $\phi\left(x^{*}\right)=x^{*}$. i.e., 4 $\mu x^{*}\left(1-x^{*}\right)+C=x^{*}$. This quadratic equation gives the solution,

$$
\begin{equation*}
x^{*}=\left\{(4 \mu-1) \pm\left[(4 \mu-1)^{2}+16 \mu C\right]^{1 / 2}\right\} / 8 \mu \tag{4.4}
\end{equation*}
$$

Since the negative root for $x^{*}$ is inadmissible, we have the fixed point to the right of $x=1 / 2$ as

$$
\begin{equation*}
x_{r}^{*}=\frac{1}{2}+\frac{\sqrt{(4 \mu-1)^{2}+16 \mu C}-1}{8 \mu} \tag{4.5}
\end{equation*}
$$

Thus we have simultaneous occurrence of attractors $x_{i}^{*}$ and $x_{r}^{*}$. In the limit of $C \rightarrow 0$, we get $x_{r}^{*} \rightarrow x_{i}^{*}=1-(1 / 4 \mu)$. This is understandable since the pure logistic map has only one attractor. The fixed point ( $x_{r}^{*}$ ) and its stability properties depend on the two parameters $\mu$ and $C$ so that one can have a desired dynamics for the system by proper choice of $\mu$ and $C$ as in the case of combination maps $[80,81]$. The asymptotic state of the system is determined by either $x_{i}^{*}$ or $x_{r}^{*}$ or both, depending on the values of $\mu$ and $C$. Keeping $C$ fixed, let $\mu$ be varied from 0 to $(1-C)$. The fixed point of the system is $x^{*}=0$ for values of $\mu$ ranging from 0 to $1 / 4$. When $\mu$ increases beyond $1 / 4$, the zero fixed point loses its stability and becomes a repellent while the only attracting fixed point on the left part is $x_{i}^{*}$. As $\mu$ increases from $1 / 4$ to $1 / 2, x_{i}^{*}$ moves from 0 to $1 / 2$. When the control parameter exceeds the value $\mu=1 / 2$, the left half of the map lies above the bisector line. Thus the left attractor ( $x_{i}^{*}$ ) ceases to exist beyond $\mu=1 / 2$. To the right of $x=1 / 2$, the map is of the nature of a combination map, obtained by combining the logistic map with an additive constant. The fixed point ( $x_{r}^{*}$ ) manifests itself whenever the parameter $\mu$ is so tuned as to make $x_{r}^{*}>(1 / 2)$. For this we have from eqn.4.5, $\left[\left\{(4 \mu-1)^{2}+16 \mu C\right\}^{1 / 2}-1\right]>0$. This necessitates $\mu+C>1 / 2$. i.e., $\mu>(1 / 2-C)$. This criterion for the appearance of $x_{r}^{*}$ can also be inferred from figure 4.1, as the condition for the height of the extremum when approached
from the right of $x=1 / 2$ to be greater than $1 / 2$. If $\mu+C<1 / 2$, then the right branch $\phi(x)$ of the curve lies wholly below the $y=x$ line. Thus we see that the $x_{r}^{*}$ exists for all $\mu>(1 / 2-C)$ and $x_{i}^{*}$ appears for $1 / 4<\mu \leq 1 / 2$. Hence the two attractors co-exist in the parameter range $(1 / 2-C)<\mu \leq 1 / 2$. For values of $\mu<(1 / 2-C)$, only $x_{i}^{*}$ exists and for $\mu>1 / 2$ only $x_{r}^{*}$ exists. When the two attractors co-exist, there are two different basins of attraction. The bifurcation structure will therefore depend on the initial value used for iteration. Multiple basins of attraction for one dimensional maps of a single hump are usually uncommon. That it is seen in our case is a consequence of the fact that the map is represented by two different functions ( $f$ and $\phi$ ) on either side of $x=1 / 2$.

The basin of attraction for a fixed point is the set of initial points ( $x_{0}$ ) that converge asymptotically to that fixed point. The basins of attraction of the attractors of the map can be obtained as follows. The mapping $T$ is such that the left half $f(x)$ increases monotonically with $x$, while the right part $\phi(x)$ decreases monotonically with $x$. Let $x_{r}$ be the pre-image of $1 / 2$ on the right. i.e., $x_{r}=\phi^{-1}(1 / 2)$. Or, $4 \mu x_{r}\left(1-x_{r}\right)+C=1 / 2$. This gives,

$$
\begin{equation*}
x_{r}=1 / 2+\frac{\sqrt{16 \mu(\mu+C-1 / 2)}}{8 \mu} \tag{4.6}
\end{equation*}
$$

The pre-image of $1 / 2$ on the left is

$$
\begin{equation*}
x_{l}=1 / 2-\sqrt{\frac{1}{4}-\frac{1}{8 \mu}} \tag{4.7}
\end{equation*}
$$

For the logistic map $x_{n+1}=4 \mu x_{n}\left(1-x_{n}\right)$, the two pre-images of $1 / 2$ are $1 / 2 \pm \sqrt{\frac{1}{4}-\frac{1}{8 \mu}}$ which are symmetric w.r.t $x=1 / 2$. But, for the discontinuous map, the pre-image of $1 / 2$ on the right of $x=1 / 2$ is shifted further to the right (for positive $C$ ). This asymmetry in the two pre-images play a vital role in the nature of bifurcations of the map, as the iterates approach the point of discontinuity. For values of $x$ in $\left(1 / 2, x_{r}\right)$, the function $\phi(x)$ decreases from $(\mu+C)$ to $1 / 2$. For all initial values $x_{0}$ greater than $x_{r}$, the first iterate $T\left(x_{0}\right)=\phi\left(x_{0}\right)$ is less than $1 / 2$ so that the second iterate, $T^{2}\left(x_{0}\right)=T\left[\phi\left(x_{0}\right)\right]=f\left[\phi\left(x_{0}\right)\right]$; third iterate, $T^{3}\left(x_{0}\right)=f^{2}\left[\phi\left(x_{0}\right)\right]$ and so on. Thus the second and higher iterates fall on the left branch and the asymptotic state is $x_{i}^{*}$. If we start from an initial value $x_{0} \in(0,1 / 2)$, the iterates are $f\left(x_{0}\right), f^{2}\left(x_{0}\right), f^{3}\left(x_{0}\right), f^{4}\left(x_{0}\right) \ldots$ which converge to $x_{l}^{*}$. For $x_{0}$ lying in the interval $\left(1 / 2, x_{r}\right)$, the successive iterates form the sequence $\left\{\phi\left(x_{0}\right), \phi^{2}\left(x_{0}\right), \phi^{3}\left(x_{0}\right), \ldots \phi^{n}\left(x_{0}\right), \ldots\right\}$ which converges to $x_{r}^{*}$. Hence, the basin of attraction $(R)$ for the attractor $x_{r}^{*}$ is the set of points $R=\left\{x_{0} \mid x_{0} \in\left(1 / 2, x_{r}\right)\right\}$ where $x_{r}$ is given by eqn. 4.6. Obviously, the basin of attraction ( $L$ ) for the attractor $x_{l}^{*}$ is the set of points on the unit interval, complimentary to the set $R$. i.e., $L=(0,1 / 2) U\left(x_{r}, 1\right)$. The 'width' of the basin of attraction $(R)$ is $W=x_{r}-1 / 2=1 / 8 \mu\left\{[16 \mu(\mu+C-1 / 2)]^{1 / 2}\right\}$. From the expression for $x_{r}$, it is clear that the basin $R$ will be real only if $(\mu+C)>1 / 2$. This should be so since the condition $(\mu+C)>1 / 2$ is an essential requirement
for the existence of the attractor $x_{r}^{*}$ itself. Keeping $C$ fixed, as $\mu$ increases from $(1 / 2-C)$ onwards, the width of the basin $R$ increases and that of $L$ decreases. At $\mu=1 / 2$, the value of $W$ becomes a maximum $=\sqrt{(C / 2)}$. When $\mu$ increases beyond $1 / 2$, there exists only one attractor ( $x_{r}^{*}$ ) for the system and all points in $(0,1)$ constitute its basin of attraction. Similarly for values of $\mu<(1 / 2-C)$, there will be $x_{i}^{*}$ only and the entire $(0,1)$ interval forms its basin of attraction. It is also possible for the right attractor $x_{r}^{*}$ to co-exist with the zero fixed point, if $\mu<1 / 4$ and $\mu+C>1 / 2$. For this, $C$ must be $>1 / 4$. Since the stability conditions for the zero fixed point and $x_{l}^{*}$ are mutually exclusive ( $\mu<1 / 4$ and $\mu>1 / 4$ respectively), the possibility of coexistence of all the three attractors is ruled out. It is obvious that when $x_{r}^{*}$ coexists with the zero fixed point, the basin of attraction of $x_{r}^{*}$ is $R=\left(1 / 2, x_{r}\right)$ and that of the zero fixed point is $(0,1 / 2) U\left(x_{r}, 1\right)$ where $x_{r}$ is the same as the one given by equation 4.6. When only one attractor exists, the basin of attraction is $(0,1)$.

### 4.2 Bifurcation Scenario for the Discontinuous Map

We now consider the stability of the fixed points, as the system parameters are varied. A fixed point $\boldsymbol{x}^{*}$ will be stable, if the slope of the tangent to $T(x)$ at $x=x^{*}$ is less than unity, in magnitude. Keeping $C$ fixed, let the control parameter $\mu$ be varied from 0 to ( $1-C$ ). For $0<\mu<1 / 4$, the fixed point $x^{*}=0$ is stable. For $1 / 4<\mu<1 / 2$, we have $x_{i}^{*}$ as the fixed point from the left part. This fixed point remains stable upto $\mu=1 / 2$ and after that it
vanishes. For $\mu>1 / 2$, the asymptotic state of the system is solely determined by $x_{r}^{*}$. This attractor is not stable throughout the range of variation of $\mu$. The slope of the map function $=T^{\prime}(x)=f^{\prime}(x)=\phi^{\prime}(x)=4 \mu(1-2 x)$. Therefore, $T\left(x_{r}^{*}\right)=1-\sqrt{(4 \mu-1)^{2}+16 \mu C}$, where equation 4.5 has been used. At $\mu=(1 / 2-C)$, this slope $=0$. As $\mu$ increases, the slope becomes negative and its magnitude increases. When the slope becomes $=-1$, the first period doubling occurs and a 2 -cycle is formed. The corresponding value of $\mu$ is given by,

$$
\begin{equation*}
\mu_{1}=\frac{(1-2 C)+\sqrt{(2 C-1)^{2}+3}}{4} \tag{4.8}
\end{equation*}
$$

Upto this value of $\mu$, the system exhibits one cycle behaviour. Thus there will be two attractors ( $x_{i}^{*}$ and $x_{r}^{*}$ ) for $\mu$ in the region $(1 / 2-C)<\mu<1 / 2$. Beyond $\mu=1 / 2$, only $x_{r}^{*}$ exists and it remains stable upto the parameter value $\mu=\mu_{1}$. The attractor $x_{r}^{*}$ exhibits period doubling at $\mu=\mu_{1}$ and then the system shows a two cycle behaviour. In the limit, $C \rightarrow 0, \mu_{1} \rightarrow 0.75$, the value for the logistic map.

In the usual Feigenbaum route to chaos, the 2-cycle bifurcates to a 4-cycle at a parameter value $\mu=\mu_{2}$ and it remains stable for a range of $\mu$ and then the 4 -cycle bifurcates to an 8 -cycle at $\mu=\mu_{3}$ and so on and these period doublings take place ad infinitum. The system then enters the chaotic region at a parameter value $\mu=\mu_{\infty}$, the period doubling accumulation point. But in the case of discontinuous maps, another type of bifurcation (a 'discontinuous bifurcation') takes place, when $\mu$ is increased. A different route to chaos is
thus possible. In the 2-cycle region of the map, the slope of $\phi^{2}(x)$ at the cycle elements $=\phi^{\prime}\left(x_{1}^{*}\right) \phi^{\prime}\left(x_{2}^{*}\right)=64 \mu^{2}\left(x_{1}^{*}-1 / 2\right)\left(x_{2}^{*}-1 / 2\right)$, where $x_{1}^{*}$ and $x_{2}^{*}$ are the elements of the two cycle. It remains positive as long as both the cycle elements fall to the right of $x=1 / 2$. For $\mu=\mu_{1}$, the slope of $\phi(x)$ at $x=x_{r}^{*}$ becomes equal to -1 , so that the slope of $\phi^{2}(x)=+1$ at this point. With increase of $\mu$ above $\mu_{1}$, we have a two cycle and the slope of $\phi^{2}(x)$ at the cycle elements decreases from 1. Both the cycle elements $x_{1}^{*}$ and $x_{2}^{*}$ lie within the interval $R=\left(1 / 2, x_{r}\right)$. As $\mu$ increases, the cycle elements move out. The lower element $x_{1}^{*}$ moves towards $1 / 2$ and the upper element $x_{2}^{*}$ approaches $x_{\mathrm{r}}$. Let $x_{1}^{*}=(1 / 2+\epsilon)$. Then $x_{2}^{*}=\phi\left(x_{1}^{*}\right)=\left(\mu+C-4 \mu \epsilon^{2}\right)$. In the limit $\epsilon \rightarrow 0, x_{1}^{*} \rightarrow(1 / 2)_{+}$and $x_{2}^{*} \rightarrow(\mu+C)_{-}$. In this limiting case, the slope of $\phi^{2}(x) \rightarrow 0$. Thus the limiting 2-cycle $\left\{(1 / 2)_{+},(\mu+C)_{-}\right\}$is a stable one. This 2-cycle behavior continues upto $\mu=\mu_{r}$, at which the right element $\left(\mu_{r}+C\right)=x_{r}$, the pre-image of $1 / 2$ on the right part. Using equation 4.6,

$$
\begin{equation*}
\mu_{r}=\frac{\left(\frac{1}{2}-C\right)+\sqrt{1+\left(\frac{1}{2}-C\right)^{2}}}{2} \tag{4.9}
\end{equation*}
$$

For $\mu_{1}<\mu<\mu_{r}$, a two cycle $\left(x_{1}^{*}, x_{2}^{*}\right)$ is obtained. $\phi\left(x_{1}^{*}\right)=x_{2}^{*}$ and $\phi\left(x_{2}^{*}\right)=$ $x_{1}^{*}$. Thus, $x_{1}^{*}$ and $x_{2}^{*}$ are solutions of $\phi^{2}(x)=x$. Now, for $\mu=\mu_{r}$, the right element $x_{2}^{*}=x_{r}$. The next iterate of $x_{r}$, say, $x_{1}=T\left(x_{r}\right)=\phi\left(x_{r}\right)=1 / 2$, falls on the left branch. Consequently, the second iterate of $x_{r}$ is decided not by the function $\phi(x)$, but by $f(x)$. i.e., $x_{2}=T^{2}\left(x_{r}\right)=T(1 / 2)=f(1 / 2)=$ $\mu_{r}$. Now, since $\mu_{r}$ is greater than $1 / 2$, (for $C<1 / 2$, as is usually the case), the second iterate of $x_{r}$ comes back to the interval $\left(1 / 2, x_{r}\right)$. The third and
higher iterates are decided by the function $\phi$. Thus, we get the sequence of iterates, $\left\{x_{2}, \phi\left(x_{2}\right), \phi^{2}\left(x_{2}\right), \ldots, \phi^{r}\left(x_{2}\right), \ldots\right\}$ and the two cycle behaviour is lost. Clearly, all these iterates lie in the interval $\left(1 / 2, x_{r}\right)$. These iterates are attracted towards the 'virtual' 2 -cycle $\left(1 / 2, x_{r}\right)$ [i.e., the two cycle that the system would have, if the mapping were $\phi(x)$ on both sides of $x=1 / 2$ ]. Once $x_{r}$ is attained, the sequence is repeated. In this sequence of iterates, the odd iterates $\phi\left(x_{2}\right), \phi^{3}\left(x_{2}\right), \phi^{5}\left(x_{2}\right), \ldots$ approach one end of the interval $\left(1 / 2, x_{r}\right)$ and the even iterates $\phi^{2}\left(x_{2}\right), \phi^{4}\left(x_{2}\right), \phi^{6}\left(x_{2}\right), \ldots$ approach the other boundary. The system thus exhibits a large periodicity $n$, which is highly dependent on the precision of the computer. The period $n$ will be even or odd depending on whether $x_{2}>x_{r}^{*}$ or $x_{2}<x_{r}^{*}$, where $x_{r}^{*}$ is the fixed point (unstable) of $\phi(x)$ and $x_{2}$ is the second iterate of $x_{r}$. We consider the two cases separately.

Case (1). Second iterate of $x_{r}$ is greater than the unstable fixed point $x_{r}^{*}$. i.e., $x_{2}>x_{r}^{*}$.

The function $\phi(x)$ decreases monotonically for all $x>1 / 2$. Therefore, since $x_{2}$ lies to the right of $x_{r}^{*}$, its iterate, $\phi\left(x_{2}\right)<\phi\left(x_{r}^{*}\right)$. But, $\phi\left(x_{r}^{*}\right)=x_{r}^{*}$, as it is a fixed point (though unstable). Hence, $\phi\left(x_{2}\right)<x_{r}^{*}$. Now, since $\phi\left(x_{2}\right)<x_{r}^{*}$, under the next iteration, $\phi^{2}\left(x_{2}\right)>\phi\left(x_{r}^{*}\right)$. i.e., $\phi^{2}\left(x_{2}\right)>x_{r}^{*}$. Continuing like this, after each stage of iteration, the inequality gets reversed. Thus, the odd iterates $\phi\left(x_{2}\right), \phi^{3}\left(x_{2}\right), \phi^{5}\left(x_{2}\right), \ldots$ lie to the left of $x_{\tau}^{*}$ and the even iterates $\phi^{2}\left(x_{2}\right), \phi^{4}\left(x_{2}\right), \phi^{6}\left(x_{2}\right), \ldots$ lie to the right of $x_{r}^{*}$.


Fig 4.2 A plot of $\phi^{2}(x)$ vs $x$. The value of $C$ is taken as 0.1 and that of $\mu \simeq \mu_{r}$.

Figure 4.3. Schematic representation of the
iterates for $\mu=\mu_{r}$

Case (a). $x_{2}>x^{*}$


Case (b). $x_{2}<x_{\text {i }}$


Fig 4.3 Schematic representation of the iterates of the discontinuous logistic map .

Since $\phi(x)$ is a decreasing function of $x$ for any $x \in(1 / 2,1)$, it is clear that $\phi^{2}(x)$ is an increasing function of $x$ for all $x$ for which $\phi(x)$ is greater than $1 / 2$. Thus $\phi^{2}(x)$ is an increasing function of $x$ for all $x$ in $\left(1 / 2, x_{r}\right)$. The behavior of $\phi^{2}(x)$ on either side of $x_{r}^{*}$ is shown in figure 4.2. It is obvious that, $\phi^{2}(x)>x$ for $x>x_{r}^{*} ; \phi^{2}(x)<x$ for $x<x_{r}^{*}$ and $\phi^{2}(x)=x$ for $x=x_{r}^{*}$. Thus since $x_{2}>x_{r}^{*}$, we have $\phi^{2}\left(x_{2}\right)>x_{2}$ ). i.e., $\phi^{2}\left(x_{2}\right)>x_{2}>x_{r}^{*}$. Again, since $\phi^{2}\left(x_{2}\right)>x_{r}^{*}, \phi^{4}\left(x_{2}\right)>\phi^{2}\left(x_{2}\right)$. Similarly, $\phi^{6}\left(x_{2}\right)>\phi^{4}\left(x_{2}\right)$ and so on. Likewise, since $\phi\left(x_{2}\right)<x_{r}^{*}, \phi^{3}\left(x_{2}\right)<\phi\left(x_{2}\right) ; \phi^{5}\left(x_{2}\right)<\phi^{3}\left(x_{2}\right)$ and so on. A schematic representation of the iterates on either side of $x_{\Gamma}^{*}$ is presented in figure 4.3. We thus, have an ordering for the iterates as,

$$
\begin{gathered}
x_{r}^{*}<x_{2}<\phi^{2}\left(x_{2}\right)<\phi^{4}\left(x_{2}\right)<\phi^{6}\left(x_{2}\right)<\ldots \text { and } \\
x_{r}^{*}>\phi\left(x_{2}\right)>\phi^{3}\left(x_{2}\right)>\phi^{5}\left(x_{2}\right)>\phi^{7}\left(x_{2}\right)>\ldots
\end{gathered}
$$

Thus it is clear that the even iterates of $x_{2}$ tend to $x_{r}$ and the odd iterates of $x_{2}$ tend to $(1 / 2)_{+}$. Thus at some stage of iteration, $\phi^{2 r}\left(x_{2}\right)$ becomes infinitesimally close to $x_{r}$. This iterate will be considered as $x_{r}$ itself by the computer and the sequence of iterates will be repeated. The value of $r$ depends on the precision used for the computation. Thus we have a cycle of periodicity $n=2 r+2$.

Case 2. Second iterate of $x_{2}$ is less than the unstable fixed point $x_{r}^{*}$.

Based upon similar reasons as for case (1), we find that the successive iterates of $x_{r}$ satisfy the inequalities:

$$
x_{r}^{*}>x_{2}>\phi^{2}\left(x_{2}\right)>\phi^{4}\left(x_{2}\right)>\phi^{6}\left(x_{2}\right)>\ldots \text { and }
$$

$$
x_{r}^{*}<\phi\left(x_{2}\right)<\phi^{3}\left(x_{2}\right)<\phi^{5}\left(x_{2}\right)<\phi^{7}\left(x_{2}\right)<\ldots
$$

Thus the odd iterates of $x_{2}$ move towards $x_{r}$ and even iterates approach (1/2) . Hence, after some stage of iteration, we have $\phi^{2 r+1}\left(x_{2}\right)$ almost $=x_{r}$, leading to a periodicity $n=2 r+3$.

The outward spiralling of the iterates to an $n$-periodic attractor at the parameter value $\mu=\mu_{r}$ is shown in figures 4.4 and 4.5 for two typical cases of $C=0.1$ and $C=0.2$ corresponding to even and odd periods respectively. It is to be emphasized that the true period at $\mu=\mu_{\tau}$ is infinity. But in numerical computations, a finite period is obtained; The period in this case is, in fact, equal to the number of iterations required by $x_{\tau}$ to come back to a value 'almost' equal to itself; the degree of closeness being pre fixed by the precision of the computer. The map thus belongs to the class of maps with precision dependent periods [69]. If the map function were $\phi(x)$ throughout the interval $(0,1)$, the role of $C$ would be that of an additive constant applied to the logistic map [82] and the system would still have a stable 2-periodic behavior. The bifurcation of a 2-cycle to an $n$-cycle, in the case of the discontinuous logistic map, as the cycle elements touch the basin boundary is a discontinuous bifurcation. It is because of the discontinuity in the second iterate $T^{\mathbf{2}}(x)$ near $x=1 / 2$ and $x=x_{r}$. Note that $T^{2}(x)=\phi^{2}(x)$ for $x=\left(x_{r}-\epsilon\right)$ and $T^{2}(x)=f\{\phi(x)\}$, for $x=\left(x_{r}+\epsilon\right)$.

When $\mu$ is slightly greater than $\mu_{r}$, the 'virtual' 2-cycle $\left(x_{1}^{*}, x_{2}^{*}\right)$ falls outside the interval $\left[1 / 2, x_{r}\right]$. In this case, the successive iterates of any initial


Fig 4.4 Graphical representation of the outward spiralling of the iterates to an attractor of large periodicity at the parameter value $\mu=\mu_{r}$, for $C=0.1$.


Fig 4.5 Graphical representation of the outward spiralling of the iterates to an attractor of large periodicity at the parameter value $\mu=\mu_{r}$, for $C=0.2$
value $x_{0} \in\left(1 / 2, x_{r}\right)$ form a sequence which shows a tendency to settle down at the 2 -cycle. (Also, any initial value outside ( $1 / 2, x_{r}$ ) will come to this interval, after a few iterations, since the system has no other stable periodic solutions). In this process, an iterate slightly greater than $x_{r}$ is obtained. This point is mapped by $\phi(x)$ into the domain of $f(x)$. The next iteration by the mapping $f(x)$ takes it to the interval $\left[1 / 2, x_{r}\right]$. This point, under repeated iterations by $\phi(x)$ comes outside this range and the whole process is continued again and again. The periodicity ( $n$ ) will be even or odd depending on whether $x_{2}=f\left\{\phi\left(x_{r}\right)\right\}$ is $>x_{r}^{*}$ or $<x_{r}^{*}$, where $x_{r}^{*}$ is the fixed point (unstable) of $\phi(x)$. The behavior of the iterates of the map for values of $\mu$ immediately below and above $\mu_{r}$ can be understood from figures 4.6 and 4.7, in which the value of the iterates are plotted against the iteration number.

The mechanism of the bifurcation in which a 2 -cycle directly gives birth to an $n$-cycle is quite different from the usual period doubling bifurcations and it is a characteristic feature of discontinuous maps. In the period doubling process, the slope ( that determines the stability of the cycles) at the bifurcation point becomes equal to -1 . But in the case of bifurcation of the 2 -cycle to an $n$-cycle, the slope of $\phi^{2}(x)=0$ at the bifurcation point. The elements of the $n$-cycle are $\left\{x_{0}=x_{r}, x_{1}=1 / 2, x_{2}=\mu_{r}, x_{3}, x_{4}, x_{5}, x_{6}, \ldots x_{n-1}=x_{r}\right\}$. These elements are equilibrium points of $T^{n}(x)$, for $\mu=\mu_{r}$. With increase of $\mu$, the cycle elements move out until at some value of $\mu$, the interval boundary $x_{r}$ is reached after ( $n-2$ ) iterations. This should be so, since only alternate


Fig 4.6 The time plot of the system in eqn 4.1. The value of $C=0.1$ and $\mu$ is slightly less than $\mu_{r}$


Fig 4.7 The time plot of the system in eqn 4.1. The value of $C=0.1$ and $\mu$ is slightly greater than $\mu_{r}$.
iterates move towards $x_{r}$. The periodicity of the system is thus lowered by 2 . Note that $x_{r}$ also increases (very slowly) with $\mu$ and that one set of alternate iterates are repelled by the unstable fixed point $x_{r}^{*}$ towards one side and the other set of alternate iterates to the other side. With further increase of $\mu$, the outermost element $\left(x_{0}\right)$ increases beyond the corresponding value of $x_{r}$ and the cycle element nearest to $x_{r}$ within $\left(1 / 2, x_{r}\right)$ moves towards $x_{r}$ until at some stage, the basin boundary $x_{r}$ is attained after $(n-4)$ iterations. Hence the period is again decreased by 2. Proceeding like this, we infer that as $\mu$ increases beyond $\mu_{r}$, there exist different ranges of the parameter $\mu$, for which cycles of periods decreasing by 2 exist. In a numerical computation, the periods decrease in an arithmetic progression. The common difference of the progression will be even numbers, since only alternate iterates move towards one boundary of $\left[1 / 2, x_{r}\right]$. The common difference also depends on the step size with which $\mu$ is increased as well as on the precision used for the computation. Again, the bifurcations within an inverse cascade occur whenever one of the cycle elements approaches the discontinuity of $T(x)$ at $x=1 / 2$ and another element approaches $x_{r}$. [In this case, all the cycle elements approach the discontinuities of the $n^{\text {th }}$ iterate of the map where $n$ is the period of the cycle ]. A given cycle of period $n$ can exhibit the usual period-doubling bifurcation, if the slope of the $n^{\text {th }}$ iterate becomes equal to -1 and the cycle loses stability before any of its elements gets a chance to collide with the discontinuity. The bifurcation process continues until the iterates become aperiodic at a parameter value ( $\mu_{\infty}$ ) and the system enters the chaotic region.

A parameter space plot $(C, \mu)$ for the system is presented in figure 4.8. The fixed point $x_{r}^{*}$ arising from the right part of the map exists only for points above the straight line, KLM, that represents $\mu+C=1 / 2$. The straight line PQRS, given by the equation $\mu+C=1$, determines the limiting values of the parameters upto which the iterates are confined in the unit interval. The straight line $\mathrm{NLRN}^{\prime}$ represents $\mu=1 / 4$. The left part of the map function has only zero as the stable attractor for values of $\mu<1 / 4$. i.e., for all parameter points inside the trapezium, ONRS. The line KQK', represents $\mu=1 / 2$. The fixed point of the logistic part ( $x_{i}^{*}$ ) exists for the region of parameter space formed by the trapezium KQRN. The trapezium PKMS represents the region in which $x_{r}^{*}$ exists. Thus the attractors $x_{i}^{*}$ and $x_{r}^{*}$ co-exist within the parallelogram KLRQ. Similarly, the attractor $x_{\tau}^{*}$ and the zero fixed point co-exist for the parameter region represented by the parallelogram LMSR. The triangular region PKQ represents the set of $(C, \mu)$ points for which only $x_{r}^{*}$ is present and the triangle KNL denotes the space in which the only attractor for the system is $x_{i}^{*}$. Within the parameter region bounded by the trapezium ONLM, the zero attractor alone is present. Obviously, for the co-existence of $x_{r}^{*}$ and the zero attractor, the value of $C$ should be $>1 / 4$. The curves $\mathrm{EFN}^{\prime}$ and GQG ${ }^{\prime}$ represent $\mu_{1}$ and $\mu_{r}$ respectively, as given by eqns.4.8 and 4.9. All the discontinuous cascades of bifurcations occur within the region PGQ. Note that both $\mu_{1}$ and $\mu_{r}$ are decreasing functions of $C$. Hence, by taking negative values for $C$, one can have a 1 -cycle behavior for the map for values of $\mu$ corresponding to the 2-cycle region of the logistic map.


Fig 4.8 A parameter space plot $(C, \mu)$ for the discontinuous logistic map. The lines $\mathrm{GQG}^{\prime}$ and EFN represent $\mu_{r}$ and $\mu_{1}$ respectively.

From the parameter space plot, one can select suitable ( $C, \mu$ ) points to have a desired dynamics for the system. It is possible to have a control over the dynamics of the system by proper choice of $C$ for each $\mu$, as in the case of the combination maps [80-82].

### 4.3 Numerical Results

The analytical studies presented above have been well substantiated by numerical computations. This section deals with the numerical investigations carried out to check the validity of the results obtained in the previous section. The discontinuity parameter $C$ is kept at various fixed values. For each value of $C$, the bifurcation structure of the map is determined, by varying the parameter $\mu$ in small steps. A series of bifurcation diagrams are drawn, for different initial values $\left(x_{0}\right)$. Figure 4.9 shows a bifurcation diagram for the system. It is obvious that the map has got multiple attractors. Initial value dependent behavior is seen in the bifurcation diagrams. In the case of $C=0.2$, for example, we observe the following facts. For $\mu$ varying from 0 to 0.25 , the only attracting fixed point is zero and all initial points $x_{0} \in(0,1)$ converge asymptotically to this attractor. When $\mu$ increases beyond 0.25 , the system stabilizes to a non zero fixed point ( $x_{i}^{*}$ ) which remains stable upto $\mu=0.5$ and after that it vanishes. For values of $\mu>0.3$, another fixed point $\left(x_{r}^{*}\right)$ is observed. The two fixed points $x_{i}^{*}$ and $x_{r}^{*}$ co-exist for values of $\mu$ varying from 0.3 to 0.5 . Initial values like $0.1,0.2,0.3$, etc. converge to the fixed point $x_{i}^{*}$. But, seed values like 0.6 converge asymptotically to the other fixed point.


Fig 4.9 A Bifurcation diagram of the discontinuous logistic map for various initial points in ( 0,1 ). The value of $C=0.1$ and $\mu$ is varied from 0 to 0.8 . Note that the 2 -cycle suddenly bifurcates to an n -cycle when $\mu=\mu_{r}$

The fixed point $x_{r}^{*}$ undergoes the standard pitchfork bifurcation to a 2 -cycle at a value $\mu=0.608222$. The two cycle behavior continues upto the parameter value $\mu=0.672055$. These values of $\mu_{1}$ and $\mu_{r}$ are obtained accurately, by taking further and further blow ups of the bifurcation diagrams. When $\mu$ increases beyond 0.672055 , a sudden bifurcation takes place and the iterates form a cycle of large periodicity. The period depends on the precision of the computer. The zero fixed point does not co-exist with $x_{l}^{*}$ for values of $C<$ 0.25. The parameter values $\mu_{1}$ and $\mu_{\tau}$ obtained numerically and analytically for various values of $C$ are presented in table 4.1. The close agreement between the numerical and analytical values give a strong support to the theory developed in the previous section. A check for any evidence of chaos was performed, based on the criterion of the positivity of the L.C.E ( $\lambda$ ) given by [14]:

$$
\begin{equation*}
\lambda=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{t=0}^{n-1} \ln \left|\frac{d T(x)}{d x}\right|_{x=x_{t}} \tag{4.10}
\end{equation*}
$$

Accordingly, the values of $\lambda$ are computed for various values of $\mu$ in the neighborhood of $\mu_{r}$. No trace of chaos is seen at these points; We have observed cycles of periodicities decreasing by 2 for $\mu$ values greater than $\mu_{r}$. Two typical cases of $C=0.1$ and $C=0.2$ are analyzed in detail. Figs. 4.10 and 4.11 shows the bifurcation diagrams for these cases. In the case of $C=0.1$, cycles of even periods $(14,12,10,8,6, \ldots)$ are observed when $\mu$ is increased beyond $\mu_{r}$; For $C=0.2$, we observe cycles of odd periods for values of $\mu$ greater than $\mu_{r}$. The usual period-doubling process is also observed. For certain values of the parameters, different initial points converge to cycles of different periods.

## Table 4.1

Parameter values for period doubling and period $n$-tupling of the discontinuous logistic map for different values of $C$.

| Discontinuity | Control parameter ( $\mu$ ) for |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | :---: |
|  | period doubling $\left(\mu_{1}\right)$ |  |  | period $n$-tupling $\left(\mu_{r}\right)$ |  |
|  | Analytical | Numerical | Analytical | Numerical |  |
| 0.05 | 0.71298053240 | 0.712945 | 0.77329280499 | 0.7732925 |  |
| 0.10 | 0.67696960071 | 0.676985 | 0.73851648071 | 0.7385165 |  |
| 0.15 | 0.64203854231 | 0.642015 | 0.70474050251 | 0.7047450 |  |
| 0.20 | 0.60825756950 | 0.608222 | 0.67201532545 | 0.6720155 |  |
| 0.25 | 0.57569390943 | 0.575664 | 0.64038820320 | 0.6403885 |  |
| 0.30 | 0.54440972087 | 0.544410 | 0.60990195136 | 0.6099020 |  |
| 0.35 | 0.51445989578 | 0.514447 | 0.58059371040 | 0.5805935 |  |
| 0.40 | 0.48588989435 | 0.485876 | 0.55249378106 | 0.5524935 |  |
| 0.45 | 0.45873378932 | 0.458677 | 0.52562460986 | 0.5256245 |  |
| 0.50 | 0.43301270189 | 0.432997 | 0.5 |  |  |



Fig 4.10 A bifurcation diagram of the discontinuous logistic map for $C=0.1$


Fig 4.11 A bifurcation diagram of the discontinuous logistic map for

$$
C=0.2
$$

Keeping the value of $C=0.1$ and $\mu$ at various fixed values in the interval $(1 / 2-C)$, the asymptotic value of the iterate $\left\{x_{n}\right\}$ generated from a seed value $x_{0}$ is determined. This is repeated for various values of $x_{0}$. In this way, the basin of attraction is determined. This procedure is then repeated for $C=0.2$ as well. The basins of attractions for the two fixed points $x_{i}^{*}$ and $x_{r}^{*}$ are presented in figure 4.12 and figure 4.13 corresponding to $C=0.1$ and $C=0.2$ respectively. Here, we plot the values of the fixed points versus the initial values $x_{0}$ for all $x_{0}$ in $(0,1)$. The basin of attraction for $x_{r}^{*}$ is the portion of $x$-axis from 0.5 to $x_{r}$ and that for $x_{l}^{*}$ is the set of points on the $x$-axis in the interval 0 to 0.5 and from $x_{r}$ to 1 , where $x_{r}$ is the right basin boundary of $x_{r}^{*}$. The basins of attraction are well defined and are not intermingled, unlike in the case of the logistic map under certain parametric perturbations[83,84]. Such well defined basin structures have already been reported for other discontinuous maps[85]. Within the parameter range for the two attractors to co-exist, it is observed that the width of the basin of attraction of $x_{\tau}^{*}$ increases with $\mu$ and reaches its maximum value at $\mu=0.5$. If $\mu<(1 / 2-C)$, the fixed point is $x_{i}^{*}$ or zero. For $0.5<\mu<\mu_{1}$, the fixed point is $x_{r}^{*}$. Table 4.2 shows the width of the basin of attraction ( $R$ ) at $\mu=0.5$ for different values of $C$, obtained numerically and analytically. There is excellent agreement between the two, which verifies our theoretical analysis.


Fig 4.12 The basins of attraction of the discontinuous logistic map with $C=0.1$. The asymptotic state is plotted against the seed values. The value of $\mu$ is taken as 0.5


Fig 4.13 The basins of attraction of the discontinuous logistic map with $C=0.2$. The asymptotic state is plotted against the seed values. The value of $\mu$ is taken as 0.5

## Table 4.2

Width of the basin of attraction of the right fixed point for various values of $C$. The control parameter $\mu$ is kept at 0.5 .

| Discontinuity | Width of the basin of attraction of $x_{r}^{*}$ |  |
| :---: | :---: | :---: |
|  | Analytical | Numerical |
| 0.05 | 0.1581139 | 0.1581101 |
| 0.10 | 0.2236068 | 0.2236059 |
| 0.15 | 0.2738613 | 0.2738593 |
| 0.20 | 0.3162278 | 0.316227 |
| 0.25 | 0.3535534 | 0.3535532 |
| 0.30 | 0.3872984 | 0.3872979 |
| 0.35 | 0.4183300 | 0.4183283 |

### 4.4 Conclusion

The work presented above gives a theoretical understanding of the route to chaos in discontinuous systems. A detailed analysis of the dynamics of a discontinuous logistic map is carried out, both analytically and numerically, to understand the route it follows to chaos. We have shown analytically that the discontinuous logistic map has got multiple attractors with different basins of attraction. We also give expressions for the basin boundaries and a theory for the bifurcation phenomenon of the map is developed. In contrast to the standard pitchfork bifurcation in which the slope of a cycle becomes $\mathbf{- 1}$, the border collision bifurcation occurs whenever a cycle element touches the discontinuity of the map; For the map with a discontinuity at the extremum, the slope of the cycle becomes 0 at this point. Our results are verified by numerical investigations of the map. We have presented a parameter space plot for the map so that one can have a desired dynamics for the system, by suitable choice of the discontinuity parameter ( $C$ ) for every value of the control parameter $(\mu)$. However, the present analysis deals only with the case of the discontinuity parameter applied to the right half of the interval of mapping. A detailed analysis for the $n$-furcations of various periodicities can be made and a more general theory for the map with discontinuities applied at different positions can be formulated on a similar footing.

## 5. SUMMARY

This chapter provides a summary of the work presented in the preceding chapters. The thesis focuses on the results obtained by our investigations on combination maps, scaling behaviour of he Lyapunov characteristic exponents of one dimensional maps and the nature of bifurcations in a discontinuous logistic map. Chapter 1 gives a general introduction to chaos in deterministic systems. Various qualitative and quantitative measures adopted to detect and characterize chaotic motion are briefly described. Some simple one dimensional maps exhibiting chaotic behavior are also discussed. This chapter gives a review of the major routes to chaos in dissipative systems, namely, Period-doubling, Intermittency and Crises. The dynamics of one dimensional iterative maps are discussed, taking the logistic map as a specific example. The Feigenbaum's universality theory for the period doubling route to chaos are described in some detail. The relevance of the scaling relations of the Lyapunov characteristic exponents in the context of control of chaos is explained. This is essential for understanding the contents of the subsequent chapters.

The dynamics of combination maps form the content of chapter 2. By a combination map, we mean a map obtained by combining two one dimensional maps. The constituent maps may or may not belong to the same universality class. The bifurcation scenario for both these types of combinations are analyzed. In the first case, the logistic map is combined with the
sinusoidal map, both belonging to the quadratic family. This combination map is a two parameter one dimensional map possessing an interesting property that it goes over from one humped to two humped state by continuously varying one of the parameters. Keeping the parameter ( $\mu$ ) of the logistic part at various fixed values, the bifurcation structure of the system is analyzed by varying the parameter $(A)$ of the sine part. It is observed that the system retraces the entire period doubling route to chaos in the reverse order, as this parameter is increased. A parameter space plot for the system is also obtained. The bifurcation lines in the parameter space are parallel straight lines, indicating that the Feigenbaum's convergence rate ( $\delta$ ) computed in terms of $A$ for fixed values of $\mu$ is the same as the value of $\delta$ calculated in terms of $\mu$ for any fixed value for $A$. It is possible to have any desired periodicity or chaos in the system, by proper choice of the parameters. Again, the parameter $\mu$ can be increased beyond $\mu=4$ by taking suitable high values for $A$. Even though the periodic region of the system is exactly similar to the periodic regime of the logistic map, the chaotic regime is very much different in structure. For the logistic like family, the chaotic band undergoes an infinite sequence of band bifurcations in a mirror sequence of the cascade of bifurcations in the periodic region. But in the case of the combination map, these band bifurcations do not take place ad infinitum. What we observe is a series of band splittings and recombinations in the chaotic regime of the combination map. This incomplete nature of the cascade of band bifurcations results in a different scaling behaviour for the characteristic constants of the combination map. The studies
of this combination map for certain high values of $\mu$ like $\mu=32,36$ etc., have revealed some fascinating results. In this case, the combination map is always two humped in nature. The bifurcation structure for the two humped case is considerably different from that for the one humped state. With increase of the parameter $A$, the iterates switch over from one hump to the other. The system thus exhibits an inverse period doubling for some range of $A$ and the a forward period doubling for the remaining range of $A$. The formation of a bubble structure is a distinct possibility for certain high values of $\mu$. We then consider the case of a combination of two maps chosen from two different universality classes. For this, the Hemmer's map is combined with the logistic map. The bifurcation structure of the system is analyzed by varying the parameter $a$ of the Hemmer's part, for various fixed values of the parameter $\mu$ of the logistic part. The presence of a cusp at the extremum point of this combination map produces severe differences to the bifurcation pattern. In this case, both the chaotic and the periodic region of the combination map are different from those of the constituent maps. It is observed that the system exhibits a transition from chaos to order and then from order to chaos. The transition from chaos to order occurs by inverse period doubling while the transition from order to chaos takes place by tangent bifurcations and intermittency. We have also obtained a parameter space representation for the system. The bifurcation lines in this case are smooth curves, in contrast to the parallel straight lines obtained for the first case.

The results of the numerical computations of the Lyapunov characteristic exponents of one dimensional maps are presented in chapter 3. The Lyapunov characteristic exponent ( $\lambda$ ) serves as an order parameter in the transition from order to chaos. A scaling law for $\lambda$ for maps undergoing the Feigenbaum scenario of pitchfork bifurcations have been theoretically worked out by Huberman and Rudnick. They have shown that the envelope of positive $\lambda$ follows the relation, $\lambda \sim\left(a-a_{\infty}\right)^{\nu}$ where $a_{\infty}$ is the value of the control parameter $a$ at the period doubling accumulation point and $\nu=\frac{\ln 2}{\ln \delta}, \delta$ being the Feigenbaum constant. We have established numerically that this relation is valid not only for the quadratic maps, but also for all one dimensional one humped maps exhibiting the period doubling route to chaos. A necessary requirement for the validity of this law is that the chaotic bands should display an infinite cascade of band splittings. The Lyapunov exponents of combination maps follow a different scaling relation. The scaling index $\nu$ is found to be almost unity for the combination map formed by combining the logistic map with the sine map. The incomplete nature of the band bifurcations is the reason for the violation of the Huberman- Rudnick scaling law by the combination map.

An analytical explanation for the bifurcations of a discontinuous logistic map is given in the fourth chapter. Numerical results in support of theory are included. We have established that a discontinuous bifurcation takes place whenever the elements of an $n$-cycle collides with the discontinuities of the
$n^{\text {th }}$ iterate of the map. The periods of the cycles are shown to be precision dependent. Also the periods decrease in an arithmetic progression, as the control parameter is increased. The common difference of the progression will always be even numbers. A parameter space plot for the system is also obtained. The usual period doubling phenomenon is also possible, if the slope of the $n^{\text {th }}$ iterate at its cycle elements becomes equal to -1 , before any of the cycle elements gets a chance to collide with a discontinuity.

The work presented in this thesis opens up some possibilities for future research. A number of different combination maps can be formed and the dynamics of such systems can be analyzed by the techniques presented in this thesis. The idea of combination maps can be used advantageously for the control of chaos in discrete systems. The scaling relations of the Lyapunov characteristic exponents are very useful in developing suitable control algorithms. Extension to higher dimensional systems can also be tried out. The mechanism for bubble formation can be studied in detail by analyzing suitable combination maps. The phenomenon of border collision bifurcations for a number of discontinuous systems can be analyzed by the methods presented for the discontinuous logistic map. Similar studies can be carried out for continuous systems as well. Detailed investigations on one dimensional maps can provide valuable informations in understanding the onset of chaos in many practical systems. Developments in the field of chaotic dynamics can lead to a satisfactory explanation for the unsolved problem of turbulence.
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