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Chapter 1
__INTRODUCTION

Antenna “The eyes and ears in space” is undergoing a versatile change
from earlier long wire type for radio broadcast, communication links to the
military applications , aircraft, radars, missiles, space applications in the second
half of last century. This scenario is fast changing with the evolution of Cellular
mobile personal communication in the form of Global System for Mobile
communications (GSM), Code Division Multiple Accessing (CDMA), Digital
Communication System (DCS) 1800 systems, North American dual-mode
cellular system Interim Standard (IS)-54, North American [S-95 system, and
Japanese Personal Digital Cellular (PDC) system etc.. The era of plain voice
service based on circuit switched communication service has gone. The
broadband mobile personal communication with mobile high quality video is
the buzz word today. 3" Generation GSM (3G), Wide band-CDMA, Wireless
Fidelity (WiF1), 4™ Generation WiMax, ,Wi Bro, Wireless-LAN, are all towards

this direction .

The wireless communication industry is growing rapidly and wireless
communication products, Personal Digital Assistants (PDAs), Laptops and cell
phones are becoming a necessity of life. Communication systems need a wide
frequency bandwidth to transmit and receive multimedia information at high
data rates. Mobile wireless communication products must be easily portable and
cheap to make them attractive to modern people. Because Microstrip fed slot

antennas have a wide impedance bandwidth and simple structure that is easily



manufactured at a low cost, are highly suitable for communication products
such as WLAN or blue-tooth applications. Suddenly it seems everything from
mobile phone to MP3 players, printers to GPS receivers, instruments in
hospitals, pathology laboratories, even the chemistry and physics labs has the
‘Blue-tooth’ built-in for wireless operation © cutting the usual wired cords’.
There is precisely a need for compact antennas in these gadgets especially
driven by fast changing mobile communication technology, that too in large
volume of demand at affordable cost. This has kindled a vigorous research and
development activity in compact Microstrip antennas which can straight way go
into mobile handsets or as an antenna array in Base Transceiver Stations (BTS)
for any of the prevailing mature Mobile communication and GPS Technologies
and much more to come in immediate future, World over there is a frantic
search for optimal use of scarce wireless spectrum resources. This needs
thinking twice or more before allocating a spectrum for a specific service as this
amount to huge investments in research, development, technology

implementation and service operation.

Antenna does not become obsolete since they are based on unvarying
physical principles. Only technology changes just like transition from tubes to
transistor and then to ICs. Early large antennas 3- D antennas has reduced to
2D-planar type by way of printed antennas. Thanks to Microstrip revolution in
antenna technology in 1970s. Antenna - the vital part of wireless gadgets has
endured renovation from a simple metallic rod to ceramic chip,
reconfigurable, active and complicated Smart Antenna. The day is not far
when this is likely to reduce to physically sub miniature wavelength antennas
with the advent of Meta materials and Nano Technology. In this scenario
development of extremely compact antenna are highly relevant. Different types

of compact antennas like Microstrip, Planar Inverted- F Antenna (PIFA), Planar



Inverted Cone Antenna (PICA), Dielectric Resonator Antenna (DRA) and

Printed Monopole Antenna [1-10] are described in the next section.
1.1 Compact Antennas

Wireless gadgets are constantly getting smaller. The latest trend in
terminal design is therefore ultra-thin phones, leading to very small heights
above ground plane available to the antenna elements. This has a huge impact
on patch type of antennas (such as the popular Planar Inverted F Antenna
(PIFA) as the achievable bandwidth and radiation efficiency is proportional to
its height [11]. The recent trend in miniaturization of wireless gadgets triggered
the evolution of planar antenna technology. It is worth noting that many of the
planar antennas can be viewed as the modifications of conventional antennas.
Broad band planar metal plate monopoles are fabricated by transforming a
conventional monopole. Further miniaturization can be achieved by printing the

monopole on a dielectric substrate
1.1.1 Microstrip Antenna Configurations

The concept of microstrip radiators was first proposed by Deschamps [12]
in 1953. However, it took 20 years to realize the first practical antnenna of this
type. These classes of antennas has received much attention and research only
in 1970’s. These antennas are lightweight, easy to manufacture using printed-
circuit techniques, and compatible with MMICs (Monolithic Microwave
Integrated Circuits). An additional attractive property of these antennas is that
they are low-profile and can be mounted on surfaces and referred to as
conformal antennas. However, the inherent narrow bandwidth of these antennas

limits their usage in many applications.

Microstrip Antenna consists of thin metallic radiating patch having a

fraction of a wavelength above a conducting ground-plane on a low loss



substrate. The patch and ground-plane are separated by a low loss dielectric.
The patch conductor is normally copper and can assume any shape, but
simple geometries are used generally, and this simplifies the analysis and
performance prediction. The patches are usually photo-etched on the
dielectric substrate. The substrate is usually non-magnetic. The relative
permittivity of the substrate is normally in between | and 10, which
enhances the fringing fields that account for radiation, but higher values may

be used in special circumstances.

Microstrip antenna can be divided into three basic categories: mictostrip
patch antennas, microstrip traveling wave antennas and microstrip slot
antennas. Since Microstrip antenna is a mature technology their characteristics

are briefly discussed below.
Microstrip Patch Antennas

A mictrostrip patch antenna consists of a conducting patch of any planar
geometry on one side of a dielectric substrate backed by a conducting ground
plane. Various microstrip patch configurations like circular disc, rectangular,

square, triangle, ellipse, pentagon etc. are generally used.
Microstrip Traveling Wave Antennas

Microstrip Traveling Wave Antennas consists of chain shaped periodic
conductors or an ordinary long TEM line which also supports a TE mode, on a
substrate backed by a ground plane. The open end of the TEM line is terminated
in a matched resistive load. As antenna supports traveling waves, their
structures may be designed so that the main beam lies in any direction from

broadside to end-fire.



Mictrostrip Slot Antennas

Microstrip slot antenna comprises of a slot in the ground plane fed by a
microstrip line. The slot may have the shape of a rectangle or a circle or any

other as required to radiate in a desired manner
1.1.2 Dielectric Resonator Antenna (DRA)

A high dielectric constant low loss material can also be used as emanating
electromagnetic energy and is termed as Dielectric Resonator Antenna (DRA). The
radiating mechanism in a DRA is due to displacement current circulating in the
dielectric medium, usually a ceramic pellet. The stored energy inside the dielectric
is extremely high and it is difficult for external objects to detune the device [5-6].
Unlike patch antennas they can radiate from all surfaces, rendering high radiation
efficiency and low Q factor. Since its birth in the early 1980’s, there has been a

steady progress of research in this area over the years.
1.1.3 Planar Inverted - ¥ Antenna (PIFA)

The inverted-F antenna printed on a dielectric substrate and the printed
metallic strip of the antenna is shorted to the ground plane on the other side of
the dielectric substrate for applications in wireless communication has been
demonstrated [13-14]. PIFA can resonate at a smaller antenna size as compared
to conventional antenna. For both designs, an integrated inverted-F antenna for
Blue-tooth applications and a coplanar waveguide-fed folded inverted-F
antenna for application to the UMTS band is available. To achieve dual-band
operations for the WLAN and HIPERLAN systems, printed monopoles in the

form of an F-shaped structure have also been tried [7-8].

The PIFA designs usually occupy a compact volume and can be

integrated within the mobile housing, leading to internal mobile phone antenna.



These internal antennas can avoid the damages such as breaking compared with
the conventional protruded whip or monopole antennas used for handheld
applications. Compared to the whip antennas, these PIFA’s have the advantage
of relatively smaller backward radiation towards the mobile phone user. This
suggests that electromagnetic energy absorption by the user’s head can be
reduced. These advantages led to many novel PIFA designs, most of them
capable of dual or multiband operation to be applied in the mobile phones in the
market. A variety of designs for dual-band PIFA’s used in mobile handsets can

be found in the literature [15- 20].
1.1.4 Plannar Inverted Cone Antenna (PICA)

The new wideband, omni-directional, flat antenna called the planar
inverted cone antenna (PICA) [6-11] can be thought of as an evolution of the
volcano antenna and the circular disk antenna. The PICA is composed of a
single flat element vertically mounted above a ground plane. The antenna
geometry is very simple, yet provides outstanding impedance and radiation
pattern performance. The impedance bandwidth is more than 10:1 and the
pattern bandwidth is about 4:1. The antenna characteristics of the PICA element

are similar to typical monopole disk antennas [9-10].
1.1.5 Printed Monopole Antenna.

Another versatile antenna which has large attention recently is Printed
monopole antenna. They offer large bandwidth and are more attractive for
wireless communication applications. The large ground plane used for the
conventional Printed monopole is the main limitation. However, the move
towards the truncated ground plane has made the antenna low profile and
suitable for integration into circuit board as terminal antennas [10-11]. Recently

printed antennas have received much attention due their low profile and omni-
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directional radiation characteristics. The rapid growth of Ultra Wide Band
communication [14] demands ultra wide band antennas to accommodate the
large frequency spectrum of ultra short pulse used for this communication.
There is a growing demand for small and low cost UWB antennas that can

provide satisfactory performances in both frequency domain and time domain.

A circular planar monopole was presented for the design of an 8:1
impedance bandwidth [22]. Recently, monopoles with elliptical, square
(rectanguiar), bow-tie, diamond, and trapezoidal sheets, have been designed and

investigated [23-29].

Compared with traditional wire antennas, printed dipole antennas have
extra advantages including planar structure, small volume, light weight and
low cost, which are significantly suitable for applications sensitive to the
receiver sizes. Recently, various types of printed dipole antennas have been
studied [30-32] to comply with the compact high performance broad

band/multiband requirements.

1.2 Feed for Compact Antennas

Patch antennas are commonly excited by one of the five methods:
(a) coaxial probe, (b) microstrip line feed connected to the edge of the patch, (c)
microstrip line coupled to the patch through electromagnetic method, and (d)
microstrip line coupled to the patch through aperture (e) Co-planar feed.

[33-36]. The selection of appropriate feed depends on the application.
(a) Coaxial feed

One of the common methods of feeding the microstrip antenna employs
coaxial probe. The basic configuration is shown in Figure (1-1). Here the

central conductor of the coaxial cable is connected to the radiating patch















Chapior-d

Cavity Model

Microstrip patch antcnnas are narrow band resonant antennas. In this
model, the interior region of the patch is modeled as a cavity bounded by
electric walls on the top and bottom, and magnetic walls along the periphery.

The bases for these assumptions are the following:
For thin substrates,

* The fields in the interior region do not vary with substrate height

because the substrate 18 very thin.

* Electric field is z directed along the height of the substrate only, and
the magnetic field has only the transverse components in the region

bounded by the patch metallization and the ground plane.

* The electric cusrent in the patch has no component normal to the edges
of the patch metallization, which implies that the tangential
component of H along the edge is negligible, and the magnetic wall

can be placed along the periphery.

The variation along the width of the patch is included in this model. The
mutual coupling between the radiating edges are included implicitly in the form
of radiated power, which accounts for the effect of mutual conductance. Its
main limitation is that the variation of fields along the substrate thickness is not

included.

Expert systems approach a problem in much the same way as a quick-
thinking, cxpericnced EM engineer with a calculator would. They do not
actually calculate the ficlds directly, but instead estimate values for the

parameters of interest based on a rulcs database. However, they arc no better



than their rules database and are seldom used to model the complex EM

interactions that cause EMI sources to radiate.
1.3.2 Numerical techniques

Numerical techniques attempt to solve fundamental field equations
directly, subject to the boundary constraints posed by the geometry. They are
the most powerful EM analysis tools, requiring more computation than the
other techniques. They calculate the solution to a problem based on full-wave
analysis. A variety of numerical techniques are available. The method used by a
particular EM analysis program plays a significant role in determining the

nature of problems it can handle and accuracy of results so obtained.

The main objective of any numerical method for Microwave circuit
analysis is to develop an algorithm with minimum effort (in terms of CPU
time & memory space}, maximum accuracy and flexibility (to model a large
variety of structures). Thus the choice of a numerical method is determined
by its efficiency, accuracy and flexibility. The choice, however, is also
strictly dependent on the problem at hand. No method can be thought of as
the best one, but depending on the application, each can have advantages
over the others. The EM modeling of Microwave circuits has to be viewed
from the angles of radiating geometry, excitation techniques, boundary

conditions etc..

The most important stage in EM modeling is the computation of EM
fields in the structure by the solution of Maxwell’s equations [37]. These
equations are linear. But the boundary and interface conditions make it difficult
to solve the Maxwell's equations analytically. The most commonly used

methods in each category are briefly described below.
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Method of Moments (MoM)

In the mid-1960’s, Professor Harrington worked out a systematic,
functional-space description of electromagnetic interactions, which he called
the ‘Method of Moments’. The MoM 1is a general method for solving linear
operator equations [38]. Here, an integral or integro-differential equation
derived from Maxwell’s equations for the structure of interest is interpreted as
the infinite-dimensional functional equation, Lf = g, where L 1s a linear
operator, g is a known function related to the excitation and f is an unknown

function such as an induced current distribution that is to be determined.

The MoM approach is to set up a numerical solution by representing the
unknown function f as a linear combination of a finite set of basis functions f; in the
domain of L. Then, a finite set of weighting functions w; is defined in the range of
L. After taking the inner product (usually integration) of the functional expansion
with each weighting function, the linearity of the inner product is used to obtain a
finite set of equations for the coefficients of the basis functions. This set of
equations is then solved to obtain the approximate or exact solution of £, depending
on the choice of the basis and weighting functions. The set of basis functions
should have the ability to accurately represent and resemble the anticipated

unknown function, while minimizing the computational effort required [39].

In principle, the MoM can be applied to the numerical modeling of
arbitrary linear structures. However, this method has limitations primarily
governed by the speed and storage capabilities of available digital computers
[40]. Using more powerful computers increases the capability of MoM. Another
option is to refine the method by choosing proper starting equations, developing
flexible basis and weighting functions and using more sophisticated algorithms

for the numerical evaluation of integrals encountered in the solution. However,

14



Moment Method techniques based on integral equations are not very effective
when applied to arbitrary configurations with complex geometries or
inhomogeneous dielectrics. Nevertheless, they do an excellent job of analysing
a wide variety of three 3 dimensional electromagnetic radiation problem.
Historically, the use of basis and testing functions to discretize integral
equations of electromagnetics is most often named the “Method of Moments ™,
the same process applied to differential equations is usually known as the “finite
element method”. However, the term finite element method is reserved for
variational methods, explicitly minimizing a quadratic functional [49] as

explained in the following section.
Finite Element Method (FEM)

The Finite element method is one of the classic tools of numerical
analysis, suitable for the solution of a wide class of partial differential or
integral equations. In the mid-1970’s Mei, Morgan and Chang introduced the
finite-element approach for the Helmholtz equation [38]. Later, in the early
1980’s, they shifted their finite element research to direct solutions of
Maxwell’s curl equations. Finite element techniques require the entire volume
of the configuration to be meshed as opposed to surface integral techniques,
which require only the surfaces to be meshed. Each mesh element has
completely different properties from those of neighbouring elements. In
general, finite element techniques excel at modeling complex inhomogeneous
configurations. However they do not model unbounded radiation problems as

effectively as moment method techniques.

In general, finite element techniques excel at modeling complex
inhomogeneous configurations. However, they do not model unbounded

radiation problems as effectively as moment method techniques.
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The first step in finite element analysis is to divide the configuration into a
number of small homogeneous pieces or elements. The model contains information
about the device geometry, material constants, excitations and boundary
constraints. In each finite element, a simple (often linear) variation of the field
quantity is assumed. The comers of the elements are called nodes. The goal of the
finite-element analysis is to determine the field quantities at the nodes. Generally,
finite element analysis techniques solve for the unknown field quantities by
minimizing an energy functional. The energy functional is an expression
describing all the energy associated with the configuration being analysed. For 3-

dimensional time-harmonic problems this functional may be represented as

F={ Wz{ |+EIEI B (1.1)

2 2jw

The first two terms represent the energy stored in the magnetic and
electric fields, and the third term is the energy dissipated by the conduction
current. Expressing H in terms of E and setting the derivative of this functional
with respect to E equal to zero, an equation of the form f(J,E) = 0 is obtained.
A k™ order approximation of the function fis then apphied at each node and

boundary conditions enforced, resulting in the system of equations,

D1=IYNE] e (1.2)

The elements of J are referred to as the source terms, representing the
known excitations. The elements of the Y-matrix are functions of the problem
geometry and boundary constraints. The elements of the E-matrix represent the
unknown electric field at each node, obtained by solving the system of
equations. In order to obtain a unique solution, it is necessary to constrain the

values of the field at all boundary nodes. For example, the metal box of the

17



model in Figure 1.3 constrains the tangential electric field at all boundary nodes
to be zero. Therefore, a major weakness of FEM is that it is relatively difficult
to model open configurations. However, in finite element methods, the
electrical and geometric properties of each element can be defined
independently. This permits the problem to be set up with a large number of
small elements in regions of complex geometry and fewer, larger elements in
relatively open regions. Thus it is possible to model complicated geometries

with many arbitrarily shaped dielectric regions in a relatively efficient manner.
Transmission Line Matrix (FLM) method

It is based on the equivalence between Maxwell’s equations and the
equations for voltages and cumrents on a mesh of continuous two-wire
transmission lines. The main feature of this method is the simplicity of
formulation and programming for a wide range of applications. In the TLM
method, the entire region of the analysis is gridded. A single grid is established
and the nodes of this grid are interconnected by virtual transmission lines.
Excitations at the source nodes propagate to adjacent nodes through those
transmission lines at each time step. Generally, dielectric loading 1is
accomplished by loading nodes with reactive stubs, whose characteristic
impedance is appropriate for the amount of loading desired. Lossy media can be
modeled by introducing loss into the transimission line equations or by loading
the nodes with lossy stubs. Absorbing boundaries are constructed in TLM
meshes by terminating each boundary node transmission line with its

characteristic impedance. Analysis is performed in the time domain.

TLM method shares the advantages and disadvantages of the FDTD method.
Complex, nonlinear materials are readily modeled, impulse responses and time-

domain behaviour of the systems are determined explicitly, and the technique is
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suitable for implementation on massively parallel machines. Another advantage of
using the TLM method is that certain stability properties can be deduced by
inspection of the circuit. There are no problems with convergence, stability or
spurious solutions. The method is limited only by the amount of memory storage
required, which depends on the complexity of the TLM mesh. Also, being an explicit
numerical solution, the TLM method is suitable for nonlinear or inhomogeneous
problems since any variation of material properties may be updated at each time step.
Thus voluminous problems using fine grids require excessive amounts of
computation. Nevertheless, both TLM and FDTD techniques are very powerful and
widely used. For many types of EM problems, they represent the only practical
methods of analysis. Deciding whether to utilize a TLM or FDTD technique is a
largely personal decision. Though the TLM method requires significantly more
computer memory per node, it generally does a better job of modeling complex
boundary geometries. On the other hand, the FDTD method is attractive because of

its simple, direct approach to the solution of Maxwell’s equations.
Finite Difference Time Domain (FDTD) Method

The Finite Difference Time Domain (FDTD) method introduced by K. S.
Yee in 1966 [42] and later developed by Taflove [43] in the 1970°s permits in
principle, the modeling of electromagnetic wave interactions with a level of detail
as high as that of the Method of Moments. Unlike MoM, however, the FDTD does
not lead to a system of linear equations defined over the entire problem space.
Updating each field component requires knowledge of only the immediately
adjacent field components calculated one-half time step earlier. Therefore, overall
computer storage and running time requitements for FDTD are linearly
proportional to N, the number of field unknowns in the finite volume of space
being modeled. The FDTD method has thus emerged as a viable alternative to the

conventional Frequency Domain methods because of its dimensionally reduced
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computational burdens and ability to directly simulate the dynamics of wave
propagation {44-49]. The survey paper by Shlager and Schneider illustrates the
rapid growth of FDTD [14]. Appendix-A describes in detail the FDTD method
employed for the numerical computation of the radiation characteristics of the

Rectangular Printed monopole UWB Antenna in the present work.
1.4 Compact Antenna Applications

The diversity of applications and operational environments has led,
through the accompanying high production volumes, to tremendous advances in
cost-efficient manufacturing capabilities of microwave and RF products. This,
in turn, has lowered the implementation cost of a host of new wireless as well
as wired RF and microwave services. Inexpensive handheld GPS navigational
aids, automotive collision-avoidance radar, and widely available broadband
digital service access are among these. Microwave technology is naturally
suited for these emerging applications in communications and sensing, since the
high operational frequencies permit both large numbers of independent
channels for the wide variety of uses envisioned as well as significant available
bandwidth per channel for high speed communication [53]. One of the
envisaged applications concerns the field of medical imaging. The reason is
their fully planar format, which makes them a more suitable at UWB
microwave applications.[50-54]. Compact broad band antenna is essentially

required for the following applications.
= DTV band 470 to 860 MHz
* Cellular band 800 to 970 MHz
» PCS( Personal communication band) 1.8 to2 GHz
= UMTS band 2 t0 2.3 GHz

= WiMax , WiFi1, Wibro and other OFDM bands 2.3 to 3.7 GHz

20



= Bluetooth 2.4 to 2.4835 GHz

= WLAN 2.4 to02.4835 GHz, 5.15to 5.35 GHz and 5.725 to 5.850 GHz

* Lowband UWB 3.1 t05.15 GHz

The frequency bands allotted for the popular wireless communication

services are listed in Table 1.4.

Table 1.4 Frequency bands allotted for various wireless communication services

Wireless communication service

Allotted
frequency band

Antenna

type

1565-1585 MHz

- 1227-1575 MHz

GPS 1575 ¢ e
GPS 1400 Global Posxtlc_JflnmgMShystem
GSM 900 Global system for mobile
communication
DCS 1800 Digital communication
system
PCS 1900 Personal Communication
... System —
UMTS : Universal qulll?
- Telecommunications
2000
____________________________ Systems
3G International Mobile
IMT-2000  Telecommunications-2000
ISM 2.4 . .
ISM 5.2 f;l;i;lisillal, scientific,
ISM 5.8
RFID ' Radio Frequency
- Identification system
DVB-H Digital Video Broadcasting
on hand held devices
UWB

Ultra Wide Band

890-960 MHz

1710-1880 MHz

1850-1990 MHz

1920-2170 MHz

1885-2200 MHz

2400-2484 MHz
5150-5350 MHz
5725-5825 MHz

30MHz-2.4GHz

470-890MHz

3.1 -10.6GHz

Microstrip or
Helix

Dipoles or
patch array in
BTS.
Monopoles,
sleeve dipoles

and patch in
hand held sets.

Loops, folded F
patch and
monopole
Compact
printed
Antennas
Printed dipoles
or Monopoles
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Very recently, the addition of more and more features in each new
generation communication systems demands universal antennas. A universal
antenna should support five cellular bands (GSM850/900/1800/1900 + 3G),
Wireless LAN, Bluetooth, Digital TV (DVB-H), FM radio and GPS. In the next
few years to come , several new wireless systems such as RF-ID, UWB,

WiMAX etc. will probably also be integrated to the terminal.
1.5 Printed Antenna for UWB Applications

Ultra-wideband (UWB) antennas are of great interest for a variety of
applications such as transient radars, mine detection, and unexploded
ordnance (UXO) location and identification, especially, in military fields.
Recently, in early 2002, the Federal Communication Commission (FCC)’s
released of the UWB for commercial communication applications and
sparked renewed interest in the subject of UWB antennas. Ultra wide-Band
(UWB) technology is one of the most promising solutions for future
communication systems due to its high-speed data rate and excellent

Immunity to multipath interference.

Since the approval of UWB spectrum for unlicensed use by the Federal
Communications Commission (FCC) in 2002 [21], UWB technology and its
potential applications in wireless communications systems have been attracting
increasing interests from both academia and industry. According to the Federal
Communications Commission (FCC), the frequency band of the UWB should
be between 3.1 and 10.6 GHz. To achieve the high data rate UWB antenna
should radiate short pulse with duration of 0.3ns without time ranging. In
wireless communications, UWB will see its application in high data rates
(> 100 Mb/s) transmission over very short distance (< 10 m) and low data rates

(< 1 Mb/s) with very low power consumption for medium indoor
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communications. UWB wireless communications systems have many expected
attractive features and advantages. There are, however, also many technical
issues needed to be resolved. UWB antenna should cover the allocated 7500
MHz of spectrum so to fully utilize the spectrum. The UWB antennas proposed
in [54-57], have wide impedance bandwidth and good radiation patterns.
However, these are not planar structure. Recently, a microstrip planar circular
disc monopole antenna has been reported [58] , which presents a CPW fed

circular UWB antenna, with better flexibility for circuit integration.

The inherent drawback of microstrip antenna is its narrow impedance
bandwidth. Different approaches for increasing the bandwidth are available in
the literature. They include thick substrate with low dielectric constant, using
multiple patches stacked vertically, using multiple patches in one plane, and
using broadband impedance matching networks [58). By using thick substrate
the enhancement of bandwidth is limited because of the large inductance and
radiation associated with the feed, and increased excitation of surface waves.

Use of parasitic patches increases the overall volume of the antenna.

For the commercial applications, the UWB antennas should be low
profile, light weight, low cost, and fabricated easily. The traditional microstrip
antennas can meet most of these needs only with the narrow bandwidth. Many
designers have tried various ways to improve the above handicap and many

valuable results have been obtained.

Today the state of the art of UWB antennas focuses on the microstrip, slot
and planar and printed monopole antennas. In the design of a printed UWB
antenna, the radiator and ground plane shapes as well as the feeding structure

can be optimized to achieve a broad impedance bandwidth [59-63].
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Many techniques were reported in recent years to broaden the impedance
bandwidths of planar antennas and to reduce their electrical dimensions,
including RC- loading [62], resistor- loading [63], gap loading [64], the folding
[65], the multi-feed [66], the beveling [67], and adding the shorting pin [68],
[69], etc. In addition, a coupled sectorial loop antenna is presented by connecting
two sectorial loop antennas in parallel [70], square planar monopole [71].
Asymmetrical feed arrangement [72], adjusting the gap between radiating
element and ground plane [73], a double feed [74] is reported for extending
bandwidth to UWB.

Use of multiple resonators in the same plane is another method to
increase the bandwidth. Stagger tuned resonators leads to wider bandwidth.
But the two associated problems are large area requirement and deterioration of
radiation pattern over bandwidth. A method to overcome these two problems is
by the use of multiple resonators gap-coupled along the non-radiating edges.
Techniques like U-shaped slot and L-probe are also used for the enhancement
of bandwidth. These methods also increase the volume of the antenna
substantially. A novel technique to enhance the bandwidth of microstrip
antenna without much increase in volume is presented in this thesis. The strips
in patch and slots in truncated ground is proposed here to increase the current
path for compactness and multiple current path to merge suitable resonance to

enhance the bandwidth,

The printed UWB antenna consisting of a planar radiator and a ground
plane which is essentially an unbalanced design, where the electric currents are
distributed on both the radiator and the ground plane so that the radiation from
the ground plane is inevitable. Therefore, the performance of the printed UWB

antenna is significantly affected by the shape and size of the ground plane in
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terms of the operating frequency, impedance bandwidth, and radiation patterns
[44-45]. Such a ground-plane effect causes severe practical engineering
problems such as design complexity and deployment difficulty. Therefore, this
work presents a technique to reduce the ground-plane effect on the performance
of a smali printed UWB antenna. The printed antenna is designed to cover the
UWB band of 3.1-10.6 GHz, in particular, the lower band of 3.1-5 GHz. By
adding a rectangular strip horizontally from the printed radiator and
asymmetrically attaching a conducting strip to the radiator, Band width can be
extended to higher frequencies. The overall size of this antenna is printed onto a

1.6mm thick FR4 substrate is only 20X30 mm®.
1.6 Outline of the Present Work

In this thesis, the theoretical and experimental investigations towards the
development of a Ultra-Wideband printed Monopole Antenna with various
patch geometries are presented. The performance of the antenna to various

parameters are discussed in detail.

Ground plane is a crucial factor for these printed monopoles. The
antenna performance significantly varies for infinite to finite ground plane
transition. When the ground plane is truncated, the current distribution on
the ground plane at the radiating frequency becomes more significant. This
influences the radiation characteristics of the antenna to a great extent.
Unfortunately antenna designers often choose the ground plane dimension in
an adhoc manner driven by the convenience rather than through examination
of electrical limitations. Even though the printed technology is fully
matured, the dependence of ground plane on the antenna characteristics is
often least considered by the researchers and designers. This state of affairs

inspired for detailed investigations on the ground plane effects of simple
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strip monopole. The procedure is successfully applied to reduce the dimensions
of Rectangular patch antenna using the discontinuities such as Defected Ground
Structure (DGS) and Defected Microstrip Structure (DMS) [75-77]. Since it has
more discontinuities providing larger targets for EM wave, the net result in area
reduction. The DGS is realized by etching slots in the truncated ground plane of
the printed monopole. This property of DGS is effective for miniaturization of

printed planar antennas.

The bandwidth enhancement is achieved by preserving the omni-
directional radiation characteristics of the antenna. The experimental and
theoretical studies revealed that the optimized top loaded strip monopole
antenna is suitable for UWB operation and compact type [78]. These desirable
characteristics make the present antenna suitable for Ultra wide band
applications. The Rectangular or square geometry is found to be most suitable
for Ultra wide band applications even though all the optimized geometries for
top loading results in wide band compact antennas as proved experimentally
and reported here. This thesis gives the systematic evolution of the simple

printed strip monopole to UWB antenna.

For the theoretical analysis, Finite Difference Time Domain method
(FDTD) is employed. Radiation and reflection characteristics of the optimized

Antenna for each optimized geometry are studied using FDTD.
1.7 Chapter Organization

Following the introductory Chapter 1, a brief review of the past work in
the field of patch antennas mainly wide band monopoles with due emphasis on

impedance matching for UWB applications are presented in Chapter 2.
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saorrdaction

Chapter 3 deals with the methodology of design, simulation, optimization,
fabrication and the experimental measurements carried out on different antenna
configurations. Selection of the best geometry for structural modification for
Ultra wide band applications is also presented in this chapter. This chapter also
describes the analysis of the proposed antenna by FDTD method using the in

house developed code.

Chapter 4 gives the systematic evolution of the simple printed strip
monopole towards UWB antenna by top loading patch geometries. The
comparisons between the theoretical and experimental results on various
antenna configurations are also presented. Excellent agreement between theory

and experiment is observed.

Ultra wide Bandwidth antenna configuration and its radiation properties
like pattern, polarization, Gain, efficiency, etc.. are presented. This observations

lead to the development of a compact printed UWB antenna in chapter -4.

The conclusions derived from the theoretical and experimental studies are
described in Chapter 5. Salient features of proposed monopole loaded antennas

for UWB applications and the scope of further work is also outlined.
Appendix A deals with the theoretical analysis by FDTD method.

Appendix B deals with the experimental and theoretical results of the

studies conducted on Circular microstrip patch with conformal FDTD.
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Chapter 2
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Introduction

Microstrip Antenna have developed a long way ever since it was first
fabricated by Byron [13] in early 1970°s as a long strip of various patch
geometries like rectangular, circular etc.. These developments are well
documented in books [1-12] and the technology is now mature enough for the
specialized Microstrip antennas for the specific civil and military applications.
The literature survey is carried out to assess the past work done on the subject
to steer the research work towards the goal of developing a Printed Monopole
antenna for Ultra Wide Band (UWB) Applications. This survey has covered
Compact antennas, Band widening techniques, Ultra Wide Band (UWB)
antennas, Numerical Techniques and finally the specific technique of FDTD

analysis.

A major trend in Mobile Communication technology is the dramatic
reduction in the size and weight of handsets. Common requirements on the
antenna design regardless of the frequency include low cost, low profile, and in
most applications, a large operating bandwidth. Antenna designers are therefore
encountered with the difficulty of designing compact, multi-band, highly
efficient antennas. Some of the typical antenna elements used for small mobile
terminals are monopole, dipole, normal mode helix, planar inverted-F,
Microstrip, meander line, ceramic and chip antenna. Although whip antennas

are inexpensive and mechanically simple, they are easily prone to damage.
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Helical antennas are relatively inexpensive and exhibit wide bandwidth
performance, but are not low profile. Mechanical resistance, aesthetic criteria
and the need for high performance antennas are the key points that have brought
internal antennas into the spot light. In the existing built-in antenna schemes,
much attention has been paid to Microstrip antennas. However, they suffer from
inherent bandwidth limitations and their physical size becomes large at low
frequencies. Printed Monopole Antennas present a better alternative because of
their relatively large bandwidth and compact size. A chronological review of
the work done in the field of Compact antennas is presented in the beginning of
the chapter. The progress of research in the Band widening technique, Ultra
wide band (UWB), FDTD in Printed Antenna analysis is outlined in the next

sections.

The recent, unprecedented increase in wireless mobile telephone usage and
the subsequent explosive proliferation of related wireless mobile
telecommunication systems has necessarily created a strong interest in compact,
easily manufactured antennas to support these systems. The standard monopole is
probably the most widely used antenna on existing mobile telecommunication
applications, with the axial - mode helix coming in a close second. These two
antenna types are simple to manufacture but they are not particularly easy to
integrate into handset or mobile terminal cases, and they have relatively narrow
operational bandwidths. Therefore, planar antennas, particularly printed circuit

antennas are of considerable interest for modern applications.
2.1 Compact Antennas

In all wireless communications especially the recent interest in the
technique of wireless connection between PC and other equipment such as

mouse, keyboard, printer, etc. In all these cases one of the main concerns is the
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size reduction of each module, especially for antennas. By decreasing the size
of an antenna, the module volume can be reduced for a competitive price. Here
comes the compactness of antenna to play a major role in gadget

miniaturisation.

Antenna size can be reduced by using very high dielectric materials, but
at a cost in antenna gain is reported by Y. Dakeya [14]. This paper gives the
details of chip multilayer antenna for 2.45GHz application using LTCC
technology.

To minimize the size of an antenna while retaining high gain, mainly four
kinds of techniques like shorted wall, meander line, adding skirts and offset slit
are applied to an antenna. M. Chair, K.M. Luk, and K.F. Lee [15] has reported
one of the technique to reduce the size by a quarter wave by using shorted

walls.

M. Ali and S.S. Stuchly [16] have reported use of meander line between
the coaxial probe feeder on the ground plane and a patch to reduce the size. In
the third method, both skirts are added to both edges of the patch downward.
Lastly, the patch has an offset slit at the connection part (between meander line
and patch) but maintains the same meander- line width. This resulted a compact

planar antenna.

Monopole antennas have found widespread applications in wireless
mobile communication systems. The increasing use of mobile communication
systems has stimulated the interest in the dual-frequency monopole antennas for
dual band operation. Numerous designs of dual-frequency compact monopole
antennas have been reported, including the use of a center-fed monopole

surrounded by multiple parasitic monopoles D. Liu [17], R. Schlub et al [18].
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A multi-branch monopole is reported in D. Liu [19] for dual band cellular
applications. C. T. P. Song et al [20] has reported multi-circular loop monopole

antenna, a dual band folded monopole for terrestrial communication is reported

in E. Lee et al [21].

Dual frequency wire antenna described in P. Eratuuli et al {22] and A
combination of the inverted F antenna and normal- mode helix is reported H.

Nakano et al [23].

It is noted that the above mentioned monopole antennas are commonly
mounted above a large ground plane and excited by a probe feed. Recently, the
microstrip-line-fed technique has also been applied for designing dual-
frequency printed monopole compact antenna and reported in H. M. Chen [24]

and F. S. Chang, S. H. Yeh, and K. L. Wong [25].

A monopole antenna fed by a coplanar waveguide (CPW) have been
reported in Homg-Dean Chen et al [26]. CPW-fed antennas have many
attractive features, such as no soldering points, easy fabrication and integration
with monolithic microwave integraied circuits, and a simplified configuration
with a single metallic layer. Thus, the designs of the CPW-fed antennas have

recently received much attention.

Use the electromagnetic coupling technique for planar monopole antenna
as reported in C. Y. Pan et al [27] is capable of broadband operation. This dual-
band printed planar monopole antenna consists of crisscross monopole element,
conductor-backed parasitic plane and microstrip feed line. Simply by loading a
crisscross conducting strip and parasitic plane, dual-band operation can be

easily obtained for WLAN operations in the 2.4 and 5.2 GHz bands.
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The inverted-F antenna printed on a dielectric substrate for applications
for Blue-tooth and UMTS applications has been demonstrated by M. Ali and G.
J. Hayes [28], Y. L. Kuo and K. L. Wong [29]. The printed metallic strip of the
antenna 1s shorted to the ground plane on the other side of the dielectric
substrate. This methodology has tremendously reduced the size of the antenna

by two fold.

To achieve dual-band operations for the WLAN and HIPERLAN
systems, printed monopoles in the form of an F-shaped structure have also been
proposed by S. H. Yeh and K. L. Wong [30]. The paper, Jen-Yea Jan and
Liang-Chih Tseng [31] gives two new designs of planar monopole antennas
with a shorted parasitic inverted-L wire for achieving dual-band operations: one
is a rotated-F planar monopole driven patch coupled with a shorted inverted-L
wire and the other is a T-shaped planar monopole driven patch coupled with a

shorted inverted-L wire.

New slot configuration for dual band planar inverted F antenna as
reported by P. Solomen et al {32]. A shorted microstrip antenna for 2.4/ 5.2GHz
dual band operation H. C. Tung [33] is an interesting paper. A low cost
microstrip fed dual frequency printed dipole antenna for wireless

communications is reported by Y. W. Suh et a/ [34]

M. C. Pan and K. L. Wong [35] demonstrates a simple design of a printed
triangular monopole for improving the operating bandwidth and reducing the
length of a printed strip monopole. By choosing a suitable flare angle of the
triangular monopole, it is expected that the impedance matching of the
monopole to the feeding stripline can be significantly improved. Furthermore,
due to the increased effective current path in the triangular monopole, as

compared with a simple strip monopole of the same length, the required
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monopole length at a fixed operating frequency can be reduced. The design and
characteristics of the printed triangular monopole are also presented and

discussed.

Fuhl.J et al. [36] analysed the performance of a radiation coupled Dual L
antenna, placed on the back side of the metallic housing of the handset,
resulting in a improved radiation pattern pointing away from the user’s head.

The antenna was designed for operation in the GSM 900 frequency band.

Z.D.Liu and P.S.Hall [37] proposed a dual-band Planar Inverted F
Antenna (PIFA) for hand held portable telephones to operate at 0.9 GHz and
1.8 GHz. The compact antenna displayed omni-directional radiation patterns
and 7% and 6.25% impedance bandwidths respectively in the two bands.
J.C.Batchelor and R.J.Langley [38] carried out an investigation on narrow
annular Microstrip slot antennas excited in a higher order mode, so as to give

circularly polarized, conical radiation pattern at 7.1 GHz.

G.T.Pedersen et al. [39] discussed the development of a single integrated
PIFA and diversity antenna configurations with low absorption. FDTD analysis
of the antenna with the presence of the head is also carried out. The
measurements of angular information in the environment were also provided in
this paper. Their study highlighted the fact that a significant amount of
shielding could be achieved by the case of the handset.

Y.J. Guo et al. [40] reported a TM, circular patch antenna operating at
5.2 GHz. The antenna exhibited 3.3% bandwidth, 4.2 dB gain and a circularly
symmetrical pattern with a notch in the zenith direction, suitable for radio
L.AN’s. K. Takei et af. [41] proposed a 3 layered TEM slot antenna for personal

handy - phone terminal. The antenna exhibited uniform radiation pattern,
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resulting in high antenna gain and low electromagnetic hazard to the user and
possessing a conventional surface mounting technology, resulting in reduced

fabrication cost.

Corbett R.Rowell et al [42] investigated the feasibility of utilizing a
PIFA with a capacitive load to reduce the overall length from A/4 to less than
A/8 for a mobile telephone handset suitable for DCS 1800. They also proposed
a design methodology for capacitively loaded PIFA’s.

Hiroyuki Arai er al. [43] measured the vanation in antenna gain of
handheld terminals for different terminal boxes and different human carriers. A
A4 whip antenna mounted on a conducting box was used for the study at
900MHz. A compact printed antenna consisting of an annular ring coupled to a
shorted circular patch suitable for mobile communication handset was proposed

by R.B.Waterhouse {44]. The antenna provided 10% bandwidth.

Kathleen.L.Virga and Yahya Rahmat - Samii [45] discussed the
development of low profile integrated antennas with enhanced bandwidth
performance. The Planar Inverted F Antenna (PIFA), Radiation coupled dual L
antenna and the diode tunable PIFA were considered for use in the 900 MHz
band. Up to 9.6%, 16% and 50% bandwidth respectively was obtained for the

three antennas.

A.Serrano-Vaello and D.Sanchez-Hemandez [46] demonstrated a dual
band bow-tie antenna with impressive size reduction compared to conventional
patch antennas. The radiation characteristics of this antenna for dual-band
GSM/DCS 1800 mobile handsets were similar to conventional Microstrip
patches. C.L.Mak et al. [47] presented the design and experimental results of a

proximity-coupled U-slot patch antenna excited by a 7w shaped feed line
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connected at the end of the usual Microstrip line. The antenna displayed 20%

bandwidth at 4.3 GHz, 7.5 dBi average gain and -20 dB cross-polarisation.

Ch.Dalaveaud et al. {48] proposed a monopolar wire-patch antenna for
portable telephones. The antenna operating at 1.8 GHz was characterized by a
monopole type radiation with wide bandwidth. Corbett R. Rowell and R. D.
Murch [49] described the design of a compact Planar Inverted-F Antenna
(PIFA) suitable for cellular and PCS operation. The frequency of the
conventional PIFA designed at 2.2 GHz was brought down to 900 MHz by the
introduction of a shorting post, capacitor load and a slot cut on the top plate. By
removing part of the top plate and inserting another PIFA, a dual fed, dual band

antenna resonating at 900 and 1800 MHz was also constructed.

Reflectively coupled dipole configuration with strongly improved
radiation efficiency was proposed by Roger Yew-Siow Tay et al. [50]. They
demonstrated that reduction of the magnetic field strength at the surface of the
user’s head was the key parameter to improve the efficiency of the hand set.
H.Iwasaki [51] proposed a Microstrip antenna with back-to-back configuration
relative to a slot on a ground plane, for use in base station / portable telephones.
The input impedance and radiation pattern were measured as parameters of the
slot length. It was observed that an omni-directional or bi-directional radiation
pattern could be obtained by feeding the antenna in phase or out of phase

respectively.

O. Leisten et al. [52] described a dielectric loaded twisted loop antenna,
which projected a magnetic field minimum and a radiated far field minimum
towards the head to reduce user exposure. SAR measurements of the proposed
antenna were performed using the DASY3 - the enhanced version of the

dosimetric system. R.B.Waterhouse [53] presented a loaded cavity backed
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patch antenna for PCS Network operating at 1.9 GHz, which could be easily
integrated within a handset terminal. The observed radiation patterns were

similar to a conventional shorted patch mounted on a large ground plane.

K.Hettak et al. [54] presented the design and experimental results of a
coplanar waveguide (CPW) aperture coupled patch antenna for EHF band
around 37 GHz. The antenna structure combined the advantages of CPW with
those of aperture coupled Microstrip Antennas and also reduced the number of
metallization levels. N.Chiba et al. [55] proposed a compact dual band internal
antenna fed by a single feed, designed for the 900/1800 MHz band. The antenna
comprised of an outer A/4 annular ring antenna with a short circuited plane and
an inner A/4 rectangular patch antenna, designed for the lower and higher
resonant frequency respectively. The radiation patterns of the antenna were
shown to be almost similar to that of a conventional A/4 Microstrip antenna

with a short-circuited plane.

J. Ollikainen et al. [56] demonstrated a stacked, shorted patch antenna
resonating at 900/1800 MHz. This small size, low profile antenna with 9%
impedance bandwidth was found to be suitable for directive, internal cellular
handset antenna applications. Jack. T. Rowley and Rod.B.Waterhouse [57]
compared the performance of a single shorted patch and a stacked shorted patch
antenna at 1800 MHz with that of a A/4 monopole. Experimental and simulation
results were presented for each of the antennas, in 3 different cases: on a
handset in isolation, a handset near the realistic head model and with the

inclusion of a block model of the hand.

C.T.P.Song et al. [58] presented a novel method for improving the design

of a circular disc monopole by introducing a discontinuity effect resulting in
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multiple loop monopole. Better control of the radiation pattern beyond a

frequency ratio of 1:5.33 was demonstrated.

A compact circularly polarised printed antenna was proposed by H.Kan
and R.B.Waterhouse [59]. The antenna consisted of a synchronous sub-array of
shorted patches with the required feed network etched on a high dielectric
constant substrate located below the ground plane of the antenna. The antenna
displayed 10 dB return loss bandwidth of 8.5% and 3 dB axial ratio bandwidth
of 11.3%. An antenna configuration incorporating one shorted driven patch and
another shorted and coupled coplanar patch using a single probe feed to achieve
broadband characteristics (up to 25% bandwidth) was proposed by Ya Jun
Wang et al. [60] for use in IMT 2000 handsets. The patches were either

rectangular or semicircular and 8 different combinations were used.

Marta Martinez - Vazquez, and her team of researchers [61] reported a
compact dual-band antenna consisting of a shorted rectangular patch designed
for 1.8 GHz. A spur-line filter embedded in its perimeter introduced a new
resonance at 925 MHz. Hassan M. Elkamchouchi and Hossam El-dien
M.Hafez [62] presented the detailed investigations using the Moment Method
on a single layer multi-probe fed patch antenna. The antenna consisted of a
hexagonal plate with unequal arms, suspended parallel to the ground plane. Up
to 35% impedance bandwidth and stable radiation patterns throughout the band

was observed.

Tsung-Wen Chiu et al. [63] proposed a Microstrip line fed circularly
polarized ceramic chip antenna for GPS operation at 1575 MHz. The antenna
comprised of a square radiating patch printed on the top surface of a grounded
square disk ceramic chip having two side feeds printed at the centres of the two

adjacent side surfaces of the ceramic chip (g, = 45) to excite the antenna through
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capacitive coupling. A connection metal line printed between the two side feeds
served to provide the 90° phase difference. 12 MHz impedance bandwidth, 3.5
MHz 3 dB axial ratio bandwidth and 3.4 dBi gain was obtained.

Zhizhang Chen et al. {64] described a novel tuning technique that allows
independent tuning of the two frequency bands of an integrated antenna for
GPS/PCS dual-band application. Will Mckinzie et al. [65] presented a
miniature Bluetooth antenna known as a DC inductive shorted patch antenna
(DSPA), fabricated as a single layer flex circuit wrapped around a high
temperature foam substrate. A novel packaging concept in which the antenna
contains an embedded Bluetooth radio MCM (multi chip module) was also

introduced. Peak antenna efficiency of 47% was observed.

A compact Planar Inverted F Patch Antenna with two shorted branch
strips, sharing a common shorting pin and fed by the same feed for triple-
frequency operation at 900, 1800 and 2450 MHz was presented by Fu-Ren
Hsiao and Kin-Lu Wong [66]. Ansoft HFSS (High Frequency Structure
Simulator) was used to obtain the design parameters. The three operating bands
exhibited an impedance bandwidth of 1.9%, 4.8% and 2.9% respectively. The
antenna possessed radiation characteristics acceptable for practical wireless

communication applications.

C.W.Chiu and F.L.Lin [67] presented a design for a compact dual band
PIFA with multi-resonators for GSM/DCS band. The nearly omni-directional
patterns and the impedance bandwidth obtained indicated the usefulness in
mobile phone devices. Gwo-yun Lee and Kin-Lu Wong [68] proposed a very
low protile antenna for GSM / DCS dual-band mobile phone applications, by

inserting several slits into a rectangular planar monopole and further bending it
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into two equal and perpendicular sections. The obtained radiation patterns were

stable across the operating bands (837-994 MHz) and (1705-1936 MHz).

Yongjin Kim and Sangseol Lee [69] designed and fabricated a Planar
Inverted F Antenna with the rectangular planar element replaced by an L
shaped element to increase the spatial efficiency. I[E3D software was employed
to obtain the various optimal design parameters. The antenna exhibited an
impedance bandwidth of 580 MHz and good radiation characteristics for
wireless LAN applications centered at 5.25 GHz. Hisashi Morishita, Yongho
Kim and Kyohei Fujimoto [70] described in detail the design concept of
antennas for small mobile terminals. The future perspective for the antenna

structure was also discussed.

Hyun Jun Kim et al. [71] presented a small-chip Meander antenna for
dual frequency operation. The frequency ratio of the proposed antenna was 1.35
and offered more than 50% size reduction compared to the rectangular patch.
Han-Cheol Ryu et al. [72] described the design, fabrication and testing of a
triple-stacked Microstrip patch antenna consisting of three patches for use in

cellular phone/GPS/PCS centred at 0.83, 1.575 and 1.7 GHz.

Marc. C. Greenberg et al. [73] presented the far field radiation pattern
characteristics of the dual exponentially tapered slot antenna (DETSA) for
wireless communications applications. The low profile antenna had slot line
conductors tapered along the outer edge. The obtained radiation patterns
remained fairly constant over a broad range of frequencies, indicating the

suitability for multifunction applications.

Gwo-Yun Lee et al. [74] presented a low cost surface-mount monopole

antenna for GSM / DCS dual band operation by folding a metallic strip onto a
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foam base. The antenna was mounted on a FR4 substrate and fed by a 50Q
Microstrip line. The broad impedance bandwidths and radiation patterns
confirmed the suitability of the antenna for Mobile Communications
applications. Kin-Lu Wong et al. [75] proposed a diversity antenna comprising
of two back-to-back PIFA’s, with their shorting pins facing each other. The
antenna showed 186 MHz bandwidth, less than -22.5 dB isolation and good
gain at 2.4 GHz.

Yong-Xin Guo et al. [76] proposed a compact internal antenna for quad
band operation at the GSM 900, DCS 1800, PCS 1900 and ISM 2450 band. The
antenna comprised of a main plate in the top layer, a ground plane in the bottom
layer, two folded arms in-between, a short circuited strip and a feed strip,
supported by foam. The measured -6 dB return loss was 68 MHz, 260 MHz and
130 MHz respectively in the three bands and the patterns were all omni-
directional. The experimental results were compared with the simulation results

performed using XFDTD 5.3.

A ceramic chip antenna for 2.4 /5.8 GHz dual ISM band applications was
proposed by Jung-Ick Moon and Seong-Ook Park [77]. The antenna comprised
of a small ceramic dielectric alumina (g=7.7) placed at the corner of the
substrate through surface mount process and two metal layers forming meander
lines, printed on the top and bottom faces of the substrate. The antenna
exhibited 12% bandwidth and radiation patterns similar to that of a monopole

antenna.

Shih-Huang Yeh er al [78] presented a compact, dual band, internal
antenna suitable for GSM/DCS applications. The antenna had 3 resonant
elements; 2 meandered metallic strips and a nearly rectangular patch leading to

2 resonant modes in the lower band (890-960 MHz) and 3 resonant modes in
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the upper band (1710-1880 MHz), covering the entire GSM and DCS bands.
Triple-frequency annular-ring slot antennas operating at 1.74, 2.38 and 3.12
GHz for CPW-fed and 1.8, 2.38 and 2.91 GHz for Microstrip line-fed were
proposed by Jin-Sen Chen [79]. It was observed that by controlling the
circumference of the annular-ring slot of the proposed antenna, proper operating

frequency could be obtained.

A compact antenna design for 900/1800-MHz Cellular Systems was
proposed by Tzung-Wern Chiou and Kin-Lu Wong [80]. The antenna
comprised of a rectangular ring patch (900 MHz) and a notched rectangular
patch (1800 MHz) printed on the same layer and aperture coupled by a properly
designed feed network. The antenna exhibited 10% impedance bandwidth in
both bands and high isolation between the two feeding ports.

Christian Sabatier [81] described the use of T-Dipole arrays for mobile
base stations in the different frequency bands for GSM, UMTS, HIPERLAN,
etc. Low side lobes and low coupling between two orthogonal polarizations
were the characteristic features. Qwo-Yun Lee et al. [82] proposed a planar
folded-dipole antenna for spatial diversity in 5 GHz WLAN operations. The
antenna comprised of two back-to-back folded dipoles separated by a central
ground plane. Wide impedance bandwidth of about 1 GHz covering the 5.2 and
5.8 GHz bands, and good directional radiation pattern covering the two

complementary half spaces was observed.

Chien-Jen Wang and Wen-Tsal Tsai [83] demonstrated a triple band
Microstrip-fed stair-shaped slot antenna operating at 2.4, 5.2 and 5.8 GHz.
9.45% and 15.5% impedance bandwidths were obtained in the 2.4 GHz and 5
GHz bands respectively. Yeh-Chian Lin ez al. [84] proposed a 50Q2 grounded

coplanar waveguide excited circularly polarized antenna for GPS application at
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1575 MHz, mainly consisting of a cross-slot loaded square patch printed on the
top surface of a grounded square-disk ceramic chip [g, = 90], and a single side-

feed printed on the side surface of the ceramic chip.

D.S.Yim et al. [85] proposed a broadband, small, chip antenna with a
branch structure meander line, suitable for Korean PCS (1750-1870 MHz) and
IMT-2000 (1930-2170 MHz) dual bands. The conductor strip-line patterns were
printed on the top and bottom layers of the substrate chip, and connected with
each other through via holes. The antenna configuration was characterized by
21.4% bandwidth, 2.6 dB1 gain and omni-directional radiation pattern similar to

a monopole antenna.

Homg-Dean Chen and Hong-Two Chen [86] experimentally studied
CPW-fed dual frequency monopole antennas. A frequency tunable ratio of 1.3
to 1.6 was obtained by varying the length of one of the two monopoles of the
proposed antenna. H.C.Go and Y.W.Jang [87] proposed a multi-band modified
fork-shaped Microstrip monopole antenna with a probe feed line. The antenna
exhibited wideband characteristics of 29.8% for the lower band (cellular and
GSM) at 860 MHz and 90.2% for the higher band (DCS, PCS, IMT-2000 and
ISM) at 2.28 GHz.

Y.S.Shin and S.O.Park [88] performed experiments and numerical
simulation on a compact, planar monopole type internal antenna suitable for
DCS (1710-1880 MHz), PCS (1750-1870 MHz) and IMT-2000 (1885-2200
MHZ) bands. The antenna resonated at 1810 MHz with a bandwidth of 41%,
displaying omni directional radiation patterns and 2.9 dBi gain. B.S.Collins et
al. [89] described an unconventional antenna comprising of a dual band radiator
coupled to a Microstrip line by means of a shaped ceramic pellet, for use in the

2.4-2.5 GHz and 4.9-5.9 GHz band for laptop computers.
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A muitiple U-shaped slot Microstrip patch antenna for 5 GHz Band
WLANs was described by Jeong-Min Ju et al [90]. The U slot width, the
position of U-slot sections, the thickness of the foam layer, and the position of
the feed point were the optimized for bandwidth and gain .The antenna
exhibited 17.04% bandwidth and 3.88-9.28 dBi gain in the 5.02-5.955 GHz
band. H.K.Kan et al. [91] presented a compact dual-interleaved printed antenna
consisting of two interleaved L shaped shorted patches with the required feed
network etched on a high-dielectric constant substrate located below the ground
plane of the antenna. The antenna displayed 16.9% impedance bandwidth and
2.3 dBi gain at 2.95 GHz.

Jeong-Min Ju et al. [92] designed, fabricated and measured a coaxial
probe fed, arrow-shaped Microstrip patch antenna for the 5 GHz band WLAN
applications. To achieve sufficient bandwidth a foam layer was inserted
between the ground plane and the substrate. The antenna exhibited a gain of
5.02-7.25 dBi and broad radiation pattern. Saou-Wen Su et «al [93]
experimentally studied the effects of a finite ground plane on the impedance
and radiation characteristics of an ultra-wideband planar monopole antenna

with a circular ground plane.
2.2 Band Widening Techniques

Hall et al. [94] reported the concept of multilayer substrate antennas to
achieve broader bandwidth. These antennas constructed on alumina substrates
which gave a bandwidth of 16 times that of a standard patch antenna with
increased overall height. C.Wood [95] suggested a method for doubling the
bandwidth of microstrip patch antennas by locating capacitively excited short

circuit parasitic elements at their radiating edges.
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Derneryd and Karlssson [96] have made a broadband microstrip antenna
by using thicker substrates of low dielectric constant. This is used as antenna
element in an array effectively for broadband operation. N. Das and Chaterjee
[97] reported a conical microstrip antenna with much larger bandwidth than that
of an identical circular patch antenna. The conical patch antenna is obtained by
modifying the circular patch antenna by slightly depressing the patch

configuration conically into the substrate.

Sabban [98] reported a stacked two layer microstrip antenna with an
increase in bandwidth of 15%. This antenna has been used as an element for 64
element Ku band array. Bhatnagar et al. [99] proposed a stacked configuration

of triangular microstrip antennas to obtain larger bandwidth

M.Deepu Kumar et al. [100] developed dual port microstrip antenna
geometry for dual frequency operation. This antenna has wide impedance

bandwidth and excellent isolation between ports.

K.M.Luk et al. [101] designed a proximity fed stacked circular disc
antenna with an impedance bandwidth of 26% and gain of 8dBi. The essential
feature of this design is the presence of four linear slots in the bottom patch of
the stacked arrangement. K.M. Luk et al. [102] investigated an L-shaped probe
fed broadband rectangular microstrip. It consists of a foam layer with a
thickness of around 10% of the wave length is used as the supporting substrate.
The proposed antenna has an impedance bandwidth of 35% and an average gain

of 7.5 dBi.

Y.X Guo et al. [103] presented a broad band U-slot circular patch
antenna with L-probe feeding with a foam layer supported substrate. An

impedance bandwidth of 38% and gain of 6.8dBi have been achieved. Kin-Lu
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Wong et al [104] reported Broadband Omni-directional Metal-Plate Monopole
Antenna, where the problem of poor omni-directional radiation characteristics
for higher operating frequencies is overcome by a novel broadband omni
directional metal-plate monopole antenna which has a simple step-shaped

structure and 1s easy to implement.

The bandwidth can be widened using a flat metal structure rather than a
thin wire structure was proposed by W. L. Stutzman and G. A. Thiele [105].
Many flat plate radiator geometries have been explored over several decades.
However, these antennas suffer from pattern degradation at the high end of their
impedance bandwidth. A new wideband, omni-directional, flat antenna called
the planar inverted cone antenna (PICA) is given by S.-Y. Suh and W. L.
Stutzman [106] and S.-Y. Suh [107].

Owing to such attractive merits as simple structure, pure polarisation and
omni-directional radiation, monopoles and their variations have long been
applied to a variety of systems. Much effort has been devoted to boost the
bandwidth of simple thin-wire monopoles by thickening, loading or folding the
wire elements. Conical or skeletal conical, cage, and various loaded monopoles,
disc loaded and inverted F antennas have been proposed by Kawakami, H., and
Sato, G[108] Nakano et al,[109] Rogers, S.D., and Butler, C.M. N[110] and
Cho ,W etal [111].

However, the major drawback of conical or rotationally symmetric
monopoles is their bulky structure. Recently, planar monopoles have been
proposed for broadband designs which replace the wire elements with planar
elements by researchers like Brown, G.H., and Woodward, O.M [112]
Ammann, M.J et al [113,115] Agrawall et al, [114] Chen, Z.N [116]). However,

because of the asymmetrical structure, horizontal radiation patterns are not
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omni-directional at higher requencies. This degradation more or less mitigates
the advantage of the volume reduction. Moreover, for broadband monopoles,

beam squinting is observed along the E-plane.

Attempts to produce antennas that are more compact than the standard
microstrip patch have produced antennas such as the planar inverted F antenna
(PIFA) and patch antennas utilizing high-dielectric constant substrates. While
smaller than the traditional patch antennas, these antennas generally offer no
more bandwidth and can be difficult to manufacture. In paper J. Michael
Johnson and Yahya Rahmat-Samii [117] reports on a newly developed planar
antenna caltled the tab monopole featuring broadband operation that can be

readily manufactured in a printed-circuit configuration.

S. Honda et al [118], presented a disc monopole antenna with 1:8
impedance bandwidth and omni-directional radiation pattern as Planar metal-
plate monopole antenna having attractive feature of very wide impedance
bandwidth. M. Hammoud er a/ [119] presented a work on Matching the input

impedance of a broadband disc monopole in 1993.

N. P. Agrawall et al [120] proposed Wide-band planar monopole
antennas, in 1998. P. V. Anob et a/ [121] reported a wideband orthogonal
square monopole antenna with semi-circular base at an international
Symposium in 2001. M. J. Ammann [122] presented control of the impedance
bandwidth of wideband planar monopole antennas using a beveling technique.
M. J. Ammann and Z. N. Chen [123], has reported wideband monopole antenna
for multi-band wireless systems.  S.-Y. Suh et a/ [124] has reported multi-
broadband monopole disc antenna. E. Antonino-Daviu et a/ [125] , proposed

Wideband double-fed planar monopole antennas.
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2.3 Ultra-Wide Band Antennas

Ultra wide Band (UWB) technology is one of the most promising
solutions for future communication systems due to its high-speed data rate and
excellent immunity to multi-path interference. In this context, the UWB antenna
design plays a unique role because it behaves like a band pass filter and
reshapes the spectra of the pulses, so it should be designed to avoid undesired
distortions. Some of the critical requirements in UWB antenna design are: ultra
wide bandwidth, directional or omni-directional radiation patterns, constant
gain and constant group delay over the entire band, high radiation efficiency
and low profile. The paper by M. A. Peyrot-Solis et al [126] reviews the state of
the art in UWB antennas, where planar monopole antennas show a special
interest because they exhibit excellent performance in matching impedance

bandwidth as well as pattern.

Since the approval of UWB spectrum for unlicensed use by the Federal
Communications Commission (FCC) in 2002, UWB technology and its
potential applications in wireless communications systems have been attracting
increasing interests from both academia and industry. In wireless
communications, UWB will see its application in high data rates (> 100 Mb/s)
transmission over very short distance (< 10 m) and low data rates (< 1 Mb/s)

with very low power consumption for medium indoor communications [127].

UWB wireless communications systems have many expected attractive
features and advantages. There are, however many technical issues needed to be
resolved. UWB antenna should cover the allocated 7500 MHz of spectrum so as
to fully utilize the spectrum. Some antennas have been proposed for ultra-

wideband applications by K.L.Wong[128], H. Schantz [129], K.Siwiak et al
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[130] and Federal Communication Report [131]. They all have wide impedance

bandwidth and good radiation patterns. However, these are not planar structure.

Recently, a microstrip planar circular disc monopole antenna has been
reported by Xuan Hu Wu et al [132]. They present a CPW fed circular UWB
antenna, which not only offers even wider impedance bandwidth, but also a

better flexibility for circuit integration via holes.

Shun-Yun Lin and Kuang-Chih Huang [133] propose a design to obtain
band-notching characteristics in printed planar monopoles. An ultra-wide band
was achieved by means of the beveled upper edge of the rectangular patch with
dimension as small as 55 mm”. On the other hand, it is necessary to notch
certain bands to avoid interference from existing wireless local area network
(WLAN), such as the 5.2 GHz band (5150-5350 MHz) and 5.8 GHz band
(5725-5875 MHz), in spite of the adoption of the FCC for UWB
communication systems operating between 3.1 and 10.6 GHz. This feature can
be easily achieved by embedding an inverted-V-shaped slot with length about
one-half of the guided wavelength of the expected notched frequencies along
the boundary of the beveled radiating patch. This article presents the design of
the proposed slotted monopole antenna, demonstrates the UWB operation with
a notched frequency band, and analyzes the effects of the dimensions of the

inverted-V-shape slot on the notched frequency band

High performance antennas are being developed to satisfy emerging
wireless applications with broad bandwidth or multi-band to support multiple
services is reported in D. Porcino andW. Hirt [134]. Generally speaking, high
performance means low voltage standing wave ratio (VSWR) and good
radiation pattern throughout interested frequency band. Band-notched

characteristics are also required in some cases, e.g., in ultra wide-band (UWB)
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communication systems. The frequency range for UWB systems approved by
the FCC is between 3.1 and 10.6 GHz, which will cause interference to existing
wireless communication systems, e.g., IEEE 802.11a, GPS, etc. Although many
technologies have been proposed to deal with the electromagnetic compatibility
of UWB with existing systems, they will either increase the noise level or

require a high complexity in the receiver.

Likewise, many antennas, such as conical antennas as reported in H. M.
Shen et al [135], K. Y. A. Lai et al [136], planar monopole antennas as reported
in N. P. Agrawall et al [137], M. J. Ammann [138], M. J. Ammann and Z. N.
Chen [139], TEM horn antennas L.-C. T. Chang and W. D. Burnside [140] and
other new antennas in T. Taniguchi and T. Kobayashi [141], have been shown
to provide very low VSWR in extremely wide frequency ranges. However, they

likely yield interference against existing systems.

Alternatively, UWB antennas with band-notched characteristics were
proposed to deal with the interference issue in reports of Xuan Hui Wu et al
[142], Y. Kim and D. H. Kwon [143], J. Qiu et al[144], S.-W. Su et al [145]},
K.-L. Wong et al [146]. A new type of band-notched antenna is proposed.
Simulation results shows good performance in both impedance bandwidth and
in the radiation pattern. More importantly, the bandwidth and the central
frequency of the notched band may be adjusted by proper selection of the

antenna parameters.

A more specific definition for an Ultra Wide Band (UWB) antenna is a
non-resonant low-Q radiator whose input impedance remains constant over a
wide-band operating frequency is reported by G. R. Aiello and G. D. Rogerson
[147], this type of antenna requires a well matched transition to space to avoid

energy reflection.
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A remarkable characteristic of an UWB antenna is that it has a non-
dispersive capability to avoid further pulse compensation. As regards the spark
gap transmitter, reported in the open literature, which was a primitive form of
impulse radio transmission, it is considered as the first ultra-wideband
communication system by T. Ogawa et al [148] and M. Hamalainen et al [149],
but unfortunately, some important UWB antenna designs were forgotten and re-
discovered recently for modern applications. Current research works have been
focused in omni-directional UWB antennas (because all the efforts are directed
to improve the wireless communication industry, mainly in mobile devices that

require omni-directional radiation patterns)

Conventional UWB antennas like log periodic or spiral tend to be
dispersive. They usually radiate different frequency components from different
parts of the antenna, which distorts and stretches out the radiated waveform as

reported by H. G. Schantz [150].

Recently, several broadband monopole configurations, such as circular,
square, elliptical, half disc, pentagonal and hexagonal, have been proposed for
UWRB applications by M. J. Ammann and Z. N. Chen [151], N. P. Agrawall et
al [152], ] E. Antonino-Daviu et al [153] and ] Z. N. Chen et al [154]. These
broadband monopoles feature wide operating bandwidths, satisfactory radiation
properties, simple structures and ease of fabrication. However, they are not
planar because their ground planes are perpendicular to the radiators. As a

result, they are not suitable for integration with a printed circuit board.

A novel design of printed circular disc monopole fed by microstrip line is
proposed and investigated by Jianxin Liang et al [155]. The parameters which
affect the operation of the antenna in terms of its frequency domain

characteristics are analyzed both numerically and experimentally in order to
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understand the operation of the antenna. It has been demonstrated that the
optimal design of this type of antenna can achieve an ultra wide bandwidth with
satisfactory radiation properties. Furthermore, the simulations have also shown
that the proposed monopole antenna is non dispersive, which is very important

for UWB systems.
2.4 FDTD for Printed Antenna Analysis

The Finite-Difference Time-Domain (FDTD) method is arguably the
most popular numerical method for the solution of problems in
electromagnetics. Although the FDTD method has existed for nearly 30 years,
its popularity continues to grow as computing costs continue to decline.
Furthermore, extensions and enhancements to the method are continually being
published, which further broaden its appeal. Because of the tremendous amount
of FDTD-related research activity, the Finite-Difference Time-Domain (FDTD)
method, as first proposed by Yee in 1966 [156], is a simple and elegant way to
discretize the differential form of Maxwell's equations. Yee used an electric-
field (E) grid, which was offset both spatially and temporally from a magnetic-
field (H) grid, to obtain update equations that yield the present fields throughout
the computational domain, in terms of the past fields. The update equations are
used in a leapfrog scheme, to incrementally march the £ and H fields forward in
time. Despite the simplicity and elegance of Yee's algorithm, it did not receive
much interest immediately after its publication. One could attribute the lack of
attention to the high computational cost of the day, as well as to some of the
limitations inherent in the original publication (such as the inability to model an
"open" problem for any significant period of time). However, as the
shortcomings of the original FDTD implementation were alleviated and the cost

of computing fell, the interest in the FDTD method began to soar.
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The original Yee FDTD algorithm is second-order accurate in both space
and time. Numerical-dispersion and grid-anisotropy errors can be kept small by
having a sufficient number of grid spaces per wavelength. Taflove was among
the first to rigorously analyze these errors [157]. Taflove was also the first to
present the correct stability criteria for the original orthogonal-grid Yee
algorithm [158].

The FDTD method can be used to calculate either scattered fields or total
fields. When calculating only the scattered fields, the source of the fields is a
function of the known incident field, and the difference in material parameters
from those of the background medium [159].[160]. When using total fields, the
total fields are often calculated only over an interior subsection of the
computational domain [161-163], while scattered fields are calculated in the
remaining {exterior) portion of the grid. By using scattered fields in this way,

the field incident on the absorbing boundary condition is more readily absorbed.

To obtain this division of the computational domain, into scattered-field
and total-field regions, the incident field must be specified over the boundary
between these two regions. Holland and Williams presented a comparison of
scattered field formulations (i.e.,, only the scattered fields were computed
throughout the computational domain) and total-field formulations (i.e., the
total fields were computed in a sub-domain that contained the objected under
study) [163]. They determined, due to numerical dispersion, the total-field
FDTD approach is superior to the scattered-field approach. Furthermore, the
scattered-field approach has the disadvantage that it does not easily

accommodate nonlinear media.

However, for certain problems, such as those that contain only linear

media and do not contain shielded cavities, the scattered- field formulation may
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be the more-desired approach [164]. The relative merits of the total-field and

scattered-field formulations were also explored by Fang [165].

In order to model open-region problems, an absorbing boundary condition
(ABC) is often used to truncate the computational domain, since the tangential
components of the electric field along the outer boundary of the computational
domain cannot be updated using the basic Yee algorithm. The quest for an ABC
that produces negligible reflections has been, and continues to be, an active area
of FDTD research. Most of the popular ABCs can be grouped into those that
are derived from differential equations, or those that employ a material
absorber. Differential-based ABCs are generally obtained by factoring the wave
equation, and by allowing a solution which permits only outgoing waves.
Material-based ABCs, on the other hand, are constructed so that fields are
dampened as they propagate into an absorbing medium. Other techniques
sometimes used are exact formulations and super absorption. ABCs tailored for
specific applications have also been developed and used with the FDTD

method.

Early techniques, used to truncate the FDTD computational domain, have
included differential-based ABCs, such as those proposed by Merewether
[166), Engquist and Madja [167], Lindman [168], and Mur [169]. These early
techniques were vastly improved in the mid-1980s by formulations proposed by
Higdon [170,171], Liao et al. [172]: and Keys [173]. Many other extensions of
these differential- based ABCs have since been proposed. Exact ABCs have the
advantage of giving accurate results, but since they are non-local, they are
computationally expensive. Such approaches have been investigated by
Ziolkowski et al. [174], Olivier [175], De Moerloose and De Zutter [176], and
Tromp and Olivier [177].
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In 1992, Mei and Fang [178] proposed a technique, “super absorption,”
which can be applied to many absorbing boundary conditions to improve their
performance. In certain applications, such as the termination of a waveguide or
a microstrip, dispersive boundary conditions have been used [179-184]. Lastly,
many researchers, including Fang [166], Blaschak and Kriegsman [185], Moore
et al. [186], Railton and Daniel [187], and, most recently, Andrew et al. [188],
have compared the accuracy of various ABCs. Comparative studies of the

accuracy of ABCs have also been performed for dispersive media [189], [190].

As originally formulated, the Cartesian grids used in the FDTD method
dictate that a smoothly varying surface must be approximated by one that is
“stair cased.” This approximation may lead to significant errors in certain
problems [191], {192]. Furthermore, if an object under consideration has small-
scale structure, such as a narrow slot, the original method would have to use an
excessively fine grid to accurately model the associated fields. To address these

shortcomings, several solutions have been proposed.

If the object under consideration is more naturally described in an
orthogonal coordinate system other than Cartesian, it is rather simple to develop
update equations appropriate for that coordinate system, as was done by
Merewether in 1971 [ 167 ] and by Holland in 1983 {193]. Alternatively, a grid
that uses varying spatial increments along the different coordinate directions

can be used.

In general, for a Cartesian grid, this results in rectangular cells, and
permits finer discretization in areas of rapid field fluctuation. Kunz and Lee
[194], [195] used this approach to calculate the external response of an aircraft
to EMP. Monk and Suli have shown that this scheme preserves the second-

order accuracy of the original algorithm [196], [197]. Furthermore, sub-
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domains can be gridded more finely than the rest of the problem space. This
type of “sub-gridding,” where information is passed between the coarse and

fine grids, was put forward by a number of researchers.

An alternative sub-gridding scheme was proposed by Kunz and Simpson
[198]. Their formulation requires two runs. The first is done for a coarse grid
that spans the entire computational domain, while the second is done for the
finely-gridded sub-domain, and takes its boundary values from the stored

values calculated during the coarse simulation.

Following the work of Yee [199], Umashankar et al. [200] and Taflove et
al. [201] derived update equations that were suitable for modeling sub-cellular
structures, such as wires, narrow slots, and lapped joints in conducting screens.
These equations were obtained from the integral form of Faraday’s law, rather
than from the differential form, and they resulted in modified equations only for
cells where the sub-cellular structure was present. Several other researchers,
including Holland and Simpson [202,203], Gilbert and Holland [204], Demarest
[205], Turner and Bacon [206], Riley and Turner [207,208], Oates and Shin
[209], and Wang {210,211], have developed techniques to handle sub-cellular

structures.

Reineix and Jecko [212] were the first to apply the FDTD method to the
analysis of microstrip antennas. In 1992, Leveque et al. [213] modeled
frequency-dispersive microstrip antennas, while Wu et al. [214] used the FDTD
method to accurately measure the reflection coefficient of various microstrip-

patch configurations.

Uehara and Kagoshima [215] presented an analysis of the mutual

coupling between two microstrip antennas, while Oonishi et al. [216] and
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Kashiwa et al. [217] used one of the conformal FDTD approaches to analyze

microstrip antennas on a curved surface.

In 1994, Qian et al. [218] used the FDTD method to design twin-slot
antennas. Recently, Reineix and co-workers [219-221] have expanded their
FDTD analysis to include the input impedance of microstrips with slots, to
obtain the radar cross section of microstrip patch antennas, and to model the

radiation from microstrip patches with a ferrite substrate.

In 1992, Luebbers et al. [222] and Chen et al. [223] analyzed hand-held
antennas, using an FDTD model of a monopole antenna on a conducting or
dielectric box. Toftgird et al. [224] calculated the effect the presence of a person

has on the radiation from such an antenna.

In 1994, Jensen and Rahmat-Samii [225] presented results for the input
impedance and gain of monopole, PIFA, and loop antennas on hand-held
transceivers. The interaction of a handheld antenna and a human were also
studied by Jensen and Rahmat- Samii {226]. Also in 1994, Chen and Wang
[227] calculated the currents induced in the human head with a dipole-antenna
model for a cellular phone. Recently, Martens et al. [228] have used a dipole
model and a full model for a hand-held.
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Chapter 3

EXPERIMENTAL AND NUMERICAL
METHODOLOGY

The chapter gives a brief description of basic facilities used for fabrication,
experimental characterization and simulation studies of the antenna. The
concluding section focuses on FDTD method and implementation for foretelling
the antenna reflection and radiation characteristics. The fundamental mathematical

concepts of FDTD and the theoretical aspects are outlined in Annexure ‘A’.

3.1 Printed Antenna Fabrication and Characterisation.

Printed antennas are usually fabricated on microwave substrate materials
using standard photolithographic techniques. Selection of proper substrate material
is the essential part in Microstrip antenna design. The dielectric constant, loss
tangent, homogeneity, isotropicity and dimensional strength of the substrate all are
of importance. High loss tangent substrate adversely affects the efficiency of the
antenna especially at high frequencies. The selection of dielectric constant of the
substrate depends on the application of the antenna and the radiation characteristics
specifications. High Dielectric constant substrates causes surface wave excitation
and low bandwidth performance. After the proper selection of the substrate
material a computer aided design of the geometry is initially made and a negative
mask of the geometry to be generated is printed on a butter paper. A double side
copper clad substrate of suitable dimension is properly cleaned using acetone and
dned in order to avoid the discontinuity caused by the impurities. Any disparity in

the etched structure will shift the resonant frequency from the predicted values,
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especially when the operating frequency is very high. A thin layer of negative
photo resist material is coated using spinning technique on copper surfaces and it is
dried. The mask is placed onto the photo resist and exposed to UV light. After the
proper UV exposure the layer of photo-resist material in the exposed portions
hardens which is then immersed in developer solution for few minutes. The
hardened portions will not be washed out by the developer. The board is then
dipped in the dye solution in order to clearly view the hardened photo resist
portions on the copper coating. After developing phase the unwanted copper
portions are etched off using Ferric Chloride (FeCls) solution to get the required
antenna geometry on the substrate. The etched board is nnsed i running water to
remove any etchant. FeCl; dissolves the copper parts except underneath the
hardened photo resist layer after few minutes. The laminate is then cleaned

carefully to remove the hardened photo resist using acetone solution.

3.2 Measurement Techniques

The variation of the following antenna characteristics with different

geometry and its controlling parameters were studied in detail.

= Resonant frequency

s Return loss

* Impedance bandwidth
» Radiation pattem

s  Qain

= Efficiency

The measurement techniques of all the above parameters are discussed in

the following sections.
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Experimental and aumeriodi methodology

3.2.1 Measurement of antenna Resonant frequency, Return loss and
Bandwidth
The block diagram of the experimental set up for the measurement of the
return loss characteristics using a Network Analyzer interfaced to a PC is
shown in Figurc (3-1). The two different types of Vector Network Analysers

arc briefly explained here.

HP 8510C Vector Network analyzer (VNA)

HP8510C is sophisticated cquipment capable of making rapid and accurate
measurements in frequency and time domain [1]. The NWA can mcasurc the
magnitude and phasc of the S paramcters. 32 bit microcontroller MC68000 based

systcm can measurc two port nctwork paramcters such as Sy, Si2, Sx;

Lo

Syt and it’s
built in signal processor analyses the transmit and receive data and displays the
results in many plot formats. The NWA consists of sourcc, S parameter test sct,
signal proccssor and display unit. The synthesized sweep generator HP 83651B
uses an open loop YIG tuned source to generate the RF stimulus. It can synthesize
frequencies from 10 MHz to 50 GHz. The frequencies can be sct in STEP modc or
RAMP mode depending on the required measurcment accuracy. The antenna
under test is connected to the two port S parameter test sct unit, HP8514B and
incident and roflected wave at the port arc then down converted to an intcrmediate
frequency of 20MHz and fed to the detector. Thesc signals arc suitably proccssed
to display thc magnitude and phase information in the required format. These
constituent modules arc interconnected through HPIB system bus. An in-house
developed MATLAB based data acquisition system coordinates the measurements
and saves the data in the text format. Schematic diagram of HP8510C NWA and
sctup for reflection characteristic measurcment is shown in Fig(3.1). HP 8510C

NWA is mainly uscd for the antenna radiation pattcrn measurcments.
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Crema Soft: Automated antenna measurement

The user friendly software CremaSoft is built in MATLBT™ environment.
The powerful instrument control toolbox of the package is used for
communicating with the stepper motor control and Network Analyzer using the
GPIB interface. This automated software can be used for calibration, antenna
measurements and material characterization of the substrate used for the

antenna design.
Measurement of Antenna characteristics

The experimental procedures followed to determine the antenna
characteristics are discussed in the following sections. Power is fed to the antenna
from the S parameter test set of antenna through different cables and connectors.
The connectors and cables will have its losses associated at higher microwave
bands. Hence the instrument should be calibrated with known standards of open,
short and matched loads to get accurate scattering parameters. There are many
calibration procedures available in the network analyzer. Single port, full two port
and TRL calibration methods are usually used. The two port passive or active
device scattering parameters can be accurately measured using TRL calibration
method. Return loss, VSWR and input impedance can be characterized using

single port calibration method.
3.2.2 Return loss and 2:1 VSWR bandwidth

The return loss characteristic of the antenna is obtained by connecting the
antenna to any one of the network analyzer port and operating the VNA in S
or Sp; mode. The calibration of the port is done for the frequency range of
interest using the standard open, short and matched load. The calibrated

instrument including the port cable is now connected to the device under test.
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The frequency Vs reflection parameter (Sy; or S3;) values is then stored on a

computer using the ‘Crema Soft’ automation software.

The frequency corresponding to return loss minimum is taken as resonant
frequency of the antenna. The range of frequencies for which the retum loss value is
within the -10dB (2:1 VSWR) points is usually treated as the bandwidth of the
antcnna. The antenna bandwidth is usually expressed as percentage of bandwidth,
which is dcfined as

O Bandwidth = — 20 0 e (3-1)

centrefrequency

$11(dB)

-35 T T

Frequency(GHz)

Fig.3.2 Return loss for impedance bandwidth

The 2:1 VSWR bandwidth is directly obtained from the reflection

characteristics by noting the range of frequencies (Af;) over which the return

loss (S11) < -10 dB. The percentage bandwidth (% BW) is calculated as %x
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HP 8510C HP 8341B
1IBM PC NETWORK SYNTHESISED
ANALYSER SWEEPER
HP 8310C HP 8514B
STIC POSITIONER S-PARAMETER
CONTROLLER TEST SET

' L

WW
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TRANSMITTER
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Fig. 3.6 Experimental Set up for measurement of radiation pattern / gain
3.2.4 Antenna Gain

The gain of the antenna under test is measured using the gain Transfer
method [2-3]. The experimental setup is similar to the radiation pattern
measurement setup. A standard antenna is placed in the antenna positioner and
bore sighted. THRU calibration is made for the frequency range of interest.
Standard antenna is then replaced by the AUT and the change in Sy is noted.
Note that the AUT should be aligned so that the gain in the main beam direction
is measured. This is the relative gain of the antenna with respect to the
reference antenna. The absolute gain of the antenna is obtained by adding this

relative gain to the gain of the standard antenna, provided by the manufacturer.
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impedance of the test antenna is measured with and without the cap using
E8362B PNA. Since the test antenna behaves like a series resonant RLC circuit

near resonance, the efficiency is calculated by the following expression:

no _cap cap

R .....................................

no _cap

Efficiency,n =

Ryo_cap = Input resistance of the antenna without Cap.

Rcqp = Input resistance with Cap.

3.3 Simulation Studies

HFSS (High Frequency Structure Simulator) is a 3D electromagnetic field
simulator based on Finite Element Method for modeling arbitrary volumetric
structures [6). It integrates simulation, modeling, visualization and automation in an
easy to learn environment. With adaptive meshing and brilliant graphics the HFSS
gives an unparalleled performance and complete insight to the actual radiation
phenomenon in the antenna. With HFSS one can extract the parameters such as S, Y,
Z, visualize 3D electromagnetic fields (near- and far-field), and optimize design
performance. An important and useful feature of this simulation engine is the
availability of different kinds of port schemes. It provides lumped port, wave port,
incident wave scheme etc. The accurate simulation of coplanar waveguides and
microstrip lines can be done using wave port. The parametric set up available with
HFSS is highly suitable for Antenna engineer to optimize the desired dimensions.
The first step in simulating a system in HFSS is to define the geometry of the system
by giving the material properties and boundaries for 3D or 2D elements available in
HFSS window. The suitable port excitation scheme is then given. A radiation
boundary filled with air is then defined surrounding the structure to be simulated.
Now, the simulation engine can be invoked by giving the proper frequency of
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which depends on working environment. One should minimize cost, which
means reducing the time from the start of a design to completion of a working
model. The ever increasing dynamic and versatile requirements of an antenna in
mobile applications need a well developed antenna analysis in quickest possible

time.

Analysis allows optimization of a design. We can design a number of
antennas and adjust the dimensions until you find the best one. Again, you
should be considering the costs of your time. At some point the incremental
improvements are not worth the extra time for further analysis. For the Analysis
and optimization FDTD (Finite-Difference Time-Domain) method is employed

in the thesis.

The FDTD technique computes the fields on the structure in the time
domain. This method handles moderate-sized structures and readily includes
complex material properties such as biological features. FDTD divides the
region into cubic cells and when excited by pulse, it produces wide frequency
bandwidth responses. Finite-element methods (FEMs) also divide the problem
into cubic cells, but the analysis is performed in the frequency domain. FEM
analysis must be repeated at every frequency of interest. FDTD and FEMs
require a program to divide the structure into a mesh before starting the
solution. Both methods calculate currents on a boundary surface by using the
equivalence theorem with the incident fields and then calculate the far-field

radiation pattern from these boundary currents.

FDTD is an efficient tool for directly solving the Maxwell’s equations
using the finite difference techniques. The FDTD method is powerful yet
simple algorithm that involves the discretization and solution of the derivative

form of Maxwell’s Curl equations in the time domain. The spatial and time
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derivatives are approximated by centered differences, which are accurate to
second order in time and space. Solution readily obtained by time stepping,
where the new value for field components are calculated from previous value

and this is called ‘Leap —Frog” method.

If the discontinuities are too close to each other. the use of network
concept will not be accurate due to the interactions of evanescent waves. To
analyze the circuit accurately, the entire structure here to be simulated on one
computation. In time domain analysis, broadband pulse may be used as
excitation and frequency domain parameters calculated over the entire

frequency range is by Fourier Transform (FT) of transient results.

The key attributes listed below combine to make the FDTD method a
useful and powerful tool [7-10]. A more descriptive of FDTD is included in the
Appendix ‘A’.

* The simplicity of the method is noteworthy. Maxwell’s equations in a
differential form are discretized in space and time in a straightforward

manner.

» The method tracks the time-varying fields throughout a volume of
space. Thus FDTD results lend themselves well to scientific
visualization methods, providing the user with excellent physical

insight into the behaviour of electromagnetic fields.

* The method provides broadband response predictions about the

system resonance. Far fields are derived from near fields.

» The geometric flexibility of the method permits the solution of a wide

variety of radiation, scattering and coupling problems.
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= Desired accuracy can be achieved by selecting suitable discretization

parameters and boundary conditions.

s The method is extremely well suited for implementation on parallel

computers.

* Personal computer capabilities have caught up with the requirements
of FDTD for a wide range of modeling problems. Thus, even without
any improvement in the fundamental algorithm, continuation of
present trends will aid the generation of highly detailed
electromagnetic wave models of volumetric complex structures of

great engineering and scientific importance.
3.5 FDTD Implementation

The numerical algorithm for Maxwell’s curl equation defined by finite
difference equation requires that time increment At have a specific bound
relative to the lattice dimensions Ax Ay and Az. This bound is necessary to
avoid numerical instability, an undesirable possibility of computed results to
spuriously increase without the limit as time marching progresses. To ensure
the computational stability it is necessary to satisty a relation between the space
increment and time increment. To ensure the stability of the time-stepping
algorithm, At i1s chosen to satisfy the Courant-Friedrichs-Lewy (CFL) Stability
criterion:

At < 1 !
Vmax \/T/sz‘f'l/Ayz-Fl/AZZ

V . 1s the maximum velocity of light in the computational volume. Typically V.

nax

will be the velocity of light in free space unless the entire volume is filled with
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dielectric. In the present investigation the maximum time step is limited as 99.5%

of the value given by the above equation.

The discretization of Maxwell’s equations in space and time causes the
variation of the phase constant of the propagating wave with frequency. For a
fixed cell size different frequency components of a wave propagate at slightly
different velocities. This phenomenon is referred to as numerical dispersion and
is inherently present in the FDTD algorithm. Furthermore, velocity depends
also on the angle of propagation with respect to the coordinate axis. This is
called numerical anisotropy. For accurate and stable results, the grid dispersion
error must be reduced to an acceptable level, which can be readily
accomplished by reducing the cell size. Accuracy of computation can be
ensured by selecting the grid size as 10 cells per wavelength (A/10) or less at the

highest frequency. In the analysis presented in the thesis the accuracy and

stability are ensured by selecting Ax, Ay, Az< '1'"*%0.

With the transient excitation in FDTD, impedance and scattering
parameters over a wide frequency band can be calculated. One difficulty with
FDTD is that for some applications, few thousands of time steps may be required
for the transient fields to decay. This difficulty is common in the case of circuits
having very high quality factor. One method to reduce the time steps required is
to apply signal processing methods to predict the voltages and currents at later
times from the results computed for early times. Instead of making FDTD
calculations for the full number of time steps required for transients to dissipate,
one might make actual FDTD calculations for some fraction of this total number

of time steps, and use these results to predict those for the later times [11].
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Applying the various prediction methods adds additional complexity to
the FDTD calculation process. The prediction methods are complicated, and
may require care and skill to obtain accurate results. Most of the methods
described require the use to determine the order of the prediction process,
related to the number of terms of whatever expansion function is used to
approximate the FDTD time signal. A poor choice for the order of the

prediction model can result in larger precision errors.

Another simple approach is to include a source with internal resistance to
excite the problem. By employing source with internal resistance which matches
with the characteristic impedance of the transmission line provided accurate results

while greatly reduces the number of time steps required for convergence.

In this thesis the 3D-FDTD Modeler code is developed in Matlab 6.5 for,
problem space set up, test object definition, EH algorithm, Absorbing radiation
boundary condition {ABC), Data saver, FFT and far field transformation. The
geometry is defined with estimated x, vy, 2z, t fortime step n= 0. Choice of
cell size is very critical here as this has to be small enough to permit accurate
results at highest frequency of interest adhering to the Nyquist criterion and yet be
sufficiently large to keep the computing resources in manageable limit. All E and
H components are initialized. The excitation Gaussian pulse is applied at feed

point.

The E, H fields over the spatial grid inside the computational domain is
updated. The outer radiation boundary condition is applied to absorb the
scattered field at the outermost portion of the problem space. This is applied
for say 4000 to 6000 step cycles ensuring the accuracy and stability of FDTD
simulation without ringing. To ensure the stability of time stepping algorithm

‘dt’ is chosen to satisfy the courant stability criterion. Once this E, H field for
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all the cycles are stored as a matrix, the post processing of this transient field
data to extract required return loss (S11), radiation pattern etc. by FFT for
visual presentation. This output processing may need the transformation of near

field to far field radiation.

Cell Dimensions {mm) Ax=0.5
! Ay=10.5
Az =04
Time step At=088ps
Number of time steps 6000
Simulation interval 4400 ps

The different parameters used for the FDTD calculations are given below.

Gaussian Pulse
Excitation Half width T =15 ps
Time delay to=3T

The numerical method described above is employed for the analysis of
different antenna configurations. This time domain method is more suitable
than the frequency domain method in designing the wide band antenna. Being a
time domain technique, the FDTD method directly calculates the impulse
response of an electromagnetic system. It implies that a single simulation can
provide Ultra wideband temporal waveforms [12]. The results of the numerical
analysis are validated through experiments and commercially available software

and presented in chapter five.

The input impedance of the antenna is computed as ratio of the FFT of

voltage derived from E field values at the feed point over the entire time steps,
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Chapter 4

INVESTIGATIONS ON ULTRA WIDE BAND (UWB)
PRINTED MUNOPULES

T SR R e e PP

Ultra Wide Band (UWB) technology is one of the most promising
solutions for future communication systems due to its high-speed data rate and
excellent immunity to multi-path interference. The un-licensing of ISM band
gives an increased opportunity for wireless communications over short
distances. This is the driving force behind work presented here. In this context,
the UWB antenna design plays a unique role because it behaves like a band
pass filter and reshapes the spectra of the pulses. Some of the critical
requirements for UWB antenna are Ultra wide bandwidth, directional radiation
patterns, constant gain and group delay over the entire band, high radiation

efficiency and low profile.

Evolution of a Ultra wide band planar antenna from a simple microstrip
transmission line is presented in this chapter. The chapter commences with the
description of resonance and radiation characteristics of printed strip monopole
antenna on an infinite ground plane. It is followed by a detailed study of the
ground plane truncation effects on antenna radiation characteristics. The
truncation of ground plane is effectively utilized to design a wide band printed
strip monopole antenna. The detailed parametric analysis of wide band printed
monopole is enabled to derive simple design equation for wide band
performance. The finite length microstrip line is modified with a truncated

ground plane to create a boundary discontinuity. It is found that this structure is
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radiating to the surrounding. By properly adjusting the parameters of the
antenna very large impedance bandwidth can be easily achieved with moderate

radiation efficiency.

Experimental and theoretical analysis of compact monopole antenna
derived from parametric analysis of a wide printed monopole is presented for
application in broadband wireless communication systems. Thus this chapter
highlights the step by step procedure to derive a broadband printed monopole
antenna from a simple printed strip monopole antenna. Printed monopoles are
conformal for modular design and can be fabricated along with the printed
circuit board of the system, which make the design simpler and fabrication
easier. The chapter concludes with some of the typical loaded strip monopole
antenna designs along with its radiation characteristics suitable for wideband
wireless communication gadgets. This is the basis for further fine tuning for

achieving the goal of compact Ultra wide band antenna.

4.1 Characteristics of the Printed strip monopoles.
4.1.1 Printed Antenna design parameters

Fig. (4-1 a) is a finite open ended 50 € microstrip transmission line
etched on a substrate of £~4.38 and height 1.6 mm. The length of the microstrip
line is 80 mm and width is 3 mm. The refection studies show that this finite
length transmission line is not resonating at all. The transmission studies show
that this is a very good transmission line. So this can be used as a transmission
line for transporting electromagnetic energy from one point to another. Since it
is a transmission line the radiated energy from the structure is negligibly small

and can not be used as a radiating element.
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It is very clear from the graph that first microstrip Tx line (antenna) in fig.4-
1(a) is not at all resonating in the range 1- 5 GHz. The transmission characteristics of
the antenna (S;), i.e. the power received by another standard antenna kept at a
distance shows that the first device is not radiating where as the second device is
radiating near about 2.4GHz. But the monopole strip antenna shown in fig 4-1(b) of
length Ls=25mm is operating at 2.4GHz. This confirms that the second device is
very well acting as an antenna. It is found that the antenna is resonating at 2.4GHz
with a band width of S00MHz. So the percentage (%) Bandwidth of the antenna 1s
21%. This experiment shows a transmission line can be conveniently modified as a

radiating structure by proper modification of the structure.

Next question is what are the design parameters for such a device? This

question is answered in the following section.

To study the effect of the length of the dipole on the resonant frequency
the monopole length ‘Ls’ is varied from 17mm to 30mm, keeping all the

parameters as constant,

For the theoretical analysis the antenna is modeled using FDTD algorithm.
Total computational domain used for the analysis of the antenna is 150x180x24
cells. Ax, Ay, Az in the computation domain are taken as 0.5mm. The discretization
values are less than A/20 at the maximum frequency of computation and gives good
accuracy of the computed results.10 air cells are assigned around the antenna
geometry to simulate the practical condition in which antenna is immersed in the
surrounding air. 10 cells are assigned for ABC at each side of the problem space.
The layer just above the printed strip and just below the ground plane is assigned
with effective dielectric consonant to ensure the air-dielectric interface. A Gaussian
pulse with pulse half width T=15ps and time delay ty=3T is selected for the present
analysis. According to the stability criteria the calculated time step i1s At=0.95ps.
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Leubbers feed model is employed to implement the feeding system. Gaussian
pulse is employed as the voltage sources for calculating the time domain response.
The computed time domain response at the feed point is depicted in fig.( 4-3). The
clectric field componcent is settled at around 6000 time steps. When the launched
Gaussian pulse is complexly settled down in the computation domain the return
loss value of the device is calculated. The time domain data are first converted to

frequency domain by taking FFT and then return loss is calculated.
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Fig. 4.3 Computed time domain response at feed point

The reflection characteristics simulated using FDTD are shown in
figurc (4-4). It is found that the resonant frequency ‘f;’ decreases with ‘Ls’
of the monopole strip as expected. This shows that this device is working
as a monopole antenna. For the experimental analysis a prototypc of the
antenna used in FDTD computation is fabricated using standard
photolithographic techniques. Computed, expecrimental and simulated

results are compared and discusscd in following sections.
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truncated edges of the ground plane are opposite in phase and cancel at the far
field. There is little radiation from the ground plane at this frequency. This
monopole with truncated ground plane exhibits similar radiation characteristics
to a half wavelength dipole. The edge currents on the ground plane truncation

can be effectively utilized to design microstrip fed printed dipoles.

From the exhaustive experimental, FDTD computations and simulation
studies the following design equation are derived for an optimized printed strip
monopole.

Design Equations
Printed Strip Monopole design

Lenath of strio. LS 0.42*c
ngth of strip, =T
fr*\]“:ej

Width of Gnd plane, ¥, 1.38%¢
1 ol Ond plane, *¥, = T
.f: \f geg
0.36*¢
Length of Gnd plane, Lg= 7*;—;[_—
S AU 4
Effective dielectric constant, £, = & +1 (1+0.3*h)

-~

Resonant frequency (GHz), s =3+4,,2 {21+65 .,J.s _3}
VErer

N Ls Wg Lg

The width of the monopole is set as width of 50Q microstrip feed line.
Since the field components are not confined to the substrate alone effective
dielectric constant ‘e.” has to be used in calculation. Where ‘¢’ is the velocity
of electromagnetic wave in free space. The constants in the above equations are

derived from exhaustive parametric analysis.
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The above investigations conclude with the observations a) The
ground plane dimensions of the feed line of a microstrip excited printed
monopole plays a crucial role in the resonance and radiation characteristics
of the printed monopole antenna. b) The ground plane truncation can be
effectively utilized to control the impedance bandwidth of the antenna. c)
The ground plane can be properly tailored to generate an additional
resonance near the fundamental mode which can be effectively used to

broaden the bandwidth of the printed strip monopole.

As in the case of a microstrip antenna the present antenna is offering very
low band width. The next part is concentrated to enhance the bandwidth of this

planar strip monopole based on the above observations.
Printed Wide Monopole Antennas.

From our earlier studies it is found that the bandwidth of a strip monopole is
21%. In order to widen the band width of printed monopole antenna, different

geometries are tried as radiating elements and elaborately discussed in this section .

It 1s a well known concept that the bandwidth of wire antenna can be
increased by increasing the diameter or thickness of the wire. This concept is
tried here to enhance the bandwidth by increasing the size of the monopole by

different sizes and geometries.

The direct loading of various simple geometries like Rectangular, Elliptical ,
Circular, Octagon , Hexagon were tried as printed monopole. It is theoretically
predicted that all geometries upon loading will resuit in wide band antennas.
Rectangular is found to be most simple for better parametric control, fabrication,
testing and theoretical analysis and hence the investigation is started with

rectangular shape. It is remarkable that, all designs are looking for a wider
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Investigation on ultra wide band (U'W'B) printed monopoles

The optimization is carried out for all tﬁe controlling parameters studied
above. This gives a performance near to the UWB and best suited for further
fine tuning as seen from the above parametric analysis, gain and radiation
patterns. It can be concluded that by introducing some more controlling
parameters like Slow Wave Factor (SWF) there is a scope for extending this
antenna for UWB operation (3-11 GHz).

4.3 Wide Elliptical strip monopole

A printed monopole antenna with an elliptical geometry is shown in
fig.(4-31). Here the major axis of the ellipse is perpendicular to the
direction of the monopole. The major and minor axis of the ellipse are
selected as equivalent to the optimized length and width of the rectangular
patch under study in 4.2.1. The performance of this loaded monopole
antenna 1s studied in this section and compared with the optimum

rectangular loaded strip.
4.3.1 Printed Antenna design parameters

An Elliptical patch fig.(4-31) is used as a strip monopole at a gap of ‘d’
from the truncated ground. The semi major axis radius (mr) and axial ratio(ar)
more than 1 (ar=<1 in this case) is employed. The major axis of the ellipse is
perpendicular to the direction of the monopole and the ratio of length and width
is maintained similar to the rectangular patch. The antenna is fabricated with
nominal parameters of truncated ground width ‘Wg’=45mm, length
‘Lg’=20mm, gap‘d’=3mm, major radius of ellipse ‘mr'=14mm, axial ratio

‘ar’=0.7, substrate height ‘h’=1.6mm, substrate &, =4.38.
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[nvestigation on ultra wide band (UW'B) printed monopoles

for mean resonant frequency of the wide band monopole. The antenna has
almost identical radiation patterns throughout the 2:1 VSWR bandwidth.
Moreover, antenna exhibits cross polar level better than 20dB in both the

planes.
(c) Antenna Gian

Gain of the antenna measured using gain transfer method is shown in fig.
(4.38). Antenna exhibits an peak gain of 7.5dBi in the operating band. At higher
frequencies gain is increased considerably due to the slight directional

characteristics.

Gain (dB)

«—— Computed

3 4 5 8 7 8 ] 10
Frequency(GHz)

Fig.4.38 Gain of the optimized circular strip monopole

The optimization is carried out for all the controlling parameters studied
above. It can be seen that the sizes of the circular disc affect the operating
frequency. The operating frequency decreases with the ‘r’, which is similar to a
dipole, of course the bandwidth is not wide enough to cover the entire UWB

region.
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parametric control, fabrication , testing, simple structure and theoretical
analysis. It is remarkable that, all designs are looking for a wider matching
impedance bandwidth without loss of omni-directional radiation pattern. Here
the theoretical analysis is carried out by 3D-FDTD method and the good
agreement with the experimental and simulated results is observed for the
rectangular patch geometry from the results discussed in previous sections.
From the optimized different geometries, it is clear that band width is increased
in all cases. However, this band width is not enough as required for the Ultra
wide band and hence other techniques are employed to further enhance the band

width up to UWB and discussed in the next section.
4.8 Rectangular Monopole loaded with strips

Impedance characteristics of a group of ultra-wideband (UWB) antennas
with different geometries are theoretically (FDTD) and experimentally studied. The
validity is again confirmed with simulation studies using Ansoft-HFSS. The details
of the simulation and experiment results are presented and discussed. For the sake
of analysis, here we divide the UWB frequency into three “sub” bands. They are
(a) lower UWB Band covering frequencies between 3 and 5 GHz, (b) mid UWB
Band covering frequencies between S and 8 GHz and (c) upper UWB Band
covering frequencies between 8 and 11 GHz. Ideally, the impedance bandwidth at
these three bands should have a return loss of less than -10 dB.

The printed wide rectangular patch monopole is analyzed and optimized
in the previous section offers good radiation characteristics for a wide band of
frequencies. In pursuit of stringent impedance and radiation requirements in
Ultra Wide band antennas, different geometries are analyzed using FDTD
analysis for enhancing the bandwidth up to the extent of covering the entire
Ultra Wide Band (3.1GHz-10.6GHz).
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This investigations leading to a compact printed monopole with strips on the
patch [1] having Slots on ground plane is presented in this chapter. This procedure is
successfully applied to reduce the dimensions of Rectangular patch antenna using the
discontinuities such as Defected Ground Structure (DGS) and Defected Microstrip
Structure (DMS) [1-3]. Since it has more discontinuities providing larger targets for
EM wave, the net result in area reduction can be as high as 50% in certain cases. The
DGS is realized by etching slots in the truncated ground plane of the printed
monopole. The slot perturbs the field distribution in the ground plane. This give rise
to the effective increase in the series capacitance and inductance of transmission line
for an increased effective length and lower resonant frequency. This property of

DGS is etective for miniaturization of printed planar antennas.

Rectangular patch top loaded monopole antenna is first optimized for
UWB by adding strips to radiating patch and then by incorporating two
symmetric slots on the ground plane. Combination of slot on the ground and
strips on the monopole is presented as combo model, which is the final outcome
of this thesis. The effect of various controlling parameters on the impedance
bandwidth of the antenna is studied extensively for optimizing the geometry.
4.8.1 Printed Antenna design parameters
(a) Rectangular monopole with one strip

A single strip of length ‘LI’ and width “W1’ is added at the bottom of the
patch on one side of the rectangular ( gl =0mm ) as shown in fig (4-47). The idea
here is to produce additional resonance at higher frequency due to the resonance of
this simple strip. So the length of the strip is selected as for the first resonance is
nearly at about 9 GHz where the main rectangular strip is not resonating. When a
strip is added at one end of the patch it is found that there is a tendency of
resonance at higher frequency. This aspect is demonstrated in fig. (4-48).
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4.8.2 Return Loss Characteristics of the optimized Antenna

These antenna characteristics are computed using FDTD code
implemented in MATLAB™ The built in FFT function of the MATLAB is
used to extract the frequency domain characteristics. The entire computational
domain is divided into Yee cells of dimensions Ax=Ay=Az=0.3mm and
maximum frequency of operation is selected as 12GHz so that spatial
discretization is less than A/20 of the maximum frequency of operation. The
substrate is discretized as 6 cells in the Z direction and 10 air cells were
assigned on each side of the substrate periphery to ensure the practical
condition of surrounding air. The layer of cell just above the printed strip
monopole and undemeath the ground plane is assigned with effective
dielectric constant to ensure the air dielectric interface. 10 cells are assigned
surrounding the antenna to truncate the problem space with ABC which
ensures the complete absorption of any incident wave at the truncation
boundary. Microstrip feed is modeled using Leubber’s technique as outlined
in Appendix-A. The input Gaussian pulse facilitates to extract the wideband
characteristics of the printed strip monopole antenna. From the near field data
far field radiation pattern and gain of the antenna are computed as outlined in
Appendix-A. Sinusoidal excitation is used to extract the field components at
the resonant frequency. The following sections describe the experimental and

theoretical observations in detail.

The return loss characteristics of the optimized antenna is shown in fig.
(4-57). FDTD analysis carried out to predict the antenna characteristics.
Here the ultra-wide band is achieved by properly merging the three resonant
modes, as evident from the measured, FDTD, simulated return loss

characteristics in fig. (4-57).
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This 3rd resonant frequency at 10.34GHz corresponds to A4/2 of nearly 9
mm. The resonant length as seen from the current is (gr+ir+d) therefore

corresponds to Ay/2. This has been validated by simulated and measured results.

On the ground plane, the current is mainly distributed on the upper edge
along the Lg in Y-direction. That means the portion of the ground plane close to
the radiating patch acts as the part of the radiating structure. Another two
important design parameters that affect the antenna performance are the length

of the ground plane and the dimension of the radiating patch.

The printed Rectangular strip monopole antenna fed by microstrip line is
investigated here. It has been shown that the performance of the antenna in
terms of its frequency domain characteristics is mostly dependent on the feed
gap, the length of the ground plane and the dimension of the antenna. The first
resonant frequency is directly associated with the dimension of the rectangular
strip because the current is mainly distributed along the edge of the rectangular
strip. It is demonstrated numerically and experimentally that the proposed
printed rectangular strip monopole can yield an ultra wide band, covering the
FCC defined UWB frequency band.

At higher frequencies, most of the electric currents are distributed on the
feeding strip, the junction of the rectangular radiator, and the top strip. As a
result, the currents on the ground plane are stronger than those at 3 GHz.
Consequently, the feed gap greatly affects the impedance matching. Fig. (4-58a-
d) shows the electric current distributions on the antenna at 4.68, 7.95 and 10.34
GHz. From the study, it can be observed that the electric currents are mainly
concentrated around the feeding strip at all the frequencies. Thus, the ground
plane significantly affects the impedance and radiation performance of this

Rectangular strip loaded monopole UWB antenna (Ant.I).
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deployment difficulty. Therefore, this work presents a technique to reduce
the ground-plane effect on the performance of a small printed UWB antenna.
The printed antenna is designed to cover the UWB band of 3.1-10.6 GHz, in
particular, the lower band of 3.1-5 GHz. The attempt is successful by
asymmetrically attaching a strip to the radiator to reduce the ground-plane
effect on the performance and thus the overall size of the antenna printed

onto a 1.6mm thick PCB 1s reduced to (35 X 45) mm?>.

4.9 Rectangular Monopole with slotted ground
4.9.1 Printed Antenna design parameters

In the previous section it is found that addition of two Strips on either side
of the rectangular radiating patch will provide additional current path which are

resonating at higher frequencies.

A single slot of length ‘y’ and width ‘x’ is added on one side of the
truncated ground plane edge at Vx/2 from the line of symmetry. This
geometry is shown in fig (4-63). The idea here is to produce additional
resonance at higher frequency due to the resonance of this simple slot. So
the size of the slot is selected as for the first resonance at about 9 GHz.
When a slot is added at one side of ground edge, it is found that there is a
tendency of resonance at higher frequency. This aspect is demonstrated in
fig.(4-64). When the slot width is 3mm the additional resonance is found to
be at 9 GHz. To confirm whether the resonance is due to this additional strip
its length is varied from 1 mm to 3 mm. The return loss of the antenna for

different slot widths is shown in fig (4-64).
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The H- plane radiation pattern is almost uniform at all frequencies
except at the band end, but the E- plane patterns are slightly distorted.
Radiation characteristics of the proposed UWB antenna are experimentally
analyzed. In the lower frequency band, the antenna has almost uniform
radiation pattern in the azimuth plane due to its electrically small
dimensions. The main beam in the X-direction becomes more non directive
as frequency increases. However, the antenna shows slightly higher gain in
other directions as frequency arrives at 9.5 GHz. In the higher frequency
band, the main beam points to the X- direction. The antenna has similar E-
plane cuts along the XZ and the Y Z planes up to 7 GHz, and a number of
side lobes appear at the bottom of the XZ and the Y Z planes due to the
diffractions from the edge of the ground plane, which becomes more
electrically large as frequency increases. The UWB strip monopole is
found to exhibit linear polarization throughout the band. The polarization

is along Y- direction which is the direction of feed strip.
4.9.4 Gain

The measured gain of the antenna in the operating band along the bore
sight direction is shown in fig. (4-71). This is compared with the simulated gain
also. The discrepancies between the simulated and measured gains can be
attributed to the antenna loss effects. However, the simulated and measured
gains have a similar tendency. The measured gain error is within 0.5 dBi. The
gain varies from 2.5 dBi to 6.5 dBi at different bands for various geometries

depending upon the loading.
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Chapter-4

4.10.8 Phase response and Group delay.

The antenna designed has got good phase linearity as seen from the fig.(4-91).
The group delay for the reflected signal fig.(4-92) is quite stable and well within the
1.2ns except for 1.7ns at 5.2GHz (s5150-5350MHz) band for HIPERLAN ,which is
seldom used in the UWB applications as precaution for the likely interference for
existing operating bands. The compactness following the miniaturization of the

antenna is one of the main reasons for this excellent performance.

Phase ( degree )

Frequency ( GHz )
Fig. 4.91 Phase Response characteristic
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Fig. 4-92 measured group delay characteristics
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4.11 Conclusion

The thesis has reported on the investigation on various designs of printed
planar monopole antennas for UWB applications. Three different antenna
designs (designated here as Ant I, II and Iil) are proposed. Ant- I described in
section 4.8 of this chapter is basically a wide rectangular strip monopole with 2
asymmetric strips. Ant-II described in section 4.9 of this chapter, is basically a
wide rectangular strip monopole with 2 symmetric slots on either side of the
feed line on the conducting ground plane. Ant-III described in section 4.10 of
this chapter is a combination (Combo) model of above two antennas, which
again 1s basically a wide rectangular strip monopole with combination of 2
asymmetric strips on patch and 2 symmetric slots on either side of the feed line
on the conducting ground plane for achieving better compactness. The strips on
radiating patch and slots on the ground plane have been optimized after
exhaustive experimental and simulation studies. All these above described
antennas with strips, slots or Combo model (Ant I, [I and Ant III) exhibit Ultra
wide bandwidth. The systematic evolution of a compact UWB antenna is

consolidated and presented in different sections of the chapter.

The calculated radiation patterns are near uniform in horizontal plane in
the operating band. However, at higher frequencies they exhibit more ripples.
The obtained results indicate that Ant-III is most compact among the three and
considered to be most suitable for UWB applications compared to the printed
planar monopole antennas Ant-I and II. The planar format, which makes them
a more suitable at UWB microwave applications. Optimal design provides an
antenna of overall size (20 X 30) mm?, which could be the smallest planar
antenna repotrted to satisfy the specification for VSWR < 2 at 3.1 to10.6 GHz.
Measured results have been presented for the return loss and gain patterns as a

function of frequency. The proposed antenna features compact size, wide
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impedance bandwidth, and consistent radiation patterns over the ultra wideband
frequency spectrum as seen from the results. The characteristics of the proposed
antenna, in frequency domain are measured and compared with simulation and

FDTD computations.

Recently, several broadband monopole configurations, such as circular,
rectangular, elliptical, pentagonal and hexagonal, have been proposed for UWB
applications [4]-[7]. These broadband monopoles feature wide operating
bandwidths, satisfactory radiation properties, simple structures and ease of
fabrication. However, they are not planar structures because their ground planes
are perpendicular to the radiators. As a result, they are not suitable for

integration with a printed circuit board.

A compact and low-profile printed strip & Ground slot (Combo type
monopole) with direct feed is presented. It is a good candidate for UWB
application and can be integrated with transceivers, mobile phones, laptops etc..
Parametric studies have been done for further investigations to provide the

design engineers with useful design information.

A comparison of the proposed antenna in the thesis with the recent
reported UWB antenna is given in the Table {4-4). Usually, such printed
antennas have the broad impedance bandwidth with compact size of around (40
X 50) mm®. By slotting the radiator and/or modifying the shapes of radiator as
well as the ground plane, the size of the printed antenna is reported to have
shrunk to (30 X 30)mm? [12]-[16]. But in this case reported in thesis the size is
(20 X 30) mm? for achieving UWB performance which can directly go into

handheld terminals of futuristic UWB mobile services.
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Table 4.4 Comparison of performance of recent Printed Antennas reported

 Typeof UWB | . Maximum °
SLNo. yz‘:ltenna size Bandwidth P;kzain  Efficiency
1 Strip monopole (68X65)mm®>  800MHz . 3.6dBi - 82%
2 Dumbbellshaped | (65X65)mm’ 1.120GHz = 45dBi  75%-85%
3 Loaded monopoles - (40X65)mm’ 36-9GHz ~ 6dBi  79%-87%
4 Printedantenna  (40XS0)mm’  3.1-  45dBi  75%-85%
~ 10.6GHz
5 Bran.cAhed Monopole :¢.(Z'a'>5)v(65)mm72-i 2.95- ” 5dB1 79%-96%
' 11.6GHz
6 CPW rhombic  (30X20)mm®*  3.1-  654dBi  76%-85%
11.9GHz
7 strip loaded (35X45)mm’ 3.1- 5.1dBi  84%-90%
Rectangle monopole 11.8GHz
8  Rectangle monopole = (30X45)mm’ 31- 6.2dBi  80%-87%
with slots on GND 11.2GHz
9  Combotype UWB (20X30)mm® 3.1 7.4dBi  85%-94%
Antenna { proposed) 12.0GHz
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Chapter S

CONCLUSION AND FUTURE
- SUGGESTED WORKS

SRR o b

5.1 Thesis Heighlights.

A compact UWB antenna developed which can directly go into futuristic
mobile handsets is basically a loaded printed monopole. The work started with
a simple strip monopole printed on a truncated ground plane. Various
bandwidth enhancement techniques are explored. The effect of each controlling
parameter is studied in detail. Using the methodology outlined in the thesis a
compact UWB antenna operating from 3.1 to 11GHz is designed and tested.

The antenna performance was excellent.
5.2 Inferences on experimental and theoretical observations.

The radiation characteristics of different printed wide band and ultra
wide band monopole antennas are studied experimentally and numerically.
From the detailed experimental investigations, it is concluded that loaded strip
monopole can successfully be used for wide band and ultra wide band
applications. It is observed that by suitably trimming the antenna parameters
UWB operation can be easily achieved by merging different resonances. From
table (4-1) and figure (4-21 ), it is clear that the band width of strip monopole
has increased by 130% for the Rectangular patch loading. The same is revealed
for the cases of other loading patches such as Elliptical, Circular disc, Octagon
and Hexagon as detailed in chapter 4. It is quite evident from the table(4-1) and
figure (4-28).
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Section 4.2 to 4.7 shows the optimized feed point, truncated ground, patch
shape and size for wide band applications. From these observations, it can be
concluded that top loading with a gap ‘d’ is effectively be used for band width
enhancement of antenna. All the techniques offered 80% to 130% bandwidth.

The effect of permittivity of substrate used for fabricating the patch on the
bandwidth of antenna is also studied. The bandwidth enhancement is achieved

without deteriorating the radiation characteristics.

The work started with simulation and experimental study right from the
simple strip monopole in chapter-4. The study has evolved certain empirical
formula for design of a printed monopole for single band antenna for mobile
operating band of 1800MHz and 2400MHz. The search for wide band printed
antenna continued by suitably loading the monopole antenna by resonant

geometries directly loading.

The direct loading of various geometries like elliptical, circular,
octagonal, hexagonal and rectangular were presented. It is found that all
geometries upon loading has resulted in widening the bandwidth. For the
performance in Ultra Wide Band (UWB) applications, rectangular loading is
found to be most suitable. It is remarkable that, all designs are looking for a
wider matching impedance bandwidth without loss of omni-directional
radiation pattern. Here the theoretical analysis is carried out by 3D-FDTD
method and the good agreement with the experimental and simulated results as

observed and reported in chapter 4.
5.3 Salient features of the antenna and applications

Prametric analysis using HFSS is employed to achieve UWB antenna.

The optimized prototype model is fabricated , tested and reported in chapter 4.
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The experimental and theoretical results are found to be in good agreement. The
radiation patterns are almost omni-directional. The overall dimension of this

printed UWB antennas is only 35X45mm” .

It 1s also noticed that wide band width can be achieved using slots of
suitable dimension on the truncated ground plane. The optimized prototype
antenna is fabricated , tested and reported in chapter 4. The experimental and
theoretical results are found to be in good agreement. Here also the radiation
patterns are almost omni-directional. The overall dimension of this printed

UWB antennas is 30X45mm?>.

Broad bandwidth and antenna miniaturization can be simultaneously
achieved by the suitable combination of the strip and slots. This is demonstrated
at the concluding part of chapter-4. The experimenta! and theoretical results are
found to be in good agreement. The radiation patterns at each resonant
frequency are almost omni-directional. The overall dimension of this printed

UWB antennas is now reduced to 20X30mm>
5.4 Suggestions for future work

1. The other techniques for widening the bandwidth like beveling, gap
loading, resistor loading, multi-feed etc.. can be tried on the optimized
model reported in the thesis to further enhance the band width and
miniaturization. Some other technique of implementing the Defected
Microstrip structure (DMS), Defected Ground Structure (DGS) can be
applied to realize the goal of still compact UWB antenna.

2. The other geometries like eliptical, circular disc, octagon, and
hexagon can also be used for similar study for UWB performance

analysis as these structures may be specifically suitable for certain
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applications due 1its physical feature and special electrical

characteristics.

Possibility of reducing the size of the antenna by meta material
loading is another interesting area. It is reported that meta material
can reduce the size of the antenna to sub miniature wavelength. This

aspect can provide very interesting results.

This type of antennas is only an opening in the field of low power
UWB antennas for futuristic gadgets. It could be thought as wearable
antennas. Lots of scope for such wearable antennas with much more
bandwidth for use on human body itself to correct the sensitivity of
mind and transform the personality itself. This could be an effective
tool to treat so called obsessive traits of human behaviour termed in
medical science. A detailed study in this direction is sure to reveal
more on the Electromagnetic effect on the metals being worn on the
human body like gold and silver ornaments, wrist watches and copper

plates as ‘Raksha’ etc..
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Finite Difference Time Domain (FDTD) method proposed by Yee in
1966 is extensively used many areas of science and technology. FDTD, a
technique that discretizes the problem domain in both time and space gives time
and frequency domain information of the electromagnetic problem of interest.
FDTD provides a direct solution of time dependant Maxwell’s equation for
electric and magnetic field intensities in a finite, piecewise homogenous media.
Due to the lack of analytical preprocessing and modeling, FDTD is a potential
tool for planar antenna problems. Moreover, this analysis approach can be used
to include the effect of finite ground plane and substrate parameters which is
very important in the present investigation, especially where printed monopole
with truncated ground plane is the focus of this work. Specifically, certain
characteristic strengths of FDTD attract the investigators to apply this algorithm
in the antenna design and analysis. Following are the striking features of this

powerful modelling, simulation and analysis tool.

» From the mathematical point of view, it is a direct implementation of
Maxwell’s curl equations. Therefore, analytical processing of

Maxwell’s equations is almost negligible.

= Jt can model complex antenna geometries and feed and other

structures.

* [t can model any type of materials of importance to electromagnetic
technology, including conductors, dielectrics, dispersive and non

linear medium.
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» Impulsive excitations in Time Domain gives a broadband response in
frequency domain in a single FDTD run through concurrently run

Fourier transform.

» The complex near field information is an intrinsic part of FDTD
model and the near to far field transformation offers the calculation of

far field radiation pattern in single FDTD run.

» FDTD is accurate: It is good model of the physical world. The ready
availability of time domain and frequency domain data provides a
deep physical insight to the problem in different perspectives.
Visualization of fields in time provides a clear insight to the actual

physics behind the antenna radiation.
A.1 Discretization in FDTD

The FDTD method originally proposed by K.S. Yee [1], is an explicit
finite difference scheme using central differences on a Cartesian grid staggered
in both space and time. A full three — dimensional FDTD cell (Yee lattice) is
shown in Figure (A-1) wherein, the Electric fields lie along the midpoint of the
cell edges and the Magnetic fields lie along the centre of the cell faces. Yee

defines the grid coordinates (i,/,k) as

(i, 7, k) =(iAx, jAY, kAZ) s (A.1)
where Ax, Ay and Az are the actual grid separations.
Any function of space and time is written as

F (i, j, k)= F(iAx, jAy, KAz RAE) oo (A.2)
where At is the time increment, » 1s the time index and Ax, Ay, Az is the space

increment along the three coordinate axes.
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Fig. {A-1) The three - dimensional staggered mesh FDTD cell {Yee [attice) in the computational
domain

The spatial and temporal derivatives of [ arc written using central {inite

difference approximations as follows.

alrn(i,‘j,k) _ 1«'"(['+1/2,j.k)"[:”([?_'1/2,‘].,/()

........................ A3a

ox Ax ( )
aFn ‘, .,k 111»14-1/2 ~, -, R _Fn—I/Z -’ -

G.jk) _ G, /.k) G (A.3.b)

ot At
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The starting point of the FDTD algorithm is the differential form of

Maxwell’s curl equations for an isotropic medium [Eqn A.4 (a-b)].

These can be written as six scalar equations in Cartesian coordinates

[Eqn. A.5 (a-1)].

oHv _1(0By OJEz} (A.5.2)
or  ul 3z

oHy _1(0Ez JEx (A5D)
e i I —— 5.
oHz _1/JEx oBy (A5.0)
o sl I 5.
aﬁzi[aﬁ—a—}ll-ofx) ..................................... (A.5.d)
t €| dy oz

JdEy 1({0JdHx OJH:z

dby _1 SEE 6By | e AS.
o g[ 5z o y) (A39
0Bz 1{JHy JHx

S A A 2 AS

ot 8( ox oy ] (A-3.5

Equations A.3.a and A.3.b are applied to the six scalar equations
(A.5.a to A.5.1), resulting in six coupled explicit finite difference equations

(A.6.ato A.6.1), in free space.
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H:H(2(l,_]+1/2,k+l/2):H:—l2(1,J+1/2’k+1/2)

At o nyo
+[;z-:j((Ey(l,j+1/2,k+1)~Ey(l,_] +1/2,k))

—[——AL}(E;’(@ JHLE+1/2) = EN(i, jok+1/2)) oo (A.6a)
HAy

HM 4172, j,k+1/2)=H (4112, j,k+1/2)
o BB G, jk+1/2) = BN G, jk+1/2))
N.Ax z !.]’ z ’,]’

-[—ﬂ—}(Ef(iH/Z, Gk AN =E G172, ) oo (A.6b)
Az | ;

HIM2 (4172, j+1/2,k)y=H P20 +1/2, j+1/2,k)

J 7 }(E,i'(i+1/2,j+l>k)—E.i-'(”l/z’j’k))
H.Dy

At
— —— W\E i+, Y/ 2,k)—E (G, A1/ 2K ) e A.6¢C
L‘AXJ( i+, ) )-E"(i, j ) (A.6c)

E™(i+1/2, j,k)= EGi+1/2,k)
N

+[—A}(H;’*”3(i+l/2,j+1/Z,k)—Hj_"'”:(z’+1/2, j—1/z,k))
EAY

_[_étAZ_:‘(H:*“([+1/z,.j’k+1/2)—H;f*"2(i+1/2,./‘,](_1/2)) ............................. (A.6d)
e
EX, j+1/2,k)=E}(i, j+1/2,k)
N 270 o 2. .
H— (772G, j+1/2,k+1/2)~H™ G, j+1/2,k-1/2)
Py

_[ %x }(H:m 2V 2,4 2R ~H 2 2, AU 2R o (A.6e)
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EMN G, jk+1/2)=Er(i, j,k+1/2)

{%}(H:””aﬂ/z,j,m1/2)—H:f*“2<i—1/2’1”‘“/ )
€ '

-[%}H;”“(i, FEE V0N TR Vi Y2 TR S V5 Vi) B (A.6f)
E.

H and Eare evaluated at alternate half time steps using equations (A.6.a~f),
such that all field components are calculated in each time step At . The updated
new value of a field component at any layer thus depends upon its value in the
previous step and the previous value of the components of the other field at the
adjacent spatial points. Table A.1 indicates the spatial and temporal relation of
the E and H nodes in the Yee lattice. The discretization in space and time and
the leap-frog time integration employed in the FDTD method proposed by Yee
is shown in fig.A-2.

Table A.1 Spatial and temporal relation of the E and H

X y z t

E, +1/2 j k n

E node E, i J+1/2 k n

E, i ] k+1/2 n
H, i j+1/2 k+1/2 nt1/2

H

H, i+1/2 j k+1/2 ntl1/2
H, i+1/2 j+1/2 k ntl1/2
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) N +1:2 12 +1:2 ;+1 2
=g =\ - ) (H" ) ....... (A.7€)
i, j .k v gk EAZ xud, j . k+] xd.j.k z.i+, /k z: Sk
Em _Ex + N 1412 1, 2) (Hm 2 41 2) (A75)
zijk  Lazijk )ui.j.k U k xd, j+1. I U kit .
&Ax

To facilitate the implementation of the algorithm in a digital computer,
the indices of the field components are renamed, eliminating the % index
notation as suggested by Sheen ez al. [2]. This allows the value of each field
component to be stored in a three-dimensional array, with the array indices
corresponding to the spatial indices. Figure A.2 differentiates the notations
proposed by Yee and Sheen, in deriving the H, component according to
equation (A.6.c). Equations (A.6.a-f) may be therefore re-written as (A.7.a-1),
forming the basis of the computer implementation of the FDTD scheme in this

thesis.
A.2 Boundary conditions

Most of the Electromagnetic problems are unbounded or associated with
open space regions. In the FDTD implementation of such problems requires
exhaustive computational efforts and unlimited computational resources. Due to
limited computational resources, the simulation domain requires truncation, which
may introduce spurious fields from the boundaries unless appropriate measures are
taken. Size of the computational domain is selected based on the problem under
analysis. The Boundary condition should ensure that the outgoing wave is
completely absorbed at the boundary, making domain appear infinite in extend
with minimum numerical back reflection. The first most widely used ABC was
devised by Mur in 1981 [3]. This boundary condition is derived from a one-way
wave equation. However, the attenuation of waves incident on the Mur ABC
degrades as the incident angle (away from the normal) increases until at the grazing

angle, the boundary becomes perfectly reflecting. Hence for most of the
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simulations using Mur’s first order ABC at least 20 cells are required between the
boundary and the radiating structure. As the number of cells between the radiator
and boundary is increased the outward propagating wave from the radiator
approaches to the normal incidence at the truncated boundary and are subsequently
absorbed better than the waves at the near grazing angle. In 1994, Berenger [4]
derived a new boundary condition referred to as a Pertectly Matched Layer (PML)
which reduces reflections several orders of magnitude below other techniques. It
uses a modified set of Maxwell’s equations in which fields at the ABC-simulation
space interface are split into two components and an artificial anisotropic material
1s introduced within the ABC. The result is a PML wave impedance perfectly
matched to the simulation space and independent of incident angle. Incident waves
are attenuated in the direction normal to the layers as they propagate through the
artificial medium. Reflection coefficients as low as —80 dB have been demonstrated

[5] for both 2-D and 3-D FDTD simulations.

Apart from ABC and PML, the implementation of the truncated ground
plane printed monopole antennas involves simple boundary conditions such as

Perfect Electric Conductor (PEC) and Dielectric interface boundary.

Perfect Electric Conductor (PEC) boundary

The PEC boundary is used to represent ideal conductors. This type of
boundary condition deliberately reflects all incident wave energy back into the
computational domain, thus limiting its size. The boundary conditions at a
perfect electric conductor are such that the electric field components tangential
to the surface must be zero, stated mathematically where # is a surface normal

vector,

AXE=0 e, (A.8)
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in the Yee cell formulation the electric fields calculated at points on the surface of a
PEC are always tangential to the surface. Thus by using the Yee cell in the FDTD
scheme, the boundary condition at the surface of a PEC can be satisfied by simply
setting Eqy, = 0, they will remain rearly zero throughout the iterations. In materials

finite conductivity, the update equation for the electric field component is

1-OAL
E" =E™ /2 o1 [ﬂjl(VxH"% j ............. (A.9)
14087 | [1+08 e
when ¢ >>1 in the above equation, £” = E"" . In the FDTD iteration

procedure, once the boundary conditions on the tangential fields are satisfied,
the boundary conditions on the normal fields will be automatically valid. PEC
boundaries are used in the present investigation to model the finite ground plane

and metallic strip of the printed strip monopole antenna.
Dielectric interface boundary

While modelling the monopole printed on a dielectric substrate at the
interface between two media (Air and Dielectnic) the discretization of Maxwell’s
equation become invalid. This is because in the difference equation only single
value for material constants (¢ and [ } are used, but in actual case there are two
separate values on either side of the interface (g, , Ww.jof air and €, u, of the

dielectric). By applying the equivalent parameter approach introduced by Zhang

and Mei { 6] the condition at the interface is approximated as

N
2 e

Eeff =

a detailed description of the Boundary condition applied for the truncation of

the computational domain is presented in the following section.
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A.2.1 First order Mur’s ABC

Mur’s first order ABC is derived from differential equations. Differential
based ABC’s are generally obtained by factoring the wave equation and by
allowing a solution that permits only outgoing waves. Mur's ABC was
proposed after the theoretical work by Enquist and Majda [7]. It provides
satisfactory absorption for a great variety of problems and is extremely simple
to implement. Mur’s first order ABC looks back one step in time and one cell
into the space location. For the structure considered in the thesis, the pulses on
the radiating monopoles wil] be normally incident to the outer boundary mesh
walls and this leads to simple approximate boundary condition that the
tangential electric field at the outer boundary obeys one dimensional wave
equation in the direction normal to the mesh wall. For the x normal wall the one

dimensional wave equation can be written as

by imposing above equation on a wave normally incident on planar surface,
absorbing condition for a normal incident wave with out reflection can be

obtained as

OE(x,t) _ 1 0E (x,1)
ox c ot

Where x=Ax/2, t=(m+1/2) At ... (A.12)

for updating of the electric field at

x=Ax/2,t=(n+1)Ar

in finite-difference form it can be written as follows:
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In this form, the finite-difference approximation is accurate to the second
order in x and t. But the values at the half grid points and half time steps are

not available, and can be averaged as

s E n+l +E "
E/ = (A.14)
2
E »n +E n
E”m+1/2 = % ...................................... (AIS)

The equations A.11, A.12 and A.13 yields a explicit finite difference

equation
n+ n cAr - Ax el n
E = E"+] = E 2 ESY e A.16
)" = E, (CAHAX}I o) (A.16)

Where Ej represents the tangential electric field component on the mesh wall
and E; represents the tangential electric field component on node inside of the mesh
wall. Similar expressions are obtained for the other absorbing boundaries by using
the corresponding normal directions for each wall. But while implementing the
Mur’s first order boundary conditions for truncated ground plane printed monopole
1t should be noted that boundary walls are far enough from the radiating monopole
to ensure the normal incidence at the boundary walls. For the oblique incidence

case the wave will reflected from the boundary walls.

A.2.2 Bergner’s PML ABC

Berenger’s perfectly matched layer (PML) type of has been the most
widely accepted [8-9] and is set to revolutionize the FDTD method. In the
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perfectly matched layer (PML) truncation technique, an artificial layer of
absorbing material is placed around the outer boundary of the computational
domain. The goal is to ensure that a plane wave that is incident from FDTD free
space to the PML region at an arbitrary angle is completely absorbed there
without reflection. This is the same as saying that there is complete
transmission of the incident plane wave at the interface between free space and
the PML region. Thus the computational region and the PML region are said to
be perfectly matched.

In the present investigation of printed monopole with truncated ground
plane Mur’s first order ABC requires a large computational domain to ensure
normal incidence which increases the computational efforts and time. Hence
FDTD method with PML concept is implemented by introducing Electric Flux
Density (D) in discretized Maxwell’s equations as proposed by Sullivan [10].

Initially the implementation of PML concept in FDTD is described and
then discretized Maxwell’s equations are derived. The iterative FDTD
algorithm presented in this section does not use separate computer codes for
PML section, but the generalized equation can be used for both normal media
and PML by suitably enabling or disabling some medium dependent

parameters in the equations.

Consider the following Maxwell’s equations,

oD 1

—= VXH s (A.17)

A e,

D) =€* (WE(@) e (A.18)
Where €', (0) = E, + ‘O- ..................................... (A.19)

JOE,
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o el

Consider a transverse magnetic wave (TM) propagating in a medium. The E

and H field components are Ez, Hx and Hy. Now the above equations are reduced to

oH
agz _ \/81_#0[ - aaf; J ..................................... (A.20a)
D(W)=€* (ME(@) e (A.20b)
P (A.20c)
ot NENTR:)
e S (A.20d)

ot :\/goyo aé

If a wave is propagating in medium A and it impinges upon medium B,
the amount of reflection is dictated by the intrinsic impedances of the two

media

1—-:77,4 —Ng
ns+mn,

which are determined by the dielectric constant and permeability of the respective

media
n= £
£

Up to now, it is assumed that y is a constant, so when a propagating pulse

travels from € to €,, it sees a change in impedance and reflects a portion of

the pulse. However, if u changed with € so that " remains a constant, [ would
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be zero and no reflection will occur. This still doesn’t solve the problem,
because the pulse will continue propagating in the new medium. Hence the
medium must be lossy so that the pulse will die out before it hits the boundary.
This is accomplished by making both € and p of Eq. (A.22) complex because

the imaginary part represents attenuation or loss.

by applying Fourier transform to the Equn. A.20.a-A.20.d

OH, oH,
_](DDZ —CO[T——gy—J ..................................... (A 233)
D(=€e* (ME (W) e (A.23b)
JOH =—c, §§_ ..................................... (A.23c)
dy
JOH =c, 8_E_ ..................................... (A.234d)
’ ox

It should be noted that £ and p are eliminated from the spatial derivatives
in the above equations for the normalized units. Instead of putting them back to

implement the PML, we will add fictitious dielectric constants and

permeabilities.

. . dH, oH
JWD.€ r(X)E R(¥)=¢, —-—"—L ..................................... (A.243)

ox  dy
DAw)=€* (ME (W) e (A.24b)
ja)HA.,tJ'Fy(x)/fr:\- (y)=-c, %E— ..................................... (A.24¢)

'y
ij}_‘u‘E\' Ou's () =c, %E; ..................................... (A.24d)
' X
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It is worth noting that the fictitious values added in the equations have

nothing to do with the real values of &”, (@) which specify the medium.

Sacks et al. [11] showed that there are two conditions to form a PML:

The impedance going from the background medium to the PML must be
constant

*

Mo=, =52 =1 (A.25)
E Fx

In the direction perpendicular to the boundary the relative dielectric

constant and relative permeability must be the inverse of those in the other

directions
That is,
* 1
E BT (A.26)
£ Fy
. 1
U E=—— e, (A27)
H Fy
Each of these is a complex quantity of the form
. 2
€ m =€, +— form=xory (A.28)
e,
. oH
Morm = Up +—f0IrmM=X0ry i (A.29)
220
The following selection of parameters satisfies Eq. A.26 and A.27
Ep =He, =1 (A30)
oD, oH D
O O O (A31)
8() /'10 80
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Substituting these values in  (A.28)

: 1+ ! jwe
Mo=, = JHr o [LHOCIIEE (A.32)
£ F 1+0o(x)/ joE,

If ¢ increases gradually as it goes into the PML, (A.24.a -A.24.d) will

cause Dz and Hy to be attenuated.

The PML is first implemented in the X direction. Therefore, the x

dependent values of ¢ rand p ¢ will be retained.

* aH:
JoD. g - (x)= Co[ . —a—H‘—] ..................................... (A33)
: ox oy
JoH 1" (%)= ~c, O (A.34)
dy
JoH M r(x)=c, 8;7 ..................................... (A.35)
oH
]Ct)(l + 9 }D - co[—-l—%] ..................................... (A.36)
JOE, ox  dy
o,(x) oE
jol 1 H =0, =5 e (A37)
JOE, ay
using the values of (A.33 and A.34)
[1+ %) }H ce Bl (A.38)
joe, | - ox

In the above equations the permeability of Hx is the inverse of that of
Hy. Therefore the second requirement for the PML is fulfilled. Now the

above equations have to be put into the FDTD formulation. Consider the left

side of (A.33)
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jae, &

Moving to the time domain, and then taking the finite difference

approximations,

oD, , 0@ ;, DN =D )) , 9ph) DG )+ D))
- LY & 2

DG )_[ D(i)At} D )_[ O'D(i)At}

2¢, 2¢,

if this is substituted into Eq. (A.29) along with the spatial derivatives,

l)z"*l' 2(1,]) :gB(i)D‘—"-l z(i’j)-l-

‘ 1 ...(A.39)
ng(i)O.S[H_,,"(i+l/2j)—H‘,"(z‘—1/2,j)~H‘_’(i,j+1/2)—H_L' (i,j—l/Z)]
the parameters gi2(i) and gi3(i} are given by
i2(i) = 1 (A.40)
g o M Ze, s )
1- AL/ 2
gid() = —Tp A28, (A41)
1+0,()At/ 2¢,
Similarly Hy can be formulated as,
H™+1/2, )= fi+IDH (+1/2 j)+ fa(i+1/2)o.5{E;’*“'2(i+1, D-E"G, j)} ..... (A.42)
where
fi2(i+1/2) = e (A.43)
l+0o,(i+1/2)At/(2¢,)
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(3G +172) = i CoUHVDAA2E) (A.44)
T+, +1/2)A/2e,)

These parameters are calculated at i+1/2 positions due to the 4 cell

position of the H component. (A.29) can be written as,

E
jeoH =—c,| %z 4 To) 1 2 (A.45)
' dy g, JO 9y
The spatial derivative will be written as,
a+l'2 .. . nHli2 .00
O, B GJEDE Gp_ awle (A.46)
dy Ax Ax
implementing this into FDTD gives
H™ G, j+1/2)~-H "G, j+1/2) e —curl e 0,(x) Aticarl_ el (A47)
N Ax & o M

The extra t in front of the summation is the part of the approximation of

the time domain integral.

1_1"‘»&1 (i,j+l/2)IP[_\,"(i,j‘f'l/2)‘*'%6'1”’1_6"}'% O'Dg)At ]H_:Hm(i,j‘*'l/z)

c A

Nye o () (X)N
=H"G,;j+1/2)+ D
o s ) ~

R (A RS V) W (A.48)

curl e+

0

(A.32) is implemented as the following series of equations:
curl _e=|E"" (i, )= E"" (i, 4] oo (A.49)

L 2 41 2) =T 2 41 )+ eurd e e, (A.50)
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H"M G, j+1/2)=H"(, j+1/2)+05curl e+ @, G j+1/2) vovverreenne. (A.51)

o

With
Am=CD8 (A.52)
2€,

0

In calculating the f and g parameters, it is not necessary to actually vary

conductivities. Instead, we calculate an auxiliary parameter,

_ o
2¢,

n

that increases as it goes into the PML. The f and g parameters are then

calculated:
x (1'):0.333(%*] =12, ...... ,length pml ..., (A.54)
! length  pml
AO=x,0) e (A.55)
1
) = | e A.56
€i2(i) (1+xn(i)] (A.56)
e l-x (1)
3= 2 et aar————— A.57
£i3() [1+x,,(z‘)} (A.57)

The factor 0.333 is found empirically to be the largest number that
remained stable. The cubic factor is also found empirically to be the most

effective variation.

The parameters vary in the following manner:

fi1(1) from O to 0.333
g12(3) from 1 to 0.75
gi3(1) from 1 to 0.5
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Throughout the main problem space, fil is zero, while gi2 and g3 are 1.
Therefore, there is a transition from the main part of the program to the PML.
The above equations refer to the implementation of PML in x direction. Now

the PML is to be implemented in y direction. Therefore instead of (A.33) one

can write

p .{1+ o, Il+ 7,() }D :c{ﬂ_%} ................................... (A.58a)

JOE, JOE, ox dy
-1

14 T2 [ 0o Ny (OB ) (A.58b)

JOE, JoE, ' ay
-1

,p{u"f’(x)ln"o(y)} Ho=cy %o e (A.58¢)

JOE, JwE, ' ox

Employing the same procedure in the previous section D, and H values
becomes
H@+1/2,))—H,"(i~1/2,))

D", ))=gBWgAND." " () +gRgAN0Y n
—H, 6, j+V2)+H (=12

In Y direction, Hy will require an implementation similar to the one used

for Hx in the x direction.

el e=[E"" 2G40 )= B A e (A.59a)
L, G2, )=, GV 2, ) +ctr] _e e (A.59D)
H"(+1/2,))= 3+ VDH,"(1+1/2, /)= i +1/2)05curl e+ (A.602)

AUNL,, T H+172, )

Finally, Hx in the x direction becomes
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curl_e=|E,""* (i, )~ E,""(i, j+1)]
LG w12y =1,, 7 2 41 2 veurl e
H 6 j+1 )= 3+ DH (G, +1/ 2+ 20 +1/ D05curl_e+ MA@, j+1/2)

The full set of parameters associated with the PML are,

fil(D)&Lj1() from 0 to 0.333
fi2(1), gi2(i), fj2(j) and g2() from 1 to 0.75
fi3(1), gi3(1), §13(j) and gj3()) from 1 to 0.5

The PML can be turn off in the main part of the problem space by setting
fil and fj1 to 0, and other parameters to 1.

The free space equations for D and H in three dimensions are,

el
e B L (A.61a)

ot A }goyo ay oz

oD, 1 (3H, oH

e e T — (A.61b)
854 _ \/8(1)_#0 a;iv _aaf; ...................................... (A61¢)
agx _ \/e(l)—uo[aai _a;iz ] ...................................... (A.61)
agi =\/;)_uo[a§; _ai J ...................................... (A6le)
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- Vi VU 'm

oH, _ 1 [0E  O©E,
dy ox

o e,

The development of the PML for three dimensions closely follows the two

dimensional version. The only difference is that we have to deal with three

directions instead of two.

For instance (A.58.a) becomes

-1
: . oH _
PR RPRACR SUNCIACIR PUNCAC R RN P B (A.62)
jowE JWE, JoE, ox oy
: . oH
ol 1+ o, (x) 1.0 W) =14 o.(2) , _OH, ),
JOx jee, |- JwE, | ox oy
=cycurl _h+c, 0.0z )—curl B (A.63)

g, JO
]
Let I, =—curl h e
@

Which is an integration when it goes to the time domain. Thus above Eq.

becomes

j“{HG (X)I +"{.v(y)]D _CG[C -GS ] ............................ (A.65)
JE JWE, &

The implementation of this into FDTD parallels that of the two

dimensional PML, except the right side contains the integration term Ip,.

Following previous procedure the equation can be written as

H G+ 2, )kt 1/ =H' (172, J, k+1/2—

curl h=[ 7 T T T (A.66a)
(i, j+V 241/ D+ H" (G, j=1/2,k+1/2)

Do (b, jk+ 1/ 2)=1""p:(i, jk+1/ 2+ ctrl R oo (A.66b)
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D™V, j,k+1/2) = gi3()gi3() D" .0, j,k+1/2)
+ gi2()gj2(7)0.5(curl _h+ gkl(k)]" 0. (i, ,k +1/2))

The Ip, is a three dimensional array that is dimensioned throughout the
problem space, but used only at two edges. The three dimensional
implementation will have a total of six such arrays, which increases the
computational burden. For this reason, Ip, will be broken up into small three-
dimensional arrays, defined at the low values of k and one defined at the high
values of k. Similarly equations for Dx, Dy, Hx, Hy, Hz can be derived. In the
iterative FDTD algorithm, values of D are computed first and then E is

computed as,

Ex=gax Dx
Ey=gay Dy
Ez=gaz Dz

Where gax=gay=gaz=1/(er+(c*dt/ £0)

This is a medium dependent parameter. In the case of PECs (Perfect
Electric Conductor), one can easily define it by making gax, gay and gaz as
zero so that the respective field components of E becomes zero, thus the
boundary conditions for PEC are automatically assigned in the computation.

The components of H are computed from the computed E values.

For the analysis of printed monopole antenna presented in the thesis the
above mentioned PML based FDTD technique is implemented using

MATLAB™ . This MATLAB based code can be used for extracting antenna

characteristics such as return loss, radiation pattern, gain and efficiency.
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FUEXED Serdiod

A.3.1 Numerical dispersion and stability criteria

The numerical algorithm for Maxwell’s curl equation defined by finite
difference equation requires that time increment At have a specific bound relative
to the lattice dimensions Ax Ay and Az. This bound is necessary to avoid numerical
instability, an undesirable possibility of computed results to spuriously increase
without the limit as time marching progresses. To ensure the computational
stability it 1s necessary to satisfy a relation between the space increment and time
increment. To ensure the stability of the time-stepping algorithm, At is chosen to
satisfy the Courant-Friedrichs-Lewy (CFL) Stability criterion:

1 1
At <
Vi {1/ A +1/ Ay? +1/ A2’

V. . is the maximum velocity of light in the computational volume. Typically V.

max

will be the velocity of light in free space unless the entire volume is filled with
dielectric. These equations will allow the approximate solution of E and H in the
volume of the computational domain or mesh. In the present investigation the

maximum time step is limited as 99.5% of the value given by the above equation.

The discretization of Maxwell’s equations in space and time causes the
variation of the phase constant of the propagating wave with frequency. For a
fixed cell size different frequency components of a wave propagate at slightly
different velocities. This phenomenon is referred to as numerical dispersion and
1s inherently present in the FDTD algorithm. Furthermore, velocity depends
also on the angle of propagation with respect to the coordinate axis. This is
called numerical anisotropy. For accurate and stable results, the grid dispersion
error must be reduced to an acceptable level, which can be readily

accomplished by reducing the cell size. Accuracy of computation can be
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ensured by selecting the grid size as 10 cells per wavelength (A/10) or less at the
highest frequency. In the analysis presented in the thesis the accuracy and

A

min

stability are ensured by selecting Ax, Ay, Az<

A.3.2 Luebbers feed model for fast FDTD convergence

With the transient excitation in FDTD, impedance and scattering parameters
over a wide frequency band can be calculated. One difficulty with FDTD is that for
some applications, few thousands of time steps may be required for the transient
fields to decay. This difficulty is common in the case of circuits having very high
quality factor. One method to reduce the time steps required is to apply signal
processing methods to predict the voltages and currents at later times from the
results computed for early times. Instead of making FDTD calculations for the full
number of time steps required for transients to dissipate, one might make actual
FDTD calculations for some fraction of this total number of time steps, and use

these results to predict those for the later times [12].

Applying the various prediction methods adds additional complexity to
the FDTD calculation process. The prediction methods are complicated, and
may require care and skill by the use to obtain accurate results. Most of the
methods described require the use to determine the order of the prediction
process, related to the number of terms of whatever expansion function is used
to approximate the FDTD time signal. A poor choice for the order of the

prediction model can result in larger precision errors.

Another simple approach is to include a source with internal resistance to
excite the problem. By employing source with internal resistance which matches
with the characteristic impedance of the transmission line provided accurate results

while greatly reduces the number of time steps required for convergence.
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A.3.3 Resistive source model

FDTD transient calculations are often excited by a hard voltage source,
whose internal source resistance is zero ohms. These sources are very easy to
implement in an FDTD code. The electric field at the mesh edge where the source
is located is determined by some function of time rather than by the FDTD update
equations. A common choice is a Gaussian pulse, but other functions may also be
used. The Gaussian pulse is significantly greater than zero amplitude for only a
very short fraction of the total computation time, especially for resonant geometries

such as many antennas and micro strip circuits.

Once the pulse amplitude drops the source voltage becomes essentially
zero, the source effectively becoming a short circuit. Thus, any reflections from
the antenna or circuit which retumn to the source are totally reflected. The only
way the encrgy introduced into the calculation space can be dissipated is though
radiation or by absorption by lossy media or lumped loads. For resonant
structures, there are frequencies for which this radiation or absorption process
requires a relatively long time to dissipate the excitation energy. Using a source
with an internal resistance to excite the FDTD calculation provides an

additional loss mechanism for the calculations.

Fig A.5 FDTD source with source resistance
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Consider that it is desired to excite an FDTD calculation with a voltage
source that corresponds to an electric field E in the z direction at a certain mesh

location i,Ax, j Ay,

k,Az , described using the usual Yee notation. The
corresponding equivalent circuit for a voltage source which includes an internal
source resistance Rs is illustrated in Fig. A.S If the source resistance Rs is set to

zero then the usual FDTD electric field at the source location is simply given by

_ V. (nAt)

EJ” (l: ’jsikx)
AZ (A.68)

Vs is any function of time, often a Gaussian pulse.

However, with the source resistance included, the calculation of the source

field E s J "kf)at each time step is complicated slightly. To determine the
terminal voltage V of Fig. A4 and, thus, the FDTD electric source field

E (s Jok,) , the current through the source must be detenmined. This can be done

by Ampere’s circuital law, taking the line integral of the magnetic field around the

electric field source location. The current through the source is then given by

I:n—l/Z Z(Hxn-uz Gty ks)_ Hrn—I/Z A
(flyn-l/z (is ’js ’ks) —Hy”_llz(l‘:_l ’js ,k:))A}/

so that by applying Ohm’s law to the circuit of Fig. A4 the electric source field is
given by
n-{:2
_ V. (nAr) N IR

E:n(is’js’kx)_ :
Az AZ e (A.70)

if Rs=0, in this equation, then the usual hard-voltage source results. The value

of the internal resistance does not appear to be critical. A reasonable choice for
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domain parameters in the entire frequency range of interest by Fourier
transform of the transient results. The frequency band of interest decides the
width of the pulse. A narrow pulse ensures wide band performance. To avoid
the unnecessary noise appearing in the FDTD generated response, the excitation

pulse and its spectrum must have a smooth roll off and low side lobes.

A sine wave or a Gaussian pulse can be used as the input signal for the 3D
FDTD method. However, a Gaussian pulse plane wave is the most widely specified
incident field as it provides a smooth roll off in frequency content and is simple to
implement. In addition, the frequency spectrum of a Gaussian pulse is also Gaussian
and will therefore provide frequency domain information from dc to the desired cut

off frequency by adjusting the pulse width. The Gaussian input is of the form

_[ (1=1,)? J
gy=e' '

where 1, is the pulse delay and T relates to the Gaussian half width, which sets
the required cut off frequency. Writing in the discrete form,

g(nAr) = e_[("—mT_n—')JZ

where T = N At and #, = 3T. Thus the pulse is sampled N times in a pulse half
widthT. The Gaussian pulse and its spectrum are shown in Figure A.7. It is evident
from the figure that the pulse provides relatively high signal levels up to the desired
frequency. The parameter N can be changed to achieve sharper frequency roll off. In
the FDTD method, all functions are assumed to be causal. Therefore, to satisfy the
initial condition of zero excitation at the zeroth time step, the time of origin of the
Gaussian pulse must be shifted by 7, (¢, >> 1). To ensure proper initial value

conditions a time delayed Gaussian pulse ty=3*T is employed in the thesis.
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A.3.6 Flowchart of Yee algorithm

MATLAB based numerical code is developed for the parametric analysis
of the antenna. The Flow chart used for extracting the antenna reflection

characteristics are depicted in Fig.A.8

Ser up the computational domain
e  Greomeay and Material Description
Lstimate spatial and temporal increments Ax, Ay, Az
and At
e  Set dme step :n =0

!

- Load the PML cocfficients to switch between the
PMI. region and problem space.

- Intdalize alt 1D [ and TT components to zero

- Compure D component valucs
e  Compute Li field componenes from D ticld componenes
- Lixcice the feed point with Gaussian pulse
. Compute the H field components
over spatial grid inside the compurational domain
—
—+
o
i
=
NMaximum time
steps reached?
No Ds res
. Post Process the transicnt ficld dara to exoract inpute

impedance, cetarn loss cre.

Fig.A.8. The FDTD flow chart

A.4 Antenna characteristics using FDTD

FDTD algorithm performs the transient analysis of the antenna under

investigation .Fourier transform of the transient data gives the frequency
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domain information over the frequency range of interest. Current and voltage
samples are taken from the fixed points in the FDTD grid and Fast Fourter
Transform (FFT) is used to compute the frequency domain information. Since
for our analysis FFT can provide results with god accuracy FFT is used instead
of DFT. By suitably post processing this information the reflection

characteristics can be extracted as outlined in the section below.

A.4.1 Reflection characteristics
A.4.1.1 Return loss, Resonant frequency and 2:1 VSWR Band width

The voltage at the input port location is computed from the E, field
components at the feed point over the entire simulation time interval. The
current at the feed point is calculated from the H field values around the feed
point using Ampere’s circuital law. The input impedance of the antenna is

computed from the Eqn A.58

7 ()= FFT(V", P)

=——F % s A74
FFT{["*I , Pi ( )

Where P is the suitable Zero padding used for taking FFT, V" = E) * Az

I n-}

and is given by equation A.54.

Since microstrip line is modeled using Leubber’s staircase approach as
explained in previous section, the internal impedance of source resistance Rs is

taken as the characteristic impedance (Zy) of microstrip line.

Reflection coefficient is given as

INw)= ZomZe ] (A.75)
Zin + ZO
Return loss in dB, S,, = 201og,, T(@)  wovvooveeeeeeceeeeeee (A.76)
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The return loss computed in the above process is processed for extracting
the fundamental resonant frequency and 2:1 VSWR bandwidth corresponding
to the -10dB return loss.

A.4.1.2 Radiation characteristics

Theoretical analysis procedure for predicting the radiation characteristics of
the antenna usually employs formulating the theoretical model of the antenna and
applying different numerical approximations. But the main problem with these
approximations is that discrepancies may occur due to the inaccurate modeling
and approximations. Moreover, most of the modeling techniques use modeling
the current on the conducting surface to predict the radiation characteristics. Even
though the computational time is less, wide band performance can not be
achieved using these techniques, while using FDTD transient calculations can be
done more efficiently for most of the antenna geometries than by applying
frequency domain methods. FDTD is capable of computing transient far zone
radiations of the antennas excited by non sinusoidal sources using transient near
to far field transformation [13]. Hence from one FDTD computation wide band
gain and radiation characteristics can be extracted. But using these transient near
to far field transformation computational effort is more if number of frequencies
involved is high. In applications requiring transient results in wideband frequency
domain the fully transient approach involving Fast Fourier Transform is more
desirable than applying a Discrete Fourier Transform in every time step. This
method utilizes computing the transient far field Electric and Magnetic vector
potentials on closed surface in the computational domain by running summation
at each time step [14]. Procedure employed in this thesis for computing the

radiation characteristics of the antenna is presented in the following section.
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The tangential near field Electric and Magnetic Field vectors on this

surface are sampled and converted to equivalent surface currents.

T =GxH, s (A.77)

Where a, is the unit outward normal from the transformation surface
(a,=z ). The far field at any point outside this transformation surface is

computed from the electric and magnetic vector potential derived from the
surface current equivalence principle. The far field E field vectors tangential to

the direction of propagation is given by

oF
E,=-— My L ] (A.79)
ot ¢ ot
04, 19F,
E, =— e s A.80
o T TH ot +c ot (A-30)

where A and F represents magnetic and electric vector potentials and 8 and @

denotes the coordinates in the spherical coordinate system. Suppressing the e’

variation [14] the electric field in the free space can be written as

E(r,0,0)= jono(Feas— FoQ8) oo, A.81)

E, and E, are derived by transforming into spherical coordinate system as
Ey = jone(F:Sin(¢)— F,Cos(¢))
E, = janoCos(0)F Cos.(@)+ F, Sin(@)) .. (A.83)

Following assumptions are made for the near to far field transformation
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» The antenna radiates into the z> 0 and z <0 region from the aperture

in the z = 0 plane
» risinthe far fieldie(r »(x'2+y'2)‘/‘ ) & kor>>1

» Transformation surface dimensions are proper so that tangential
electric fields are negligible outside the transformation aperture

boundary.

Eqn A.81 now becomes

(A.84)

E= j.exf— jkr)/(Ar)e (Cos(@).(ﬁ.Cos((;))+f)Sir(¢))5¢J

-(:Sirg)- f.Cod@))as

Where
f. = H E.(x",y",0)*exp (jk (x’ Sin (9 ).Cos (¢ )+ y'Sin (9 ).Sm ((D N)* dvdy’

The E field components E.(x',3',0) can be computed by the technique

proposed by Zimmerman et.al [15] as

N
Ereyoy = (1 N)Y EL(m)*exp(i272R/ N) ... (A.85)
n=|

Where E(n) correspond to the corresponding tangential electric field
components E; and E sampled at the point on the transformation surface
point Q(x’,y’,0) at the n™ time step. N corresponding to time steps for one
period of sinusoidal excitation frequency. From the E, and E, values obtained

using the above computation the E-plane and H-plane pattern can be derived. A
complete flow chart illustrating the radiation pattemn computation algorithm is

illustrated in the Fig A.10
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e Define sinusoidal excitation cotresponding to the resonant frequency.
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Fig A.10. Flow chart for radiation pattern computation



A.4.2 Antenna gain

For calculating the wide band gain, the input power fed to the antenna is
needed. The equivalent steady sate input power can be obtained at each
frequency from the complex Fourier transforms of source voltage and source

current (Equation A.69).

P@)=Rel(®) *I/(@)] = e (A.86)

m

Far zone electric field in the desired direction can be obtained from the
equation A.84, and then antenna gain in the 8, ¢ direction relative to an

isotropic antenna is given by

[Elwo.el /,
Gaidw,6,¢) = % where 7, is the impedance of the free space.
Rla) /-
A.4.3 Efficiency

Antenna efficiency is determined from the input power and dissipated

power. Dissipated power can also be computed quiet simply [16].

P -P
Efficiency = L‘F—"‘i .

n
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(ppendix -B

CONFORMAL FDTD MODELLING OF CIRCULAR
_ MICROSTRIP ANTENNA

o R e SRR T e e e e e R R R o, T Tt

A new algorithm for Conformal Finite Difference Time Domain FDTD
(C-FDTD} modeling and analysis of curve edged Microstrip Patch
Antennas (MPAs} by superimposing suitable Rectangular MPAs is
presented. It has the advantage of using the simple, well developed and
proven FDTD algorithms for Rectangular MPA with simple modifications.
1t offers wide flexibility in design, modeling, and analysis of arbitrary
shaped MPAs. This new technique is applied to an electromagnetically fed
Circular MPA. The computed results match with the experimental
observations and theoretical data from literature.

B.1 Introduction

FDTD method [1-2] is widely used in the study of MPAs because of its
flexibility and versatility, especially in the recent wake of large computational
capability and memory availability. By suitable selection of the Yee cells and
Courant criterion, Conventional FDTD can be used to give excellent performance in
the case of Rectangular MPA. However, the algorithm  causes errors while
modeling the curved edges, as in Circular MPA. These inaccuracies are mainly
due to the stair casing approximation. In order to minimize the error, a fine mesh is
needed which can be demanding in terms of CPU time and memory. To overcome
these difficulties, several conformal FDTD (C-FDTD) methods have been proposed
[3]. However, most of these techniques require complicated mesh generation and

often suffer from the instability problems.

This paper proposes a robust FDTD technique, with simple modifications

of the Cartesian type of FDTD. A multiple number of rectangular patches of
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B.3 Theoretical Investigations Based on FDTD

Any arbitrary shaped MPA can be visualized as superimposition of
multiple rectangular patches of appropriate dimensions. FDTD run for the
simple Rectangular Microstrip Patch Antenna is then performed in the entire
computational domain. For the CPA under study, 12 rectangles of suitable
dimensions are chosen for moderate accuracy and computation time. The
computational domain dimensions are 115*144*20 with grid dimensions
Ax=Ay=1.167Tmm and Az=0.4mm. A Gaussian pulse of half width 15 ps and
time delay 45 ps is launched into the computational domain. The Electric (E)
and Magnetic (H) fields in the computational domain are updated based on the
FDTD algorithm. The iterations are carried out for 10000 time steps. No
instability is observed when the time steps are increased to 20000. Figure 2
shows the Voltage and Current variation at the observation point within the
domain, over 5000 time steps. The Input impedance of the antenna is computed
as ratio of the FFT of voltage denived from E field values at the observation
point, over the entire time steps, to the FFT of current at the same point, derived

from the H field values. Reflection Coefficient S;; (in dB) is then computed.
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Fig. B.2 Voltage and Current Distribution at observation paint ,for 5000 time steps
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B.4 Results

The experimental and theoretical Return loss characteristics in the two
lower order modes of the CPA is shown in Figure 3. Good agreement is
observed between the results as illustrated in Table 1. The antenna resonates at
1.9GHz with a 2:1VSWR band width of 80MHz. The numerically computed
resonance is at 1.892GHz with a band width of 123MHz.
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— [ xpt 1.9GHz (-31dB) (1.86GHz-1 94GHz)
---- FDTD  1.892GHz(-18dB) (1.831GHz-1.953GHz)
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Fig. B.3 Return Loss Characteristics of the CPA

Table B.1 Comparison of Reflection Characteristics

Expt FDTD
Resonant Frequency (GHz) 1.9 1.892
% err;)r-betv.n-/e-e.eil FDTD and expt +0.01% -
2:1VSWR Band (GHz) 1.86-1.94 1.83-1.953
2:1 VSWR Bandwidth (MHz) 80 123
% BW 4.2 6.5
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Fig. B.4 lllustrates the computed Reflection characteristics of the CPA illustrating the

higher order modes .

Conclusions

A novel FDTD method suitable for analyzing arbitrary shaped MPA is

proposed. Results of computation show good agreement with the experimental

observation of the CPA. The algorithm is fast and employs the Cartesian type

FDTD with simple modifications.
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