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Preface 

ThE.' advanced computational capacities of the new generation computers have 

openE.'d up a new area in the field of nonlinear dynamics, namely, CHAOS. 

Non-linear dynamics is common in nature. However physicists have been con­

centrating on linear dynamics for the last three centuries. Henry Poincare 

(185-1-1912) laid the foundations of the modern theory of chaos by the math­

ematical study of nonlinear dynamics. The theory of nonlinear dynamics has 

now grown in many directions and scientists have interpreted chaotic behavior 

in an attempt to understand the complex behaviour of nonlinear dynamical 

systems. The key fact to be considered is that the behaviour of a system may 

not be simple even though the governing laws are simple. For example, models 

of real systems such as simple electrical circuits, sets of differential equations 

(Lorenz 1963), biological population dynamics (May 1976) etc. can exhibit com­

plex behaviour as the control parameter is varied (Hilborn 1994). 

Chaos introduces a fundamental uncertainty in the sense that a determin­

istic prediction of chaotic dynamics requires infinite precision in the knowledge 

of initial conditions. In practice initial conditions can be known only to a finite 

precision. Small errors due to the limitation of precision in the knowledge of the 

initial conditions are multiplied in chaotic systems and result in overwhelming 

consequences in the long run. The sensitive exponential divergence of trajec­

tories due to small initial effects is known as the butterfly effect. This sensitive 

dependence on initial conditions in deterministic systems rules out the possi­

bility of long term prediction of the behaviour of systems showing chaos. The 
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presence of complexity and chaos is common. The study of chaos enables us 

to understand the complex behaviour of such systems. Chaotic dynamics also 

usually implies dramatic qualitative and quantitative changes in a system as 

the control parameter is varied. Due to these reasons scientists and engineers 

are fascinated by chaos. 

The problem considered III this thesis is the dynamics of small dipolar 

spheroids of various aspect ratios in simple shear flow, under the action of 

periodically varying external force fields. The dynamics of periodically forced 

spheroids is the simplest case of a class of problems which have not received 

any attention in the chaos literature. The problem discussed in this work is 

the first demonstration that the dynamics and hence rheological properties of 

such suspensions can be chaotic. Based on the understanding of the problem 

considered, suitable techniques can be developed to calculate the rheological 

properties, thermal conductivities, rheo-optical properties etc. This work also 

points out a fundamental weakness in the approach of Strand (1989). 

The relevant literature and review on chaotic dynamics and rheology are 

described briefly along with the introduction in chapter 1. The scientific and 

technological importance of the problem considered is also explained in that 

chapter. 

The development of the theory is summarized in chapter 2. The equations of 

the dynamics of periodically forced particles of finite aspect ratio in simple shear 

flow are presented in this chapter both in Cartesian and spherical co-ordinate 

systems. The necessary assumptions for the mathematical formulation of the 

model and the computational procedure are also given in the chapter. 

The existence of chaotic parametric regimes is described in the third chapter 

of this thesis. A potential application to segregate particles from a suspension 

of particles of different aspect ratios using the strong dependence on the results 

in the chaotic regime on the aspect ratio of the particles and the wide range of 
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oriemations, thus obtained, is suggested in this chapter. A possible design for 

such a separator is also suggested in this chapter. 

Chapter 4 describes the existence of a new type of class I intermittency, 

namely, a non-hysteretic form of class I intermittency with nearly regular be­

hm-il)ur interrupted by chaotic out breaks with nearly regular reinjection period. 

The scaling behaviour near the onset of bifurcation shows the existence of a 

typical class I intermittency. A new scaling beha,-iour away from the tangent 

bifurcation is also demonstrated in this chapter. 

In chapter 5 a ne"- algorithm for controlling chaotic dynamics is suggested 

and its applicability in the problem of chaotic dynamics of periodically forced 

spheroids in simple shear flow is demonstrated. It is also demonstrated that 

controlling chaotic dynamics of periodically forced spheroids can lead to better 

separation of particles than otherwise possible. 

Some advantages of the novel control technique over two other methods are 

also demonstrated. To demonstrate these advantages, the novel algorithm has 

been successfully applied in three different models. The results obtained with 

the novel control technique in these models are compared with those obtained 

with the two other methods. These results are explained in detail in chapter 6. 

The conclusions of this thesis and new directions for future work in this area 

are giyen in the last chapter. 

The results described in chapters 3, 4, 5 and 6 have been published in 

internationally reputed journals. The list of publications resulting from this 

thesis is given at the end of the thesis. 

Xlll 



Chapter 1 

Introduction 

The study of the motion of a single solid particle or particles of arbitrary shape 

in a Ne",tonian fluid has fascinated many scientists and engineers (Brenner 

1974, Kim and Karrila 1991 and references therein) and finds application in the 

development of new techniques and processes for the preparation of composites, 

polymer solutions, electro-rheological fluids etc. There are many situations in 

nature and technology involving the motion of solid particles subjected to the 

shearing motion of the suspending fluid. The understanding of the rheological 

properties of such systems is essential to develop new processes and applications. 

Suspensions of macromolecules, emulsion and paint technology, transport and 

processing of slurries and ferro fluid rheology can be effectively studied by the 

application of suitable theories of suspension rheology. Ferrofluids, namely 

stabilized suspensions of small magnetic particles in a non-magnetic solvent 

have many industrial applications like rotary seals, inertia dampers, magnetic 

domain detectors, concentration of drugs at body sites etc. (Strand and Kim 

1992). An excellent review of suspensions is given by Brenner (1972). 

The rheological properties of a suspension may be greatly influenced by the 

dynamics of individual particles suspended in the fluid. This influence on the 

rheological properties allows the possibility of the construction of many novel 

electromechanical devices which have potential applications in the automotive, 

aerospace and other industries (Ginder and Sproston 1996) using suspensions 

1 



Chapter 1. Introduction 2 

of charged particles. The physical properties of a suspension such as bulk 

fl uid stress or optical properties depend on the instantaneous orientations of 

the suspended particles and can be examined through an averagi.ng process 

(Strand and Kim 1992). It is thus of great interest to study the dynamics of 

indi"idual particles in a suspending fluid. An extensive review of nonlinear 

dynamics is beyond the scope of this thesis. As an introduction we will present 

the development of the subject from a collection of selected works, review papers 

and books which are rele,'ant to the goal of this thesis. 

1.1 A brief review of rheology 

Rheology deals with the science of deformation and flow, especially of non­

Ne,Ytonian fluids. Navier (1795-1836) and Stokes (1819-1903) together devel­

oped the equations governing motion in Newtonian fluids of constant density 

and viscosity. Many other researchers like Lord Rayleigh (1842-1919), Boussi­

nesq (1842-1929), Darcy (1803-1858) etc. have also contributed significantly to 

the development of the subject. Albert Einstein (1879-1955) analyzed the prob­

lem of the disturbance caused by the presence of spherical particles suspended 

in a Newtonian fluid. He demonstrated that the apparent increase in the vis­

cosity of the suspension was proportional to the volumetric concentration of 

the solid particles (Einstein 1906 and 1911). Einstein considered a sufficiently 

dilute system such that the motion of one particle was not influenced by the 

disturbances created by other particles. An extension of the theory of the rhe­

ology of suspensions of spherical particles to suspensions of ellipsoidal particles 

in the absence of rotary Brownian motion was developed by Jeffery (1922). A 

historical review of the development of the theory of the motion of small parti­

cles in Newtonian fluids and its applications have been presented by Happel & 

Brenner (1986) in their book, Low Reynolds number hydrodynamics with special 

applications to particulate media. Strand (1989) has given a comprehensive lit­

erature survey pertaining to the suspension rheology of dipolar non-Brownian 



Chapter 1. Introduction 3 

particles with and without the presence of externally induced forces. His work is 

concerned with the rheology of dilute suspensions of rigid particles suspended 

in a Newtonian solvent. The effects of particle shape on the dynamics and 

rheology of such suspensions in the absence of hydrodynamic interactions is 

modelled in his work. ~lost of the fundamental concepts and methods used in 

the study of suspension rheology are explained in the review papers of Brenner 

(1972, 1974). 

The dynamics of suspensions of small dipolar particles stabilized by sur­

face active agents in a yariet~· of linear flows under the effect of alternating or 

rotating external fields has been studied by a number of authors and a num­

ber of practical applications such as magnetofluidization (Buevich et al., 1984), 

magnetostriction of ferromagnetic particle suspensions (Ignatenko et al., 1984), 

the growth of single crystals from a melt by Czochralski's method (Zibold 

et al., 1986), rheological properties of ferromagnetic colloids (Tsebers, 1986) 

and the characterization of magnetorheological suspensions (Cebers, 1993a, Ce­

bers, 1993b, Kashevskii, 1986, Petrikevich and Raikher Yu L, 1984, Shul'man 

et al., 1986) etc. have been discussed. Some of the above authors consider rota­

tory external fields which can be considered as a superposition of two orthogonal 

alternating fields. 

The dynamics of particles in a Yariety of linear flows is analyzed by a number 

of authors (Altan et al., 1989, Anczurowski and Mason, 1967, Bretherton, 1962, 

Leal and Hinch, 1971, Macmillan, 1989). Szeri et al. (1992) have analyzed the 

motion of rigid particles in time dependent flows. However their results are 

qualitatively different from those considered in this wOfk in the sense that 

they preclude the possibility of chaotic motions, since their equations reduce 

to a set of two first order nonlinear ordinary differential equations. The above 

authors (Altan et al., 1989, Anczurowski and Mason, 1967, Bretherton, 1962, 

Leal and Hinch, 1971, Macmillan, 1989) have considered the dynamics of a 

particle without external force fields. A detailed calculation of the trajectory of 
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rigid particles under the action of a constant external force is also reported in 

the literature (Ramamohan et al. 1991). Strand (1989) has developed a theory 

of the dynamics and rheology of nonspherical particles in oscillating external 

force fields in simple shear flow. Howe"er the technique of Fourier expansion ill 

higher harmonics of the driYing frequenc~' of the external field, he has used. "'ill 

yield incorrect results in the case of chaotic dynamics or dynamics containing 

subharmonic frequencies. This ,,"ould correspond to the limit of weak BrmYIlian 

motion (i. e. qc 1:- 1) as noted by Strand (1989). Recently, Ramamohan et al. 

(1994) introduced a class of problems. namely, the dynamics of periodically 

forced small particles in flows other than uniform flows. They analyzed the 

dynamics of a slender rigid rod in a simple shear flow under the action of a 

sinusoidal driver. For further reading on the subject of rheology of suspensions 

the reader is referred to 

1. Dynamics of Polymeric Liquids Vol. 1 and Vol. II 

R. B. Bird, R. C. Armstrong and O. Hassager 

\Viley-lnterscience Publications, New York (1987). 

2. Low Reynolds number Hydrodynamics 

J. Happel and H. Brenner 

1'lartinus Nijhoff Publishers (1986). 

3. rvIicrohydrodynamics: Principles and Selected Applications 

S. Kim and S. J. Karrila 

Butterworth - Heinemann series in Chemical Engineering, Stoneham, 

MA, 1991. 

4. Rheology of a Dilute Suspension ofAxisymmetric Brownian Particles 

H. Brenner 

Int. J. Multiphase Flow. Vol. 1 195-341, Pergamon Press (1974). 

5. Dynamic Rheological and Rheo-optical Properties of dilute suspen­

sions of dipolar Brownian Particles 

S. R. Strand 

Ph. D Thesis, The University of Wisconsin, Madison (1989). 
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1.2 A brief review of chaotic dynamics 

One of the main contributions of the twentieth ccntury- the discovery of chaos 

destroyed the earlier belief that the behaviour of a deterministic system can 

alwa~'s be predicted in the long term. A sensitiw dependence of the solutions 

of a system of equations on initial conditions is the dominant characteristic of 

Cl chaotic system. This means that trajectories eYolYing from two distinct but 

arbitrary close initial conditions diverge exponentially. There is always noise or 

measurement error in experiments and in computer simulations of physical sys­

tems. The sIllall errors due to the noise will change the observed behaviour of a 

chaotic system because of sensitiye dependence on initial conditions. Hence the 

behm'iour of a chaotic system becomes unpredictable in the real sense, in the 

long term. Experimental and numerical studies show that chaotic behaviour ex­

ists in many nonlinear systems such as fluids, plasmas, electric circuits, chemical 

reactions, celestial mechanics, acoustical systems, ecological systems, physiolog­

ical systems (Hao Bai-lin 1988) and so on. A list of biological examples can 

be found in the recent book of Glass and Mackey (1988). Chaotic phenomena 

have been reported in almost all scientific disciplines ranging from engineering 

to medicine. Scientists and engineers are currently exploring the features of 

chaotic phenomenon for applications in industry and technology (Parker and 

Chua 1989). 

An observed irregularity in the time evolution of a system doesn't necessar­

ily imply chaos. It is thus essential to clarify whether chaos exists or not in the 

system from recorded data. A positive Lyapunov exponent, wide band power­

spectrum, fractional dimensions etc. are some indications of the existence of 

chaotic beha"iour. Among them the existence of a positive Lyapunov exponent 

is the most reliable measure. Two initially adjacent points in a chaotic attractor 

evolve with time such that their trajectories show exponential divergence. This 

exponential divergence is characterized by a positive Lyapunov exponent, The 
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maximum Lyapunov exponent gives the maximum rate of divergence of t,,-o 

initially close trajectories .. -1. positive Lyapunm- exponent indicates the possi­

bility of existence of chaos. The phenomenon of sensiti,-ity to initial conditions 

is one of the main characteristics of a chaotic system. Hence the existence or 

non-existence of chaotic beha,-iour can be visualized by plotting time series of 

two trajectories starting from initially close conditions_ 

Reconstruction of attractors and modelling of systems from chaotic data 

are two important areas of research in the field of chaos (Anishchenko 1995). 

Distinguishing between deterministic chaos and random noise is another im­

portant problem in this area .. -1. step-by-step recipe for the implelllentation of 

a procedure to detect the difference is given in Hao Bai-lin (1988) 

l\lany interesting physical systems are modelled by ordinary differential 

equations. Autonomous ordinary differential equations with at least three ,-ari­

abIes or non-autonomous ordinary differential equations "'ith at least two ,-ari­

abIes are the minimum requirements for the possibility of the existence of chaos 

(Hao Bai-lin 1988). The Lorenz equations were one of the first sets of ordinary 

differential equations showing irregular behaviour (Lorenz 1963). In this "'ork 

we present a set of non-autonomous differential equations shmving complex 

behaviour. 

Chaos is ubiquitous in natural phenomenon and man-made devices (Sprott 

1993). Chaos is desirable or undesirable depending on the situation. Certain 

physical and biological systems use chaotic behavior (Schiff et al. 1994). In 

certain cases chaos needs to be eliminated or controlled to avoid failure as in 

mechanical systems. Controlling a chaotic system is one recent development in 

nonlinear dynamics. The method suggested in the work of Ott et al. (1990) 

has generated lot of interest in this area. The possibility of stabilizing a pre­

determined unstable periodic orbit from the infinity of such orbits in a chaotic 

attractor by small perturbations is the unique feature of the OGY method. 
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Thereafter a number of algorithms have been reported which control or syn­

chronize chaos. A recent review of the work in this area is given by Lindner and 

Ditto (1995). It is reported in the literature that when two chaotic signals are 

synchronized the resultant signal ,,-ill be non-chaotic. Violent chaotic motion 

on the dynamics of a rolling railway wheel set at higher yelocity is also reported 

in the literature (Knudsen et al. 1992 and Knudsen et al. 1994). The chaotic 

motions of the rolling railway wheelset could be neutralized by sYllchronizing it 

,,-ith the chaotic behaviour of the rheological parameters after translating them 

into mechanical signals. 

The ne,," mechallisms and properties of a chaotic system call be utilized 

effectively for the development of new processing technologies. The introduction 

of chaos and the theory of nonlinear dynamics has cOlltributed a lot to the 

understanding of the challenging problem of turbulence. 

:\. list of the relevant literature from the field of chaos is given below for 

further reading. 

1. Bibliography on chaos (Directions in chaos Vol. 5) 

Zhang Shu - Yu 

'Vorld Scientific, Singapore (1991). 

2. Universality in chaos 

P. Cvitanovic 

Adam Hilger, Bristol, England (1989). 

3. Deterministic chaos, an introduction 

H. G. Schuster 

VCH Verlagsgesellschaft mbH, Weinheim, FRG (1989). 

4. Order within chaos 

P. Berge, Y. Pomeau and C. Vidal 

'Viley, New York (1986). 

5. Chaos in dynamical systems 

E. Ott 

Cambridge University Press, Cambridge, U.K. (1993). 
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6 .. -\pplied non-linear dynamics- analytical, computational and experi­

mental methods 

.-\. H. Nayfeh and B. Balachandran 

John \Viley and sons, Inc, New York (1995). 

I. Characterization of chaos 

D. 1\1. Heffernan, P. Jenkins, M. Daly. B. J. Ha"'don and J. O'GormCln 

Int. J. Theor. Phys. 31 (8) 1345-1362 (1992). 

8. Ergodic theory of chaos and strange attractors 

J. P. Eckmann and D. Ruelle 

Rev. Mod. Phys. 57617-656 (1985). 

9. Chaos and nonlinear dynamics 

Robert C. Hilborn 

Oxford University Press, New York (1994). 

1.3 The importance of the problem 

As can be seen from the releyant literature cited abm-e, it is of interest to 

1. study the dynamics of periodically forced particles with a view to develop 

robust theories for potential applications such as magnetorheological sus­

pensions, magnetostriction of ferromagnetic particle suspensions, magne­

to dielectric material suspensions, ferromag~etic colloidal suspensions etc. 

2. develop new theories to aid in the of development of new suspensions with 

desired properties. 

3. modify the processing conditions of suspensions to improve the perfor­

mance of the process. 

4. deyelop techniques for effective separation of particles by aspect ratio 

to yield well characterized suspensions for testing theories of the above 

processes and for developing suitable theories for suspensions of particles 

of various aspect ratios and sizes. 



Chapter 1. Introduction 9 

5. to study the possibility of controlling the chaos present in the dynamics 

of periodically forced particles with a view to de,"elop potential applica­

tions such as control of magnetorheological suspensions, magnetostriction 

of ferromagnetic particle suspensions, magneto dielectric material suspen­

sions, ferromagnetic colloidal suspensions and the possibility of computer 

controlled intelligent rheology. 

6. develop new techniques for control of chaos and to demonstrate the ap­

plicability of the technique in physical systems. 

7. demonstrate the existence of ncw types of behcwior such as new t.ypes of 

Class I intermittency, etc. in such processes. 

8. develop new products and devices making use of the understanding ach­

ieved by such analysis. 

In order to separate out the effects of the particle size and shape on the 

properties of the suspension, it would be desirable to obtain suspensions of 

particles having a narrow distribution of shapes and sizes. A narrow distribu­

tion of sizes can be obtained through appropriate separation techniques such 

as filtration. However we are not aware of any technique to separate particles 

having the same size but different shapes. 

In what follows, we present the results of our analysis on the dynamics of 

spheroids of various aspect ratios immersed in a simple shear flow, subjected to 

periodic and constant force fields as a first step in achieving the objectives out­

lined above. \Ve also demonstrate the existence of chaotic parametric regimes 

in our solutions, thus invalidating the approach used by Strand (1989) in the 

limit of weak BrO"wnian motion( i. e. qc 1:.. 1). Based on the general theory of 

the dynamics of particles, immersed in linear flo·ws subjected to external force 

fields as developed by Brenner (1974), we develop the equations for the dy­

namics of spheroids in linear flows and demonstrate the existence of chaotic 
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parametric regimes. During the course of these computations, we obserwd a 

strong dependence of the attractor on the shape of the particle as characterized 

b~' its aspect ratio in the chaotic paramctric regimes. ""e discuss the use of this 

strong dependence on the aspect ratio as a tool to separate particles of different 

shapes but having the same size. The existence of chaotic parametric regimes 

also allmys the possibility of control of chaos to further finetune the separation 

of particles by aspect ratio. 

In addition to the technological interest in this problem we haw also dis­

cussed certain aspects of this problem that are of interest to the non linear 

d~'namics community, namel~' it is an example of one of the very fe,y ph~'sically 

realizable chaotic systems showing the phenomenon of a non hysteretic form of 

Class I intermittency with nearly regular reinjection period. The intermittent 

transition between a laminar phase and chaotic outbreaks has recently been the 

subject of much study both in physical systems and also in sets of ODE's. The 

associated set of ODE's derived in this work represents one of the very few ODE 

systems describing the phenomenon of Class I intermittency with nearly regular 

reinjection period. The so-called intermittency refers to a state in which nearly 

regular behaviour is intermittently interrupted by chaotic outbreaks (bursts) 

at irregular intervals (Berge et al. 1986). In almost all previous computational 

and experimental studies of Class I intermittency the bursting process was ir­

regular. Recently Price and ~Iullin (1991) experimentally observed a new type 

of intermittency mechanism in a ,-ariant of the Taylor-Couette flow problem. 

One of the main features of their observation ,,,as the existence of a hysteretic 

form of intermittency with extreme regularity of the bursting. In a set of equa­

tions representing the dynamical behaviour of stream wise rolls, existence of 

intermittency behaviour was reported by Aubry et al. (1988). Their model 

displays evidence of regular intermittency of class II followed by a subcritical 

Hopf bifurcation. 
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In this work we report the non hysteretic form of Class I intermittency with 

the nearly regular beha,'iour interrupted by chaotic outbreaks (bursts) with 

nearly regular reinjection period. \Ve also presE'nt appropriate return maps to 

explain the beha,'iour obsen'ed in this work. The s~'stem also shows certain 

interesting features such as new scaling behaviour awa~' from the onset of inter­

mittency and the number of the bursts during a particular realization varying 

smoothly with the control parameter. 'Ne discuss and compare the model of 

Class I intermittency with the new type of intermittency, The comparison 

with the theoretical predictions of Class I interrllittenc~' shows scaling typical 

of Class I intermittency. The a,'erage length of the burst also scales with the 

control parameter with zero slope. 

There has been considerable interest recently in the use of chaos and con­

trolling chaos as a tool to de,'elop new processing technologies (Zumbrunnen 

1996). Practically speaking chaos may be desirable or undesirable depending 

on the application desired. In many practical situations, in order to improve 

system performance, the chaotic system must be controlled to a periodic or­

bit or to a steady state. Thus techniques of controlling chaotic systems have 

received increased attention in the recent literature, In a physical apparatus, 

one can imagine that the system dynamics is to be changed in some way so 

that imprO\'ed performance is obtained. One can achie,'e this by making ap­

propriate changes in the system to achieve the desired objective. Similar or 

otherwise unattainable objectives can be attained by operating the system in 

a chaotic regime and then applying suitable control of chaos techniques. Since 

a chaotic attractor is a closure of unstable periodic orbits of different periods, 

any of these orbits can be stabilized to attain the desired objective by suitable 

control algorithms. 

We propose an algorithm for control of chaos in this work. The method 

proposed is comparatively easy to implement experimentally and needs almost 

no information about the system. We have also demonstrated that controlling 



Chapter 1. Introduction 12 

the chaotic dynamics of periodically forced particles by the new control tech­

nique leads to the possibility of better separation than is otherwise possible. 

Utilizing the flexibility of controlling chaotic dynamics in a desired orbit irre­

spective of initial state, it is demonstrated that it is theoretically possible to 

separate particles much more efficiently than otherwise possible fro111 a suspen­

sion of particles hm'ing different shapes but similar sizes especially for particles 

of aspect ratio Te > 1.0. The strong dependence of the controlled orbit on the 

aspect ratio of the particles demonstrated in this work may have many appli­

cations such as the dE'wlopmE'nt of new processing technologies. The existence 

of chaotic parametric regimE's in the problem considered in this work and the 

possibility of control of its chaotic behaviour (Ott et at. 1990) allows the pos­

sibility of many applications including the development of computer controlled 

intelligent rheology. Since the chaotic phase space is an unlimited reservoir of 

periodic solutions (Giiemez et at. 1994) a particle of a particular aspect ratio 

can be forced to oscillate in anyone of the orbits and can be picked up from 

there effectively. Though the results presented herein represent a preliminary 

analysis of the problem considered in dilute suspensions, the existence of chaos 

and hence its controllability and the strong dependence of the results on the 

aspect ratio of the controlled orbit suggest that these results may have many 

potential applications. As an example, we also focus on the more efficient 

separation of particles by aspect ratio through control of chaos. 

The novel algorithm of controlling chaos based on parametric perturbation 

shows some advantages over other methods. One of the main advantages of the 

novel control technique proposed is the possibility of pre-targeting the length 

of the control period by suitably engineering the control technique. We have 

also demonstrated some other advantages of the novel technique such as the 

possibility of switching behaYiour, pre-targeting the period, stabilizing high 

period solutions etc. oyer two ,,-ell-known algorithms such as control by periodic 

parametric perturbation and control by addition of a second weak periodic force. 
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We have also demonstrated the applicability of the novel technique in models of 

physical s~·stems. \Ve have also successfully implemented the new algorithm in a 

rather difficult problem such as the control of the dynamics and the rheological 

parameters of periodically forced suspensions of slender rods in simple shear 

flmy and also in the Bonhoeffer-Van der Pol (B\ 'P) oscillator (Rajasekar and 

Lakshmanan 1993). 



Chapter 2 

The Dynamics of a Periodically 
Forced Spheroid in Simple Shear 
Flow 

2.1 Introduction 

There is considerable literature on the dynamics of particles in a variety of 

linear flows (Altan et al., 1989, Leal and Hinch, 1971 and references therein). 

They have considered the dynamics of a particle without external force fields. 

Szeri et al. (1992) have analyzed the motion ofrigid particles in time dependent 

flows. However their results are qualitatively different since they preclude the 

possibility of chaotic motions, since their equations reduce to a set of two first 

order nonlinear ordinary differential equations. Strand and Kim (1992) have 

recently developed a theory of the dynamics and rheology of nonspherical par­

ticles in constant external force fields in simple shear flow. Strand (1989) has 

developed a theory of the dynamics and rheology of nonspherical particles in 

oscillating external force fields in simple shear flow. However the technique of 

Fourier expansion in higher harmonics of the driving frequency of the external 

field, he has used, will yield incorrect results in the case of chaotic dynamics 

or dynamics containing subharmonic frequencies. A brief review of rheology 

is given in the first chapter of this thesis. This chapter explains the develop­

ment of equations of a model of the dynamics of suspensions of small dipolar 

14 
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spheroids of finite aspect ratio ill simple shear flow under the effect of externally 

induced periodic fields. 

2.2 Assumptions in the model 

A llumber of reasollable assumptions are necessary in any mathematical formu­

lation of a fluid dynamic s!'stem to simplify the mathematics and to analyze 

the characteristic behaviour of the system. The equations governing strongly 

viscous behavior (sufficiently slow flow) are called the creepillg motion (Stokes) 

equations (Happel & Brellller 1986). In reality there is no fluid flow s!'stem 

without inertial effects and exhibiting only viscous effects. The ratio of iner­

tial forces to viscous forces is called the Reynolds number. In strongly viscous 

Bo\\', the Reynolds number is "ery small. In this work, it is assumed that the 

Bo\\' is sufficiently slow so that the inertial terms are negligible compared to 

viscous terms in the mathematical formulation, i. e. is the Reynolds number is 

taken as zero in the development of the model. This assumption is realistically 

validated, since there are many multiparticle suspensions involving sufficiently 

slow flow or sufficiently small particles that the Reynolds number is negligibly 

small. 

It is also assumed that the number of particles per unit volume is small 

enough that the motion of an individual particle is not affected by motion of 

other particles. Such suspensions not involving particle-particle interactions 

are called dilute suspensions. The dynamics of a single particle suspension is 

considered in this analysis. 

One more assumption made in this work for a fruitful analysis is regarding 

Brownian motion. The equations solved numerically in this work are obtained 

by neglecting Brownian motion. However there will be round off errors in 

the solution of the equations by numerical computation. This round off error 

can be considered as a white noise or weak Brownian motion. Therefore our 
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computational analysis is Y<llid in the case of weak Brownian motion, eyen 

though the governing equations are formulated by neglecting Browuian motion. 

The effect of Brownian motion is characterized by Cl non-dimensional number 

called the Peclet number. The Peclet number is defined by (Brenner 197-1) 

where, 

J The shear rate 

Dr Rotary diffusiYity 

By definition it is clear that the Peclet number is large for Weak Brownian 

motion. Hence our analysis is valid in the case of very high Peclet number. 

Experimental data is available in good agreement with theoretical predic­

tions made under these assumptions (Happel &, Brenner 1986). 

2.3 The development of the model 

The general equation governing the effect of an externally induced torque on 

small particles possessing fore-aft symmetry immersed in linear flows, as deyel­

oped by Brenner (1974) is given by: 

(2.1 ) 

where cK, rK, T are intrinsic properties of the particle, which depend upon the 

geometric configuration of its wetted surface, L is the torque about the cent er 

of the particle exerted by the fluid on the particle, U - V is the translational 



Chapter 2. The dynamics of spheroids 17 

slip velocity. n - w is the rotational slip velocity. Il.o is the viscosity of the fluid 

and 5 is the rate of deformation tensor given by 5 = ~ [,\V + \7V T]. Here the 

negatiw of the torque, - L can be considered as the externally induced torque 

on the particle, since when an external torque is applied on the particle, the 

particle exerts the same torque on the fluid and hence the torque exerted by 

the fluid on the particle is equal in magnitude but opposite in direction. The 

components of the above equation 2.1 can be expressed as 

(2.2) 

",here cki ) = 0 for any particle possessing fore-aft symmetry, L = (L1' L 2 , L 3 ), 

n = (D 1, D2 , 0 3 ), W = (W1' W2, W3), V = (V1' ';. l3) and U = (U1, U2 , U3). Let 

U = (U1' U2, U3) be the unit vector determining the orientation of the particle. 

using Brenner's notation (Brenner 1974) we have 

(2.3) 

In the expressions 2.3, TKij and Tijk are dimensionless quantities, TKII , TKl.. and 

T depend upon the geometric configuration of ,,'etted surface of the particle, 

~ denotes the particle volume, 6ij is the Kronocker delta function and fijk is 

the permutation symbol. The Kronocker delta function and the permutation 

symbol are defined by 

and 

6ij = 1 if i = j 

= 0 ifi =I- j 
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t0k = 1 ifijk = 123,231,312 

= -1 if ijk = 213,321,132 

= 0 if any two symbols are equal 

Applying the abow expressions, the equations 2.2 can be reduced to 

Li = G1'~/Jo [(Uiu/KII + (c5ij - V{lLjtI{l.) (Wj - OJ) 

- (tij/U/ill; + tikl 1L l 1Lj) TSjl; 1 

2.4 Simple shear flow 

18 

(2.4) 

(2.5) 

In this section, we find the equations governing the dynamics of periodically 

forced particles possessing fore-aft symmetry suspended in a simple shear flow. 

Let 'Y be the shear rate, y is the y- coordinate and ix is the unit vector in 

the x-direction. Then the undisturbed flow field of simple shear flow is given 

by 

by, 0, 0) (2.6) 

Hence, the velocity gradient tensor is given by 
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Hence the rate of shear tensor is given by 

Hence, I 
2 

where Sij are the components of S. The vorticity tensor is defined by 

w 
1 
-(\7 x V) 
2 
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I (0 0 --) 
" 2 

(2.8) 

The equation of motion then reduces to 

L1 -6VpILo [[Aui + 7\.dn1 + AU1U2n2 + AU1U3(~ + n3 ) + U1U31'T] 

L2 -6VpILo [AU 1u2f2 1 + [Au~ + rK.dn2 + AU2U3(~ + n3 ) - U2U31'T] 

L3 -6VpILo [AU1U3f21 + AU2U3n2 + [Au~ + rK.d(~ + n3 ) 

+ (u~ - uihT] (2.9) 

where A = rKII - rJ{l. and L = (L1' L2, L3)' 

The above equations 2.9 can be written in the matrix form, 

( 

L1 + 6VpILoU1 U31'T ) 
L2 - 6\~ILoU2U31'T 

L3 + 6VpILo(U~ - uihT 

Solving the above matrix equation by matrix inverse method for n1, f22 and 

f23, we get a set of equations: 
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Dl (rJ{J.)-l [-(G'~/lO)-lLl + A(G'~/l/I\II)-llLl(U· L) - lL1U31'T] 

D2 (7(d- l [-(G'~/lO)-lL2 + A(G~~/l/J{II)-lll::!(U· L) + 1121l31'T] 

D3 (rJ{J.tl [-(G'~/lO)-lL3 + A(6~~/l/I\II)-11l3(U. L) 

(2.10) 

where u . L = ulL l + 112L2 + 'lL3L3. Realizing that u = n x U = fijkDjUk, the 

following equations are obtained in Ul, 'iL2, U3 

Ul CK.d- l 'lL2(1 - 2U1 2)i'T + ~U2 - (GFp /L/J{.d- l (U3L2 - U2 L3) 

U2 CK.d- lul(l - 2ul)i'T - ~Ul - (G'~/L/K.d-l(U1L3 - u3Ld 

U3 -2CKJ.)-lUlll2U31'T - (GVp/L/K .d- l
(U2Ll - ulL2) (2.11) 

Note that Ul, U2, U3 denote the x, y, z components of the unit vector u 

along the axis of symmetry which determines the orientation of the spheroids, 

respectively. If for example ,,'e consider a situation where an electric or magnetic 

field is imposed on the particle, the torque induced on the particle ( - L) is given 

by L = k x u in the case of a constant force field and L = k x U cos (wt) in 

the case of a periodic force field. k can be considered to be the orientation 

independent part of the torque or its magnitude. It can also be considered as 

a vector representing the interaction between the external field and a dipole 

either induced in the body or one already present in the body, as, for example, 

a single domain magnetic particle. Let kl' k2 and k3 be the x, y, z components 

of k, w be the frequency of the driver and t be the time. Substituting the 

expression 

(2.12) 
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in 2.11, the equations gm·erning the dynamics are obtained as 

(2.13) 

in the case of Cl constant force field and 

HI CI\".d- 1'1l2(1- 2U12hT + ~U2 + (m/~/L/I{.d-lal cos(wt) 

'112 (7{.d-1Ul (1 - 2ulhT - ~Ul + (m~Jl/I{1.)-la2 cos(wt) 

U3 -2CKl.)-lUl U2U31'T + (6Vpp/Kl.)-la3 cos(wt) (2.14) 

in the case of a periodic force field, where 

al 113(U3 kl - u 1k3) - U2(u 1k2 - u2 kd 

a2 Ul(u 1k2 - U2 kl) - U3(U2k3 - U3 k2) 

a3 U2(U2 k3 - U3 k2) - Ul(U3kl - u1k3) 

2.5 The factor B 

The orientational dynamics of periodically forced small spheroids in simple 

shear flow has been analyzed for IEI :S 1, where E = (r; - l)/(r; + 1) and 

we observed chaotic dynamics of the particle under the action of a sinusoidal 

driver. 

2.6 The spheroid 

The equations presented in the above section are the general equations govern­

ing the dynamics ofaxi-symmetric particles possessing fore-aft symmetry under 

the action of a periodic force suspended in simple shear flow. The constants 
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TJ(l.. and T in the equations are functions of the mat('rial constants. The ma­

terial constants are again functions of the aspect ratio re. Suitable expressions 

for the material constants appearing in the equations governing the dynamics 

for "arious axisymmetric particles possessing fore-aft s~'lllmetry are available in 

the literature (Brenner 1974) in terms of the geometrical configuration of the 

wetted surface of the particle (i. e. in terms of the particle aspect ratio, re). "Ve 

substitute the expressions for the constants in the ('quat ions depending upon 

the shape of the particle under study. Hence the equations can be used as such 

for various particle shapes like oblate and prolate spheroids; dumbells; circular 

disks: s~'lllmetrical double cone; circular cylinder etc. by using the appropriate 

expressions for the material constants occurring in the equations. 

As a first case of the development and analysis of the problem under study, 

we stud~' the dynamics of periodically forced spheroids in simple shear flow. 

Since most particles can be approximated as spheroids (Bretherton 1962), the 

analysis presented in this work has wide applicability. The relevant material 

constants for spheroids as given in Brenner (1974) are 

in which 

f3 

f3 

TKl.. 2(r; + 1) 

3(r;all + al..) 

N 
2(r; - 1) 

5(r;all + Gl..) 

T ~N 
6 

r2 
al.. (r; ~ 1) (1 - ~) 

2 2 
all (2 ) (reS - 1) re - 1 

In[re + (r; - 1)1/2] 

r (r2 - 1)1/2 e e 
if re > 1 

cos- 1 (re) 
re(1- r;)1/2 

if re < 1 

(2.15) 
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\\'here the particle axis ratio. Tt' of the spheroid is defined as Te = a/b, a, = polar 

radius and b = equatorial radius. The volume of a spheroid is gi"eu by 

v. - 471' b2 
p - a 

3 

The material constants can be derived for long slender bodies by taking 

the limiting case Te ~ x. The material constants are same as the material 

constants in Strand and I\:im (1992). The equations reduce to the equations 

of the dynamics of long slender rods in simple shear flow as developed by 

Ramamohan et af. (199-1) in the limiting case. 

2.7 The dimensionless equation 

The quantities 1, ILo , lip, k1• k2' k3 and w appearing in the above sets of equations 

2.13 and 2.14 are dimensional quantities. It is convenient to characterize the 

system by means of dimensionless quantities to reduce the number of parame­

ters to the essential minimum. The particle axis ratio of the spheroid is defined 

as Te = a/b, as stated abm·e. All the quantities that appear in the analysis will 

be scaled as follows: 

Length a 

\'elocity ha[S: SP/2 

Time J/h[S : SP/2 

Frequency h[s: SP/2/J 

volume a3 

Torque ha3 [S : S]1/2JLo (2.16) 

Here JF( is the Jeffery period (Jeffery, 1922) defined as 
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After scaling all quantities that appear in the analysis as above, we get the 

following equations 

Ul PU2(1 - 2U1 2) + QU2 + Ral 

U2 - PUl(l - 2U22) - QUI + Ra2 

in the case of a constant force field and 

Ul PU2(1 - 2Ul 2) + QU2 + Ral cos(wt) 

U2 PUl(l - 2ul) - QUI + Ra2 cos(wt) 

in the case of a periodic force field. 

where, al - U3(U3kl - u1k3) - U2(u 1k2 - U2kl) 

a2 Ul(u 1k2 - U2 kl) - U3(U2 k3 - U3 k2) 

a3 - U2(U2k3-U3k2)-Ul(U3kl-Ulk3) 

(2.17) 

(2.18) 

P 7r(r; - 1) Q = 7r(r; + 1) R = 3r~[(2r; - 1),8 - 1] 
re' re' 8(r~-1)' 

In[re + (r; - 1)1/2] cos-l(re) 
,8 = or 

re(r~ - 1)1/2 re(1 - r~)1/2 

with ,8 depending on the axis ratio re being> 1 or < 1, it is the rate of change 

of the orientation vector; Ui is actually udlul since we have derived equations 

2.17 and 2.18 based on the assumption that u is a unit vector. As can be seen, 

the equations 2.18 depend on the aspect ratio of the particle and also depend 

on the magnitude and frequency of the external force field. In the subsequent 

chapters we analyze the dynamics of periodically forced spheroids in detail. We 

note that equation 2.18 satisfies the condition u . it = O. This implies that as 

Ul, U2 and U3 evolve with time, from the given initial condition lul = 1, the 
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magnitude of the vector u remains at unity. Thup the three equations listed 

above can be reduced to a system of two non linear non autonomous ODEs. 

This system of equations 2.18 was converted into five coupled autonomous first 

order equations, with two const.ants of integration by Cl standard transformation, 

Hao Bai-lin (1989). Howewr the method of Hao Bai-lin (1989) leads to some 

numerical errors during long computations. To avoid this we use the equations 

2.18 for our calculations. 

2.8 The limiting value of w 

The Stokes equations are obtained from the Navier-St.okes equations by setting 

the Reynolds number equal to zero. Experimental observations show that the 

theoretical predictions based on the Stokes equations are in good agreement 

with experiments on systems with very low Reynolds number. This shows that 

simulations based on the Stokes equations are valid for experiments of ,-ery low 

Reynolds numbers. The ma.ximum value of the Reynolds number for ,,-hich 

predictions based on the Stokes equations are valid is about 0.1. Hence our 

analysis is valid for low Reynolds number. The Reynolds number Re is given 

by 

Re 

where, 

l a characteristic length of the system 

v a characteristic velocity of the flow field 

p The density of the viscous fluid 

f1 The viscosity of the fluid 
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In our analysis two expressions z;y and Lw can be considered as the char­

acteristic velocities of the flow. Hence two different expressions for the same 

Reynolds number will be obtained by substituting h and Lw separately. Since 

the frequency (w) of the external force is scaled with respect to J and the 

reciprocal of the shear rate -y, it can be expressed as 

.'Y w=w -
J 

where w· is the scaled frequency of the external driver. Therefore the two 

expressions for the same Reynolds number can be written as 

Re 
L2-yp s: Re (critical) --

J.L 

Re 
L2-yp w· 

S:Re (critical) (2.19) - ---
J.L J 

Comparing these expressions, we can find that the maximum possible value of 

w· / J for which the quasi-static Stokes equations are valid is 1. Therefore the 

value of the scaled quantity w· for which our analysis is valid is such that 

w· 
-< 1 J -

It can be concluded that the maximum scaled value of w·, corresponding to 

the limit where the quasi-static Stokes' equations are valid corresponds to J, 

since the frequency of the driver is scaled with respect to the Jeffery period 

and the incident velocity is scaled with respect to the average shear rate. In 

the dimension less equations 2.18 given in the section 2.7, w· is denoted as w for 

convenience. 

2.9 The equations in spherical coordinates 

The equations for Ul, U2 and U3 can be converted into equations for () and q; 
where () is the azimuthal angle and q; is the polar angle corresponding to a given 
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e 

x 

Figure 2 .1 : The coordinate system. 

vector tL (shown in Fig. 2.1) by the relations 

6 -I (v'UI'+U,,) tan 
UJ 

tan-I (u,/utl 

27 

y 

(2.20) 

The equations for 'Ill, U2 and 'Ill under the above transformation change as 

dO P 
dt - "2 sin 26 sin 2<1> + Rlcos 6 cos q, kl + cos 6 sin q, k, - sin 0 kJ ] cos(wt) 

dq, P Q R[-sinq,kl+cosmk,] () (2.21) - cos 2ifJ - + . 6 cos wt 
dt sm 

We note that the equation for 4> has a singularity at () = O. This singularity 

probably appears oecause when () = 0, 'Ill = 'Il2 = 0 as is evident from Fig. 2.1 

To remove the singularity we consider the following equations 
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d() 

dt 
d<fJl 
dt 

~ sin 2() sin 29 + R[cos () cos <fJ kl + cos () sin 9 k2 - sin () k3 ] cos(;.ut) 

~ <fJ cos e sin 2e sin20 + sin e(p cos 2<fJ - Q) + R[( - sin <p k1 + cos <fJ k2 ) 

+<fJ( cos2 
() cos 0 k1 + cos2 

() sin <fJ k2 - sin () cos e k3) ]cos(u.:t) (2.22) 

where cP1 = (<fJsin()). 

2.10 The computational procedure 

The three sets of equatiolls 2.18, 2.21 and 2.22 were soh'ed independ,ently using 

a standard 4th order Runge Kutta method with adaptive step size (Press et 

al., 1986). The accuracy of the computations was checked by requiring that the 

magnitudes of Ul, U2 and 113 remain within 0.1 % of the initial value and also by 

requiring that the solutions obtained by integrating equations 2.18, 2.21 and 

2.22 gave similar attractors and equal Lyapunov exponents. It was generally 

noted that a tolerance of 0.001% in the integrator (Press et al., 1986) was 

required to achieve this precision. The Lyapunov exponents of the equations 

were calculated using the scheme of Kantz (1994). The equations for iJ and ~ 

when integrated numerically, did not lead to any problems with the singularity 

at () = 0 and we obtained the same results as that obtained by the other two 

sets of equations. 

We note that the equations for iJ and ~ reduce to Jeffery's (1922) equations 

in the absence of the external force field. We also note that the above equations 

for iJ and ~ decouple in the absence of kl and k2 . Hence the presence of an 

external force field \vith either kl or k2 is necessary to obtain chaotic solutions 

in this system. 



Chapter 3 

Chaotic Dynamics witl1 a 
Potential Application to Particle 
Separation 

3.1 Introduction 

In the preyious chapter, "'e described the formulation of a set of equations 

governing the dynamics of periodically forced spheroids in simple shear flow 

based on a model given by Brenner (1974). The control parameters that can 

be varied in equations 2.18 and 2.21 are kl' k2, k3, wand re' The evolution can 

be simulated in a computer for different values of these control parameters. 

In what follows ,ye vary one of the control parameters in 2.21 by keeping the 

others constant for a systematic simulation. A number of chaotic regimes have 

been established by the simulation for these parameters. 

3.2 Existence of chaotic regimes 

As a first step in analyzing the properties of the equations derived in this 

\York, we set kl = k3 = 0 and varied k2 between 0.0 and 20.0 for re = 1.6 

and between 0.0 and 100.0 for re = 0.4 and kept w equal to J. Vie expect 

the greatest complexity of the solutions of these equations for this particular 

choice of parameters, since k2 is responsible for the greatest opposition to the 

29 
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hydrod~'namic torque due to the imposed shear Hem' field. At 1.:2 = 0, Jeffery's 

results are reproduced and all solutions of the equations starting from different 

initial conditions tend towards a fixed point in the stroboscopic plot. 

\Ve fan the program for 2500 points of the Poincare section (stroboscopic 

plot) and deleted the first 2250 points to remove the transients. All runs "'ere 

started "'ith the initial conditions fJ = cP = 45°. For each trajectory we evalu­

ated 100 points in each cycle which resulted in 25000 points of the trajectory 

after the transients are removed. We obtained identical results "'hen 9 "'as 

replaced by -cP. As a test case when we ran the program for e = 90° the 

trajectory plot reduced to a continuous curve, indicating regular behaviour for 

all the values of k2 considered. At k2 = 0.03 for Te = 1.6, the attractor slowly 

begins to broaden from a continuous curve and the Lyapunoy exponent first 

becomes positive. There are a number of regular regimes in bet"'een the chaotic 

regimes. In our system, chaos usually appears as a broadening of the attractor 

as can be seen from the example given in Fig. 3.1. In certain regimes as in Ra­

mamohan et al., (1994) the attract or broadens to such an extent that a subset 

of the phase space is completely filled. Ramamohan et al. (1994) have analyzed 

the orientational dynamics of periodically forced slender rigid rods in simple 

shear How under the action of a sinusoidal driver. Our equation 2.21 reduces 

to equations 2.6, 2.8 and 2.9 of Ramamohan et al. (1994) after suitable scaling 

and letting Te tend to 00. Ramamohan et al. (1994) also kept kl = k3 = 0 and 

varied k2 between 0 and 1 w "'as kept equal to 1 in Ramamohan (et al., 1994). In 

Ramamohan (et al., 1994) at k2 = 0.005 the attract or slowly begin to broaden 

compared to k2 = 0.03 for Te = 1.6 in this work. Ramamohan et al. (1994) 

observed transient chaos at k2 = 0.25. However for T e = 1.6 we first obtained 

transient chaos at k2 = 4.5. In this work we have tentatively identified chaotic 

regimes of the parameter k2 namely for T e = 1.6. Based on a similar analysis 

we obtained a chaotic regime for Te = 0.4. 
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One paper rrsulting from this "'ork has been accrpted for presentation in 

an international conference. ICTAM held in JAP.-\I\. 1996. 

3.3 Results on separation technique 

During our computations. \Ye noted that the results of the computations are 

vcry sensitive to the aspect ratio of the particle in SOllle parameter regimes as 

given in Fig. 3.2 for (;.,' = J. In the case of constant external fields (i. e. >.k' = 0) 

in the sallle parametric regimes \Ye obtained regular behaviour. For 7'(' > 1.0, 

we obtained nearly the same fixed point in the Poincare section for all initial 

conditions in the case of a constant force field. This suggested the possibility 

of separating particles based on this observation. 

To develop quantitati"e results based on this obsen'ation, we divided the 

range of possible orientations namely [-90° , 90°] in both () and <p "ariables 

into 7 equal intervals resulting in 49 equal sized grids. We then computed 

the evolution of initially uniformly distributed particles of different aspect ratio 

within the range of Te equal to 0.2 to 2 in steps of 0.2. 'Ve followed the evolution 

of the initially uniformly distributed particles within the above range of particle 

axis ratios under the effect of constant, periodic and zero force fields. We 

followed the evolution of the ensemble of particles from 3001 to 5000 points of 

the Poincare section in the case of periodic, constant and zero forces. In all 

cases we calculated the number of particles in each grid on every 4th iteration 

of the Poincare section of the evolution equations resulting in a total of 500 

values for periodic, constant and zero forces. We noted the grids in which the 

total number of particles was greater than or equal to 5 and also noted the 

number of particles in each grid only if the particle occurred in that grid in 

more than 10 iterations in all the cases. "re denote these values as T e , II and l2' 

where T e , II and l2 denote the aspect ratio, total number of occurrences of the 

grid and total number of particles in the grid on the average respectively and 
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Figure 3.1: The trajectory plot of Ut vs. U2 for initial conditions B = 
45°, <p = 45° ) w = J = 21T(re+r;t), r e = 1.6 and (1) k2=1.0 (2) k2=2.0 
(3) k2~3.0 (4) k2~3.5 (5) k2~4.0 (6) k2~4.5. 

32 



Ch;,pter 3. Chaotic dynamics with potentia l application 
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Figure 3.2: The attractor (trajectory plot) for kl = k3 = 0, k2 = 10, 
initial conditions 9 = 45°, 4> = 45°, w = J = 21f{re + r;l) (1) re = 0.2 
(2) r, ~ 0.6 (3) r, ~ 1.2 (4) r, ~ 1.6 
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prepared tables for these yalues. Since our preliminary computations indicated 

the greatest sensitivity of the results to the aspect ratio at k2 = 10, we ran the 

program for k2 equal to 9.0, 10 and 10.5 for periodic and constant forces. 

In the case of constant forces, all the attractors for different aspect ratios 

resulted in a continuous curve and the maximum Lyapunov exponent was zero 

for all initial conditions, indicating regular behavior. Similar results were ob­

tained for zero forces. In the case of periodic forces, the attractors resulted 

in a broadening of the torus or a completely filled subset of the phase space 

and the maximum Lyapuno\' exponent was positive, indicating chaotic behav­

ior. The LyapunO\' exponent of the time series was calculated using the hantz 

(1994) method. For aspect ratios greater than or equal to 2, all the at tractors 

reduce to a continuous cun'e for all initial conditions and forces k2 =9.5, 10 

and 10.5, indicating regular behayior. The tables for the cases of k2 = 9.5, 10 

and 10.5, considered for both periodic and constant forces and for zero force 

were prepared for a detailed analysis of the separation technique. A sample of 

the tables are given in Tables. 3.1 and 3.2. 

As can be seen from the sample tables, there is a possibility of separation 

of particles by aspect ratio based on a judicious combination of periodic and 

constant forces. A detailed analysis of all the tables indicates that particles 

of aspect ratio 0.2 alone can be separated from a mixture containing particles 

of different aspect ratios by applying a constant force k2 = 0, since particles 

of aspect ratio 0.2 alone occur on some extreme grids on the boundary of the 

tables. This suggests that particles of this aspect ratio alone can be separated by 

applying a zero force. In the case of particles of aspect ratio 0.4 a constant force 

between 9.5 and 10.5 appears to be sufficient for separating these particles alone. 

For separating particles of aspect ratio 0.6, it is desirable to apply a constant 

force between 9.5 and 10.5. Here particles of this aspect ratio alone occur in 

the centre grids for constant forces. Based on a similar analysis, periodic forces 

leading to chaotic dynamics or constant forces leading to regular dynamics of 
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cP 

90.0 

64.3 

38.9 

12.8 

-12.9 

-38.6 

-64.3 

-90.0 

000 re = 0.2 
*** re. = 0.4 
<l<l<l re = 0.6 

o * 

0 

0 

0 

o * 

*** re. = 0.8 
000 Te. = l.2 
••• re. = 1.4 

+x 

+x 

EBEBEB re = l.6 
+++ rt, = l.8 
x x x re = 2.0 

o * 

0 

0 

0 

o * 
-90.0 -64.3 -38.6 -12.9 12.8 38.9 64.3 90.0 

e 

Table 3.1: Distribution of the evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 0, W = 0, 5 ::; II ::; 49 
and 10 ::; l2 ::; 500, where II is the total number of particles in the grid 
on the average and l2 is the total number of occurrences of the grid. 
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90.0 

64.3 

38.9 

12.8 

<P 

-12.9 

-38.6 

-64.3 

-90.0 

000 re = 0.2 
*** re = 0.-1 
<l<l<l re = 0.6 

o * 

o * 

EB 
* 0 • * o * <l * <l 

EB EB+ 
0 * 0 • 

EB+ 

* • 0 

EB+ 
o • 

o * 

*** re = 0.8 
000 re = 1.2 
••• re = 1.4 

EBEBEB re = 1.6 
+++ re = 1.8 
xxx re = 2.0 

+ 
• 

o * 

o * 

EB+ 

* * 0 • 
o * <l * <l o * <l * <l o * <l 

EB+ EB 
* 0 * * 0 * 0 • 0 

EB EB EB+ 
o • * 0 • o • • * o * 

EB+ x EB+ EB+ EB + 
o • o • o • 0 • 

0* 

-90.0 -64.3 -38.6 -12.9 12.8 38.9 64.3 90.0 
() 

Table 3.2: Distribution of the evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 10.0, W = J = 
27r(re + r;l), 5 ::; II ::; 49 and 10 ::; l2 ::; 500, where II is the total 
number of particles in the grid on the average and l2 is the total number 
of occurrences of the grid. 
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the particles can separate particles of aspect ratio· 0.8 alone. How('wr in this 

case, a constant force is preferable to a periodic force, since such particles are 

spread over a large number of grids in the case of a periodic force. 

Furt her analysis of the tables indicate that the considered forces are not 

preferable for separating particles of aspect ratio 1.2 alone. A similar analysis 

shows that for particles of aspect ratio 1.4 a periodic force is desirable to sep­

arate particles from a mixture containing this particle. For particles of aspect 

ratio greater than or equal to 1.6 individual separation may not be possible. 

Howewr there is a possibility of separating particles of aspect ratio 1.8 by 

appl~·ing a periodic force of magnitude k2=10, with the limitation that the oc­

currence of these particles alone are sensitive to small changes in the magnitude 

of the periodic force. For particles of higher aspect ratio, particles appear in 

combination with particles of lower aspect ratio in all cases. Hence if particles 

of lower aspect ratios hm·e been separated out as explained earlier, particles 

of higher aspect ratios can be separated from the mixture. In general periodic 

forces are preferable to constant forces and zero forces for separating particles 

of aspect ratio re > 1. However for particles of aspect ratio re 2: 1.6 individual 

separation is not possible in this analysis. 

It has been generally noted that chaotic behavior gives better separation 

than regular behavior, especially in the case of particles having aspect ratio 

greater than or equal to 1.6. A possible design for this separation of particles 

with different aspect ratios based on the differences in the orientation of the 

particle may consist of a base plate having grooves along different orientations 

so that when the particles are oriented in such directions, they settle in a 

particular groove and can be separated out. 

We believe that there is both important new physics and the possibility of 

new technology in such separations, since they could lead to better character­

ization of real suspensions for a study of their physical properties. This work 

also demonstrates the existence of chaotic parametric regimes in the problem 
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considerl'd. This result lllay have considerable impact on the analysis of the 

practical applications rl'ferred to in the introduction. \"one of the authors deal­

ing with the practical application of this problem han> considered the existence 

of chaotic parametric regimes in their work. 

Qne paper resulting from this work has been published ill Rheol. Acta 

(1995). Germany. This paper has also been Listed in the Current World Liter­

ature section of Current Opinion in Colloid and Interface Science 1/4, 

1996. 



Chapter 4 

A New Class I Intermittency 

4.1 Introduction 

After the .discovery of chaos there arose lots of questions regarding the routes to 

the development of chaotic behaviour. What is the scenario behind the transi­

tion from regular beha,-iour to the chaotic behaviour as the control parameter 

is varied? Are there any universal patterns or sequences for this transition? 

Different routes to chaos have been reported in the chaos literature. The period 

doubling route to chaos, quasi periodic route to chaos, intermittency route to 

chaos, crisis induced intermittency route to chaos etc. are some of the widely 

accepted scenarios. These routes to chaos are the ways in which the laminar 

flow loses stability and becomes chaotic. Manneville and Pomeau (1979) intro­

duced the intermittency route to chaos in the Lorenz equations. The so-called 

intermittency occurs when nearly regular behaviour (laminar flow) is intermit­

tently interrupted by chaotic outbreaks (bursts) at irregular intervals. As the 

control parameter is increased (or decreased), the strength of the chaotic burst 

also increases and finally the system ends up in fully chaotic behaviour. One 

of the routes to chaos is the class I intermittency route to chaos. 
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4.2 Class I intermittency 

The scenarios describing the creation or destruction of a chaotic attractor as a 

parameter is varied are also important in the field of dynamical systems. It is 

interesting to see what happens in a dynamical system as the control parameter 

is changed. If the trajectories in phase space of a dynamical system before 

and after a specified value of the control parameter are qualitatively different, 

then the qualitative difference is called a bifurcatioIl. The transition from a 

stable periodic orbit to an unstable periodic orbit is a qualitative change. If 

branches of stable and unstable periodic orbits coincide at a particular value of 

the control parameter, then such a bifurcation is called cyclic-fold bifurcation. 

Assume that a dynamical system is under the influence of cyclic-fold bifurcation 

at a particular value (say A) of the control parameter in such a way that the 

attractor is a limit cycle for all values of the control parameter less than the 

particular value, A. At the same time it is impossible to determine the system 

behaviour for values greater than A by local bifurcation analysis. 

The behaviour after bifurcation can be analyzed by numerical computations. 

One possibility is that the attractor before bifurcation may be switched onto 

a new attractor in which the old attractor will be a proper subset of the new 

attractor. The analysis of the time series obtained by computer simulation 

shows that an orbit in the attractor after the bifurcation point stays back near 

the destroyed limit cycle for a long time and is interrupted by chaotic bursts. 

The orbit near the destroyed limit cycle is called the laminar phase and the 

chaotic burst between the laminar phases is called the turbulent phase. As the 

control parameter is increased (or decreased in some other cases) the average 

time spent by the chaotic bursts in the attractor tends to infinity the attractor 

become fully chaotic. This type of transition from periodic behaviour to chaotic 

behaviour via a cyclic-fold bifurcation is called the intermittency route to chaos 

of class I. The existence of the mechanism that reinjects the trajectory lying 
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III the chaotic bursts to the vicinity of the limit cycle is necessary for the 

intermittency route to chaos. If not, the orbit will never revisit the vicinity 

of the limit cycle. A detailed treatment of different types of intermittency 

routes to chaos is available in the literature (Pomeau and Manneville 1980; 

Hilborn 1994; Nayfeh and Balachander 1995). \,ye observed a new type of class 

I intermittency ill the dynamics of periodically forced spheroids in simple shear 

flow which is discussed in the following section. 

4.3 Results on the new class I intermittency 

In this section we report a physically realizable system in which the possibil­

ity of an interesting and novel type of Class I intermittency, namely, a non 

hysteretic form of Class I intermittency with nearly regular behaviour inter­

rupted by chaotic outbreaks (bursts) with nearly regular reinjection period is 

demonstrated. The bursting process was irregular in almost all previous com­

putational and experimental studies of Class I intermittency. Price and Mullin 

(1991) have observed experimentally a similar type of phenomenon in which 

a hysteretic form of intermittency with extreme regularity of the bursting is 

observed. The system described in this section appears to be one of the very 

few ODE systems describing a physically realizable system showing a non hys­

teretic form of Class I intermittency with nearly regular behaviour interrupted 

by chaotic outbreaks (bursts) with nearly regular reinjection period. We also 

present appropriate return maps to explain the behaviour observed in this work. 

The system also shows certain interesting features such as new scaling behaviour 

away from the onset of intermittency and the number of the bursts during a 

particular realization varying smoothly with the control parameter. We discuss 

and compare the model of Class I intermittency with the new type of intermit­

tency. The comparison with the theoretical predictions of Class I intermittency 

shows scaling typical of Class I intermittency. The average length of the burst 

also scales with the control parameter with zero slope. 
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The phenomenon of Class I intermittency with nearly constant reilljection 

period, we observed in this work was obtained in the parametric regime 10.6 :::; 

k2 :::; 12.44. \-Ve report the results for 0.01 :::; () :::; 40° and for all "alues of 

cP in steps of 20° which results in 15 initial conditions for a given parameter 

value. The evolution of the particle upto 2150 cycles was computed and the 

results are presented for Tt" = 1.6, w = J = 2iT(re + r;l), and kl = k3 = 0,. For 

the trajectory we evaluated 100 points in each cycle which resulted in 215000 

points and deleted 200000 points (2000 cycles) as transients. It was found to be 

sufficient to concentrate on the remaining 15000 points of the trajectory to study 

the new behaviour, because when the number of iterations was doubled the only 

change in the observed behaviour was a doubling in the number of bursts with 

no other change in the dynamics. We expect the greatest complexity of the 

solutions of the above equations for this particular choice of parameters, since 

k2 is responsible for the greatest opposition to the hydrodynamic torque due 

to the imposed shear fiow field. For k2 = 0, Jeffery's results are reproduced 

and all solutions of the equations starting from different initial conditions tend 

towards a fixed point in the stroboscopic plot. Upon changing k2 we observed 

a number of chaotic regimes of the parameter k2 as well as a number of regular 

regimes in between the chaotic regimes. The phenomena we wish to report in 

this work lies in the parameter regime 10.6 :::; k2 :::; 12.44. We also confine 

ourselves to the value of 0.01 :::; () :::; 40° and 0° :::; cP :::; 90° in steps of 20°. This 

choice of initial conditions and range of k2 results in interesting behaviour with 

clear evidence for the new behaviour, namely Class I intermittency with nearly 

constant reinjection period. For all values of k2' () and cP within the above range, 

the system shows similar behaviour. 

The analysis of the time series and the attractor shows the existence of a 

tangent bifurcation which leads to the novel behaviour of Class I intermittency 

with nearly constant reinjection period. The maximum Lyapunov exponents 

of both the time series of the bursts (denoted by X) and the laminar phase 
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(denoted by Y) were positive and entirely different. Fig. 4.1 shows a superposi­

tion of the trajectories corresponding to the laminar phase and the bursts and 

Fig. -1.2 shows the corresponding time series. During the bursts, the trajectory 

moyes away from the vicinity of the laminar region as is evident from Fig. 4.1. 

The maximum Lyapunov exponent for the bursts was nearly constant for all B, 

rP and k2 considered and was equal to 0.21. indicating that the bursts show the 

sallle type of chaotic behaviour everywhere in the system. At the same time the 

ma\:.imum Lyapunov exponent for the laminar phase decreases with increasing 

k2 and finally ends up in a periodic behayiour at k2 = 12.46. The system is 

more sensitive to initial conditions near the chaotic bursts (Type X) and less 

sensitive to initial conditions near the laminar phase (Type Y) as can be seen 

from the time series of trajectories for slightly different initial conditions given 

in Fig. 4.3. 

The existence of the intermittency behayiour in the system was further con­

firmed by solving the evolution equations 2.18 and 2.21 in single and double 

precision. The trajectories obtained from equation 2.21 in single and double 

precision and from equation 2.18 in single precision for the same set of param­

eters and initial conditions are given in Fig. 4.4. There will be small changes in 

the eyolutions obtained from the numerical computations in single and double 

precision due to round off error. Hence if the orbit is in a chaotic attract or, the 

time series obtained here will diverge exponentially as is evident from Fig. 4.4. 

However all the time series obtained show the same intermittency behaviour. As 

k2 is increased near the onset of tangent bifurcation the bursts remain chaotic 

with nearly the same Lyapunov exponent equal to 0.21. The Lyapunov ex­

ponents of the laminar phase were small compared to that of the bursts and 

decreased slowly and became nearly zero as k2 is increased near the onset of 

tangent bifurcation as can be seen from Table. 4.1. Table 4.1 shows that the 

maximum Global Lyapunov exponent (GE) on the average lies between the 

maximum Local Lyapunov exponent (LE) of the laminar phase and the chaotic 
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Figure 4.1: Typical phase space trajectory of the attractor showing the 
laminar phase as well as the chaotic burst for k2 = 12.2, initial conditions 
e = cp = 20°, w = J = 27r(re + r;l), re = 1.6. 
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Figure 4.2: The time series of UI of the trajectory shown in Fig. 4.1 
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Figure 4.3: Time series of different trajectories for k2 = 11.2, slightly 
different initial conditions () = 20.0°, 20.1°, 20.2°, 20.3°, <p = 20°, 
w = J = 27l'(re + re-I), re = 1.6. 
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Figure 4.4: Time series of trajectories obtained for from the equations 
2.21 in single and double precision (denoted by a and b respectively) and 
from the equations 2.18 in single precision (denoted by c) for the same set 
of parameters and initial conditions. e = 4J = 200

, w = J = 21T(re +re -1), 
re = 1.6, k2 = 11.2. 
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out breaks. Note that the maximum GE on the average is decreasing more 

slowly than the decrease of maximum LE of laminar phase near the onset of 

intermittency and both tend to zero as k2 is increased. The maximum LE of 

the chaotic bursts remain constant as expected. This also demonstrates the 

existence of the new type of class I intermittency and chaos. 

It is well known that for the usual Class I intermittency, the average time 

taken to traverse the channel varies as (k2 - k~)-O.5 where k~ is the critical 

parameter for the tangent bifurcation. In order to clarify the nature of the 

intermittency transition to chaos, we computed the scaling of the average length 

of the laminar phase with the excess of the critical value of the parameter 

over the control parameter very near to the tangent bifurcation at k2 = 12.44 

(in steps of 0.02) and found the exponent to be -0.60 as shown in Fig. 4.5. 

The scaling behaviour near the onset of bifurcation shows that the observed 

transition is a typical Class I intermittency. This was further confirmed by the 
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Local Lyapunov Exponent 
k2 Laminar Phase Chaotic Bursts Global Lyapunov Exponent 

10.6 0.20 0.21 0.23 
11.0 0.13 0.19 0.17 
11.4 0.19 0.16 0.18 
11.8 0.19 0.19 0.19 
12.0 0.13 0.20 0.18 
12.2 0.10 0.18 0.18 
12.4 0.11 0.24 0.15 

12.44 0.04 0.20 0.11 
12.46 0.00 0.00 0.00 

Table 4.1: The maximum values of the Local and Global LyapuIlov 
exponent obtained for different values of k2' kl = k3 = 0, w = J = 
27r(re + r;l),re = 1.6,8 = rP = 200 
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superposition of the return map of rP in the dynamics and the appropriate map, 

rPn-l = rPn + rPn 2 + L Fig. 4.6 shows that the two maps coincide near the tangent 

bifurcation, where the map R2 obtained from rPn+l = rPn + rPn 2 + € is presented 

for f equal to zero. 

For detailed study we confined our results to 8 = rP = 200 and 10.6 S k2 S 

12A4. We analyzed the return maps of rP by varying the control parameter 

for comparatively large steps of k2' namely 0.2. In the return maps the points 

corresponding to the onset of the laminar phase fell on the curve between the 

points marked as A and B and remainder of the return maps correspond to the 

intermittent bursts as given in the Fig. 4.7. Fig. 4.7 shows the return maps of rP 

of the Poincare Sections (stroboscopic plot) of 5000 iterations of the system for 

one set of initial conditions and value of k2 . Some points of a typical return map 

are plotted by joining all the points to establish the fact that the reinjection 

period is nearly constant and the plot is given in Fig. 4.8. The portion of the 

return map shown in Fig. 4.8 corresponding to the region between A and B 

corresponds to the laminar phase. An examination of Fig. 4.8 shows that once 

the system leaves the laminar phase, it is reinjected into the neighbourhood of 
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Figure 4.5: Plot of logarithm of average length of laminar phase as 
a function of logarithm of excess of control parameter showing scaling 
typical of Class I Intermittency. 
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the tangent bifurcation in approximately two or three periods. The reinjection 

time remains nearly unaffected by changes in control parameter whereas, as 

expected, the average length of the laminar phase increases as the system moves 

away from the tangent bifurcation. 

The portion of the return maps shown in Fig. 4.7, which correspond to 

regions away from the laminar phase, namely the smooth curve below the line 

cPn+l = f/ln and the two intersecting straight lines, namely Cl, C2 and C3 and is 

explored during the bursts lies less often on these curves once the average length 

of the laminar phase increases. As a result, fewer points of the stroboscopic 

return map lie on these curves as k2 increases. The points of intersection D 

and E with the line f/ln+l = f/ln were confirmed to be non-attracting by starting 

the computation with initial conditions near the points of intersection of the 

cur\'e D and E with the line f/ln+l = f/ln. To further establish the observation 
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Figure 4.6: Superposition of the observed return map (RI) obtained 
from Eq.2.21 at the point of tangent bifurcation and the classic map (R2 ) 

exhibiting Class I Intermittency, where the return map, RI is presented 
for k2 = 12.44, initial conditions () = cP = 20°, w = J = 21l'(re + r;I), 
re = 1.6 
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of nearly regular reinjection process and the process is unaffected by variation 

in the control parameter, the return maps of cP for different values of k2 were 

analyzed along with the line cPn+l = cPn. It can be seen in Fig. 4.9 that the 

reinjection process is unchanged by the variation in the control parameter. 

Another interesting feature of this system is that the average length of the 

laminar phase varies smoothly with the excess of the critical parameter over the 

control parameter even when the system is relatively far away from the onset of 

intermittency. This was confirmed numerically by checking that the logarithm 

of the average life time of the laminar phase scaled linearly with the logarithm 

of 12.6 - k2 with a slope of -1.15 as shown in the Fig. 4.10. Interesting scaling 

behaviour is observed near the critical value of the control parameter as shown 

in Fig. 4.11 where the length of laminar phase scales linearly with 12.4 - k2 . 



Chapter 4. A new class I intermittency 

1.5 

1.0 

0.5 

0.0 
~n+1 

-0.5 

-1.0 

-1.5 

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 

~n 

Figure 4.7: The return map <p for 5000 points of Poincare section (stro­
boscopic plot) of the system for k2 = 11.0, initial conditions (J = <p = 20°, 
w = J = 27r(re + r;l), re = 1.6. 
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The number of the bursts as well as the number of occurrences of the laminar 

phase decreases as k2 is increased. Further, the average length of the bursts 

is nearly constant and the average length of the laminar phase increases as k2 

increases. It is also found that length of the burst scales with control parameter 

near k2 = 12.4 with zero slope. The number of bursts as well as the number of 

occurrences of the laminar phase decreases smoothly as k2 increases. As a result, 

scaling behaviours of the average length of the laminar phase with k2 - 10.4 

are obtained. Class I intermittency behaviour with nearly constant reinjection 

period continued upto a value of k2 equal to 12.44. Beyond k2 equal to 12.44 

this phenomenon disappeared and the system response becomes periodic. 

The feature of the system studied which we feel is interesting to the nonlin­

ear dynamics community is the existence of Class I intermittency with nearly 

constant reinjection period. This implies that the length of the burst between 



Chapter 4. A new class I intermittency 

·1.0 ·0.5 0.0 0.5 1.0 1.5 

'n 

Figure 4.8: The return map cP for 100 connected points of Poincare 
section (stroboscopic plot) of the system for k2 = 12.2, initial conditions 
() = cP = 20°, w = J = 27r(re + r;l), re = 1.6 showing that the reinjection 
period is nearly constant. 
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two laminar phases is nearly constant. An analysis of the return maps for cP 

shown in Figs. 4.7 and 4.8 indicates that once the system leaves the neigh­

bourhood of the tangency, it comes back to the neighbourhood of the tangency 

in nearly the same number of iterations. At k2=12.44 the attractor is nearly 

regular. The system was purely periodic with period 6 at k2=12.46. 

Numerical evidence for Class I intermittency with nearly constant reinjec­

tion period has been presented near the onset of tangent bifurcation. New 

scaling behaviour which governs how the average life time of the laminar phase 

scales with control parameter away from the onset of intermittency is presented. 

The return maps of the stroboscopic plot for different values of k2 given in 

Fig. 4.9 provide an explanation for this behaviour. The present system is one 

of the very few physically realizable systems which shows this phenomenon of 
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Figure 4.9: Superposition of return maps of rp for different values for 
k2 =10.6, 11.0, 11.4, 11.8, 12.2, 12.44, initial conditions () = rp = 20°, 
w = J = 21l'(Te +r;l), re = 1.6. Curve Cl is for k2 =10.6, Curve C6 is for 
k2 =12.44 with the other curves representing values of k2 in ascending 
order. 
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Class I intermittency with nearly constant reinjection period. Since this prob­

lem is technologically important as is evident from the literature cited in this 

work, the existence of the new behaviour in this system and the existence of 

the interesting transient behaviour may have important practical consequences, 

when operating near the regime considered in this work where this phenomenon 

may not be recognized as leading to chaos. An analysis of the original model 

equations to explain to some extent the behaviour presented in this work could 

be carried out. Price and Mullin (1991) and Aubry et al. (1988) have re­

ported similar behaviour with other model equations. They have performed 

some preliminary analysis of their model equations in an attempt to explain 

the behaviour observed. A similar analysis of our model equations would be 

considerably more involved since our equations are non-autonomous and would 
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not necessarily throw more light on the results than the analysis based on the 

return maps presented here. 

One paper resulting from this work has been published in an international 

journal Phys. Lett. A (1997), The Netherlands. 



Chapter 5 

The Theory of Dynamics with 
Control 

5.1 Introduction 

ThE' fact that a chaotic solution eliminates the possibility of long term prediction 

of system behaviour induced many reports in the literature of either quenching 

chaos or controlling chaos (Ott et al. 1990 and Ditto et al. 1995). Since chaotic 

attractors have embedded within them a dense set of unstable periodic orbits, 

anyone of the unstable periodic orbits can be stabilized to obtain otherwise 

unattainable system behaviour. The essential idea is that a chaotic system 

explores a relatively large region of state space and the system can be brought 

to a desired stable state to improve the performance of the separation technique 

by a suitable control algorithm. The first method (OGY) of control of chaos 

proposed by Ott et al. (1990) generated appreciable interest in the literature of 

chaos. Thereafter, a large number of algorithms for controlling chaos have been 

reported in the literature (Ott and Spano 1995, Rhode at al. 1995, Christini and 

CoIIins 1995 and references therein). Broadly speaking there are two classes of 

algorithms for controlling chaos, namely (a) Feedback Methods (Ott et al. 1990) 

and (b) Non-feedback Methods (Giiemez et al. 1994). The first method needs 

appreciable information about system behaviour but is comparatively simple 

to implement experimentally. The second method is theoretically simple and 
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211T (2Jl+l)T······ 

Figure 5.1: The- ~chelllatic representation of the novel control strategy 
presented in this work. The control is active during the period corre­
sponding to the shaded area and lIot active during the period corre­
sponding to the blank area, where each box stands for the period. T of 
length 211" Iw . 

hence it is easy to implement on a computer whereas it is difficult to implement 

experimentally in many systems. 

The algorithm suggested in this work needs very little information about 

system behaviour but is rather easy to implement experimentally. This algo­

rithm can be classified as a Non-feedback control method. Rajasekar and Lak­

shmanan (1993) ha\'e investigated the applicability and effectiveness of various 

approaches of controlling chaos in the BVP oscillator. Suppression of chaos 

by periodic parametric perturbations in an experimental set up of a Duffing 

oscillator is also reported in the literature by Fronzoni et al. (1991). In the 

method proposed in this section, the control parameter is perturbed for one 

period at fixed inten'als of every integral multiple of the fundamental period. 

In the methods considered earlier in the literature (Lakshmanan and Murali 

1996), the parameter was perturbed continuously rather than at fi.-..:ed inter­

vals. To implement the control strategy reported in the section 5.2, we apply 

a constant external force in addition to the periodic force for the duration of 

one period after every n - 1 periods as shown in Fig. 5.1, where the length 

of one period (T) is equal to length of the fundamental period of the periodic 

force. If the system is perturbed after n - 1 periods by applying an additional 

constant force, the system is found to be stabilized in a periodic orbit with a 

period equal to nT or with a period equal to an integral multiple of nT. 

For example, if a represents the magnitude of the additional constant force , 
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then the control can be implemented by setting a = 0 if j % 0 lllod(n) and 

a =!= 0 if j = 0 mod(n) where j represents iteration number and the time 

illteryal between two successive iterations is equal to the fundamental period 

T. That is, the system evolves without any modification for periods which are 

not Illultiples of n and with modification for periods which are multiples of n. 

A schematic representation of the control strategy is given in Fig. 5.1. The 

choice of n depends on the period-m solution we want to stabilize. The integer 

n can be either m or a divisor of m depending on the value of a and the choice 

of n. 

5.2 A new algorithm for control of chaos 

To incorporate the above idea of controlling the dynamics of the system, we 

modify Eq. 2.21 governing the dynamics of the system by introducing a con­

stant force in addition to the periodic force along the direction of the periodic 

force for one period at the end of n forcing periods. Thus the resultant torque 

induced on the particle is given by L = (k cos(wt) + k') x u. Let k~, k~ and k~ 

be the x, y, z components of k'. After scaling all quantities appearing in the 

equations similarly as explained in the section 2.7, the Eq. 2.21 can be written 

as 

d() 

dt 

dfj; 

dt 

~ sin 2() sin 2<fy + R [(cos () cos 9 kl + cos () sin <fy k2 - sin () k3) cos( wt)] 

+ R [( cos () cos <fy k~ + cos () sin 9 k; - sin () k~)] 

p cos 2<fy - Q 

+ .R() [(-sin <fy kl + cos <fy k2) cos(wt) + (- sin <fy k~ + cos <fy k;)] (5.1) 
SIll 

It is noted that the modified system of equations 5.1 reduces to Eq. 2.21 

when k~ = k~ = k~ = O. 

The application of an additional external forcing (constant) to control 

chaotic systems evolving under the effect of external forcing (periodic) has 
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1H'fn reported in the literature (Lakshm<lnan and Murali 1996). In this method 

t lw constant. forcf is applied continuously. Our control strategy illyolves the 

application of the constant force for a pfriod of finite length, T after a period 

of length, (n - l)T (where T=27r / w is th(' fundamental period of the periodic 

forcing). Then, we lift the control for a period of finite length, (7/ - l)T and 

thereafter we apply the constant force of the same magnitude for a period of 

lfngth, T and again we lift the control for a period of finite length. (n - 1)T. 

This process is repeated. Under this process, the system is allowed to evolye 

according to the system of Eq. 2.21 upto the (n -1) th forcing period and evolve 

according to the system of Eqs. 5.1 at the nth forcing period. This process is 

repeated every nth period. While solYing the Eqs. 5.1, this idea can be imple­

mented by setting ki = k~ = k~ = 0 if j ~ 0 mod(n) and ki = k~ = k~ #- 0 if 

j = 0 mod(n) where j represents iteration number and T = 27r /1.1": is the time 

interval between two successive iterations. \\le note that the aboye equations 

for iJ and ~ decouple in the absence of kl' ki and k2' k~. Hence the presence 

of an external force field with either kl or k2 is necessary to obtain chaotic 

solutions in this system. In our calculations we kept kl = k3 = ki = k~ = O. 
In almost all cases the system is stabilized to a periodic orbit with period n if 

the control is applied throughout the nth period. In some cases the system is 

stabilized to a periodic orbit of period equal to an integral multiple of n. On 

the other hand if the control is applied continuously, we loose the flexibility of 

controlling the system to an orbit of desired period. 

5.3 Results on separation technique with con­
trol 

\re have analyzed the properties of the system without control in chapter 3. We 

tentatively identified chaotic regimes of the parameter k2 keeping kl = k3 = O. 

As a first step in analyzing the properties of the equations derived in this work, 
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\n' st't kJ = k3 = O. ill equations 2.21 and yaried k2 for particles of different 

aspect ratio ,,-ithin the range of re ranging froIll 0.2 to 2.0 in steps of 0.2 and 

kept o.JJ equal to J = 27r (r c + r; 1). \ Ve ran t he program for 2500 points of 

the Poincare section (stroboscopic plot) and dt'leted the first 2250 points to 

remow the transients. \Ve started the trajector~' with the initial conditions 

e = 0 = 45°. For each trajectory we eyaluated 100 points in each cycle which 

rt'sulted in 25000 points of the trajectory after the transients are removed. We 

st'lected k2 = 12.0 and computed the solution of the equations for different re 

ranging within 0.2 to 2.0 in steps of 0.2. For k2 = 12.0 the system given by 

Eq. 2.21 behaved chaotically for all the re considered except for re equal to 1.8 

and 2.0. The Lyapunoy exponents of the attractors were eyaluated and found 

to be positive. The attractor and time series of a typical trajectory are shown 

ill Fig. 5.2 and Fig. 5.3 for the case of r e=1.2. 

In chapter 3, it "'as reported that the results of the computations are very 

sensitive to the aspect ratio of the particle in some parameter regimes. In the 

case of constant external fields in the same parametric regimes we obtained 

regular behaviour. For re > 1.0, we obtained nearly the same fixed point 

for all initial conditions in the case of a constant force field. This indicates 

that in the sample application considered in this work, a periodic force field is 

necessary to effect particle separation for particles with re > 1.0 as explained 

in section 3.3. Tables. 3.1, 5.1 and 5.2 give a sample of the results obtained 

for zero force, a constant force of amplitude k2 = 12.0 and a periodic force 

of amplitude k2 = 12.0 respectively. In this case independent separation of 

particles is possible only for particles of aspect ratio re equal to 1.2. The 

existence of chaotic dynamics in this system allows control of its dynamics to a 

desired orbit and thus suggests the possibility of better separation of particles 

for almost all particles of aspect ratio ranging within 0.2 to 2.0. This is difficult 

to obtain in the case of regular behaviour or chaotic behaviour without control. 
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Table 5.1: Distribution of evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 12.0, w = 0, 5 ~ l1 ~ 
49 and 100 ~ l2 ~ 1000, where l1 is the total number of particles in the 
grid on the average and 12 is the total number of occurrences of the grid. 
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Table 5.2: Distribution of evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 12.0, w = J = 
27r(re + r;-l), 5 ~ [1 ~ 49 and 100 ~ [2 ~ 1000, where [1 is the total 
number of particles in the grid on the average and [2 is the total number 
of occurrences of the grid. 
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We stabilized the chaotic dynamics obtained at k2=12.0 to a periodic be­

bayiour of period equal to a multiple of the fundamental period, 211" /w to demon­

strate the applicability of the method proposed. The time series of U2 of the 

Poincare section (stroboscopic plot) upto 4000 periods computed from Eq. 2.21 

for Te ==1.6 is given in Fig. 5.4. It is demonstrated that the system can be con­

trolled to periodic behaviour of any desired period by applying the same con­

stant force. For example, the system could be controlled to period-2, period-3, 

period-4 and period-5 orbits by applying the same constant force equal to k~=5 

as can be seen from Figs. 5.5. This is obtained by setting k~ = k~ == k; == 0 if 

j ;! 0 mod(n) and k; = k; = 0, k; = 5.0 if j = 0 mod(n) in the evolution of 

Eqs. 5.1 when the system is to be stabilized in a period-n orbit. The system 
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Figure 5.3: Phase space plot of Ul vs. time for the attractor shown in 
Fig. 5.2. 
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eyolves according to the evolution Eq. 2.21 for j ~ 0 mod(n) and according 

to the evolution Eqs. 5.1 for j == 0 mod (n). It is also possible to stabilize the 

system to qualitatively different periodic orbits of the same period by suitably 

changing the control parameter k; as can be seen from Fig. 5.6. In this example 

the control technique is applied after 1500 fundamental periods and the system 

is followed upto 3000 periods with control. Once the control is applied the 

system stabilizes rapidly to the appropriate periodic orbit as can be seen from 

the sample figures in Fig. 5.5. The magnitude of the perturbation required to 

stabilize the system was small compared to the magnitude of the periodic force 

for all aspect ratios except r e = 0.2, 0.4 and 0.6. The magnitude of the constant 

force required for control depends on the aspect ratio of the particle and the 

desired period, n fo r aspect ratios less than or equal to 0.6. 

One important advantage of t he control algorithm outlined in this work is 

the possibility of switching over to different periodic solutions during a given 

run. This implies that a system in chaotic dynamics can be stabilized to one 

particular periodic orbit for a given time and to another periodic orbit of en-
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Figure 5.4: Trajectory plot of U2 vs. time at every intersection of 
the trajectory with the Poincare plane for k2 = 12, initial conditions 
8 = ~ = 45°, w = J = 27r(re + r;l), re = 1.6. 
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tirely different period after a given time as shown in Fig. 5.7. In this example 

the control parameter k; = 5.0 is applied between 1001 and 2000 periods to 

stabilize the system to a period-2 orbit. Then control is lifted between 2001 

and 3000 periods and again applied between 3001 and 4000 periods to stabilize 

the system to a period-3 orbit . Control was removed again between 4001 and 

5000 periods. Thus the system oscillates in a period-2 orbit between 1001- 2000 

periods and then oscillates in a period-3 orbit between 3001- 4000 periods as 

can be seen from Fig. 5.7. This figure also reveals the fact that once the control 

is lifted, the system returns to a chaotic state. Another advantage which is 

important from the point of view of the sample application proposed in t his 

work is the possibility of changing the periodic behaviour to another orbit of 

the same period by changing the magnitude of the applied constant force. This 

allows us to bring a particle having a definite aspect ratio to a desired orbit 

by changing control parameters. It is also noted that all initially uniformly 

distributed particles of a given aspect ratio within the range 0.8 ~ Te ~ 2.0 can 

be concentrated in a given grid by applying a periodic force with control as can 
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Figure 5.5: Stroboscopic plot with control for k2 = 12, k~ = 5.0, initial 
conditions () = qy = 45°, w = J = 27r(re + r;-l), re = 1.6 showing (I). a 
period-2 solution with n = 2 (2). a period-3 solution with n = 3 (3). a 
period-4 solution with n = 4 (4). a period-5 solution with n = 5 

65 



Ch.lpter 5. The theory of dynamics with control 

u, 

1 .. 0,-------------, 

o 

2 

lI-1 
~ 
••

.. ·: ,..--1 

1000 2000 3000 0 

Time (2n1oo) 

. . . . . . . . . 

1000 2000 3000 

Time (2n1w) 

Figure 5.6: Stroboscopic plot with different controls showing two differ­
ent period-2 orbits obtained for k2 = 12, initial conditions () = 1> = 450

, 

w = J = 21T(re + r;l), re = 1.2 with control (1) k; = 4,n = 2 (2) 
k;=5,n=2 
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Figure 5.7: Stroboscopic plot showing period-2 and period-3 orbits 
successively obtained with control applied at every second and third 
periods respectively for k2 = 12, initial conditions () = 1> = 450

, 

w = J = 21T(re + r;l) , re = 1.6, k; = 5.0. 
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be seen from Tables. 5.3, 5.4 and 5.5. 

The observations made in this work suggest the possibility of separating 

particles more efficiently based on control of chaotic dynamics. \Ve applied a 

control force (constant force) of magnitude 1 :s; k; :s; 5. For this range of k;, 
the chaotic dynamics of particles of all aspect ratio except re =0.2, 0.4 and 0.6 

could be controlled to a desired orbit. This range of control force seems to be 

sufficient for efficient separation of particles by shape since particles of these 

aspect ratios alone can be brought to a desired position. To develop quantitative 

results based on this observation, we divided the range of possible orientations 

namely [_90° , 90°] in both e and cp variables into 7 equal intervals resulting 

in -19 equal sized grids. We then computed the evolution of initially uniformly 

distributed particles of different aspect ratio within the range of re equal to 0.2 

to 2 in steps of 0.2. In the section 3.3, we have already studied the evolution 

of the initially uniformly distributed particles in the same manner within the 

above range of particle axis ratios under the effect of constant, periodic and 

zero force fields. "Ve observed that periodic forces are better than constant 

forces for separating particles especially of aspect ratio re> 1. 

We followed the evolution of the ensemble of particles for 3000 iterations 

of the stroboscopic plot and deleted the first 1000 values to remove transients 

in the case of constant and zero forces and in the case of periodic forces with 

control and without control. In all cases we calculated the number of particles 

in each grid on every second iteration of the Poincare section of the evolution 

equations resulting in a total of 1000 values. \Ve noted the grids in which the 

total number of particles was greater than or equal to 5 and also noted the 

number of particles in each grid only if the particle occurred in that grid in 

more than 100 iterations in all cases. We denote these values as re, i l , l2 where 

re, i l , l2 denote the aspect ratio, total number of occurrences of the grid and 

total number of particles in the grid on the average respectively and prepared 

tables for these values. A particle of a given aspect ratio visiting a given grid 
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Table 5.3: Distribution of evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 12, W = J = 27r(re + 
r;l), 5 ::; II ::; 49 and 100 ::; l2 ::; 1000 with control k~ = 2, where II is 
the total number of particles in the grid on the average and l2 is the total 
number of occurrences of the grid. 
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Table 5.4: Distribution of evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 12, W = J = 27r(re + 
r;1), 5 ~ l1 ~ 49 and 100 ~ l2 ~ 1000 with control kz = 3, where l1 is 
the total number of particles in the grid on the average and l2 is the total 
number of occurrences of the grid. 
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Table 5.5: Distribution of evolution of initially uniformly distributed 
particles of different aspect ratios for the case k2 = 12, W = J = 27l'(1'e + 
1';1), 5 ::; i1 ::; 49 and 100 ::; i2 ::; 1000 with control k~ = 5, where i1 is 
the total number of particles in the grid on the average and i2 is the total 
number of occurrences of the grid. 
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and the absence of particles of other aspect ratios visiting the same grid is 

more important than the number of yisitations of a given grid and the number 

of particles visiting a grid from the point of yiew of particle separation. Since 

our earlier computations indicated the greatest sensitivity of the results to the 

aspect ratio near k2 = 10, we selected k2 equal to 12.0 for comparing the effects 

of periodic forces with and without control and as a magnitude of the constant 

force. Earlier we demonstrated (in section 3.3) the possibility of the potential 

application of the separation technique without control, where the magnitudes 

of the external periodic force were taken as k2 = 9.5,10.0 and 10.5 keeping 

kl = k3 = 0.0. 

';Ye noted the eyolution of the ensemble of particles at every 2nd iteration. 

'Ye analyzed in detail the cases of periodic force with and without control and 

compared the results with the constant force and zero forces. The fact that a 

chaotic behaviour can be controlled to oscillate in a selected period resulted in 

more efficient separation enabling all initially and uniformly distributed parti­

cles to be directed to a desired grid by a suitably engineered control technique. 

For example, all the 49 initially uniformly distributed particles of aspect ratio 

re = 1.2 could be brought to the grids (1,4) or (7,4) by applying k~ = 4. Under 

the same circumstances it was possible to bring all the 49 particles of aspect 

ratio re = 1.2 to the grids (1,3) or (7,1) by applying a control of constant force 

k~ = 5. A sample of the results we obtained for zero force, a constant force and 

a periodic force both of magnitude k2 = 12.0 and for a periodic force of mag­

nitude k2 = 12.0 with control forces k~=2, 3 and 5 are given in Tables 3.1, 5.1, 

5.2, 5.3, 5.4 and 5.5. The tables presented in this work indicate that controlling 

chaotic dynamics is preferable to chaotic behaviour and regular behaviour for 

efficient separation of particles. 

A detailed analysis of all the tables indicates that particles of aspect ratio 

0.2 alone can be separated from a mixture containing particles of different 

aspect ratios ranging within 0.2 to 2.0 by applying a control force of magnitude 
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k~=l, 2, 3, 4 or 5 applied at every second period along with k2 = 12, since 

particles of aspect ratio 0.2 alone occur ill some grids as can be seen from the 

sample tables. In the case of periodic forces without control and constant and 

zero forces particles of aspect ratio 0.2 alone also occur along the boundary of 

the tables. \Ve have suggested in the section 3.3 that particles of this aspect 

ratio alone could be separated by applying a constant force. However in the 

case of a periodic force with control, the occurrence of this particle alone are 

concentrated among a fewer number of grids and visit a given grid a larger 

number of times. In the case of zero forces the particles of this aspect ratio 

alone are concentrated among a fewer number of grids along with particles of 

higher aspect ratio. Thus, for the separation of the particles of this aspect 

ratio alone a periodic force of magnitude k2 = 12.0 with control is preferable 

to any other possibility. Similar analysis of the tables shows that it is desirable 

to apply a periodic force with control for separating particles of aspect ratio 

0.4. As can be seen from the sample tables particles of aspect ratio 0.6 alone 

and 0.8 alone also can separated individually by applying a periodic force with 

control. In the case of particles of aspect ratio 0.8, they can be brought to one 

of the extreme grids. Thus, a periodic force with control seems to be preferable 

to any other case considered for effective separation of particles in the case of 

aspect ratios re < 1. 

In an earlier analysis made in section 3.3, we have demonstrated that pe­

riodic forces are preferable to constant forces and zero forces for separating 

particles of aspect ratio re> 1. In the analysis we observed that the occurrence 

of particles of aspect ratio re> 1 are spread among a large number of grids. 

However for particles of aspect ratio greater than or equal to 1.6 individual sep­

aration was not possible in the analysis. Further study of the tables prepared 

in this work indicate that a periodic force with control is once again preferable 

in such cases. In the case of particles of aspect ratio re> 1.0 all the initially 

uniformly distributed particles of the same aspect ratio could be brought to 



Chapter 5. The theory of dynamics with control 73 

one grid except for Te = 1.8. Hence particles of aspect ratio within the range 

of r f ranging from 1.2 to 2.0 except for Te=1.S can be easily separated as can 

be seen from the salllple tables prepared. For particles of aspect ratio equal to 

1.8 individual separation may not be possible in the cases considered in this 

work since particles of this aspect ratio appear in combination with particles 

of lower aspect ratio equal to 0.2 in some cases considered with control. Hence 

if particles of aspect ratio 0.2 have been separated out as explained earlier, 

particles of aspect ratio equal to 1.8 can be separated from the mixture. One 

adyantage of periodic forces with control is that all particles of aspect ratio 1.8 

can be brought to one grid in combination with the particles of aspect ratio 0.2 

as shown in Table 5.5. 

Note that the dynamics of periodically forced spheroids of aspect ratios 

Te = 1.8 and 2.0 is non-chaotic when k2 = 12.0. In this case we lose the 

flexibility of forcing the particles to oscillate in a desired orbit even though all 

the particles of these aspect ratios could be brought to a single grid. Hence 

it may be possible to separate out the particles of aspect ratios T e = 1.8 and 

2.0 alone by selecting some other values of k2 for which the system behaves 

chaotically. In such cases more efficient separation of individual particles of 

these aspect ratios may also be possible by a suitable control strategy. This 

also shows that a chaotic behaviour of the dynamics with or without control is 

a must for the separation of particles individually. 

In conclusion, it has been generally noted that control of chaotic behaviour 

gives better separation than chaotic and regular behaviour. One of the main 

features of the method suggested in this work is that all particles of the same as­

pect ratio can be concentrated in a previously desired grid. A detailed analysis 

of the problem can suggest suitable designs for separation of particles by aspect 

ratio to get a well characterized suspension of particles. As pointed out in the 

section 3.3, a possible design for this separation of particles from a mixture of 

particles of different aspect ratios based on the differences in the orientation of 
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tlH' particle may consist of a base plate having grooves along different orienta­

tions so that "'hE'n the particles are oriented in such directions, they settle in 

a particular grooYE:' and can be separated out at every integral multiple of the 

fundamental period. 

Thus, even in thE' rather simple application considered in this work, control 

of chaos leads to greater efficiency. This suggests that the possibility of chaos 

control should bE' important in many of the applications mentioned in the in­

troduction. The novel control of chaos technique suggested in this section has 

bE'en demonstrated to be effective even in the relatively complex problem con­

sidered here. An additional feature of the control of chaos technique suggested 

is that the control is effected very rapidly and the beha\'iour of the concerned 

system can be s\vitched from one desired period to another desired period very 

rapidly. One of the interesting results noted is the possibility to stabilize peri­

odic orbits of period appreciably greater than by the Ott et al. method (Ott 

et al. 1990). This suggests that this control of chaos technique may be applied 

to other chaotic systems very effectively, 

One paper resulting from this work is in press 1Il the journal Sadhana, 

published by Indian Academy of Sciences. 

Vie compared the new technique in three dynamical systems and found some 

advantages over two other techniques. A detailed comparative analysis of the 

new control of chaos algorithm on some physically realizable model systems will 

be presented in the next chapter. 



Chapter 6 

A Comparative Analysis of the 
New Control of Chaos 
Algorithm on Some Models 

6.1 Introduction 

In this work we have proposed a novel algorithm based on parametric pertur­

bation for control of chaos. The method needs almost no information about the 

system. One of the main advantages of this control algorithm is the possibility 

of pre-targeting the length of the controlled period obtained by suitably engi­

neering the control technique. In addition we demonstrate certain advantages 

of this technique over two well-known algorithms, namely, control by periodic 

parametric perturbation and control by addition of a second weak periodic 

force, such as the possibility of switching behaviour, pre-targeting the period, 

stabilizing high period orbits etc. We also demonstrate the applicability of the 

technique in certain numerical models of physical systems. We demonstrate the 

successful application of the new algorithm in a rather difficult model problem, 

namely, the control of the dynamics and the rh eo logical parameters of period­

ically forced suspensions of slender rods in simple shear flow. We have also 

implemented the algorithm and controlled chaos in another interesting model 

of a dynamical system i. e. the Bonhoeffer-Van der Pol (BVP) oscillator. 
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The existence of chaotic parametric regimes and the possibility of control 

of chaotic behayiour (Ott et al. 1990) allows the possibility of many appli­

cations including the development of computer controlled intelligent rheology 

(Kumar et al. 1998) and new processing technologies (Zumbrunnen et al. 1996). 

Another possible application of control of chaos is further fine-tuning the sep­

aration of particles by aspect ratio than is possible with other methods (rer. 

section 3.3). The essential idea underlying control of chaos as a tool to obtain 

novel system behayiour is that a chaotic system may explore a relatively large 

region of state space and the system can be brought to a desired stable state to 

improve the performance of the system by a suitable control algorithm. This 

may lead to system behaviour which heretofore had been impossible to achieve. 

As new possibilities are offered by chaotic systems, a lot of interest has been 

generated in chaos and control of chaos. The first method (OGY) of control of 

chaos proposed by Ott et al. (1990) generated appreciable interest in the liter­

ature of chaos. Various techniques to alter the behaviour of a chaotic system 

were proposed by many researchers (Huberman and Lumer 1990, Jackson and 

Hiibler 1990, Shinbrot et al. 1993a, Shinbrot 1993b and references therein), but 

some of these algorithms are system dependent and difficult to implement ex­

perimentally. The method introduced by Huberrilan and Lumer (1990) achieves 

the desired behaviour by changing the parameter. Thereafter, a large number 

of algorithms for controlling chaos have been reported in the literature (Schiff 

et al. 1994, Rhode et at. 1995 and Christini and Collins 1995). The algorithm 

. proposed by Ott et at. (1990) needs information about the system and leads to 

difficulties in stabilizing higher multiples of the fundamental period. There are 

are two classes of algorithms for controlling chaos, namely (a) Feedback methods 

(Ott et al. 1990) and (b) Non-feedback methods (Giiemez 1994), as explained 

in Chapter. 5. 

The method proposed in this work is explained in detail in section 5.2. 

The algorithm presented in section 5.2 is classified as a Non-feedback control 
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method. If the system is perturbed at the end of n forcing periods, the system is 

found to be stabilized in a periodic orbit "'ith a period equal to n or an integral 

Illultiple of n. Vie have successfully implemented the algorithm proposed in this 

chapter in certain model equations and find certain advantages when compared 

"'ith two other methods, namely, (1) perturbing a control parameter and (2) 

adding a second weak periodic term. The examples we have considered are the 

dynamics and rheology of periodically forced slender rods, the Bonhoeffer-Van 

der Pol (BVP) oscillator and the dynamics of periodically forced spheroids. The 

models other than the dynamics of periodically forced spheroids are considered 

only to demonstrate the applicability and compare the efficiency of the novel 

control of chaos technique. The dynamics bf periodically forced spheroids was 

analyzed in detail in earlier chapters. 

A variety of mechanisms have been investigated in detail in different dynam­

ical systems (Rajasekar and Lakshmanan 1993). However, an analysis of chaos 

control by different algorithms in a single dynamical system is essential and im­

portant to understand the capability, applicability, efficiency, consistency, and 

nature of the orbit after implementing various mechanisms of chaos control. In 

what follows, we report a brief analysis of the new controlling technique and 

two other techniques in the dynamical systems mentioned above separately. We 

present these results in the hope that they may excite experimental interest in 

the problems considered. 

6.2 The dynamics and rheology of slender rods 

lvlost of the simple algorithms available in the literature are very difficult to 

implement on this system of equations, particularly when the system is started 

off with a uniform initial distribution. For a brief description of the relevance 

of this problem, see Kumar and Ramamohan (1995). Therefore it is desirable 

to study the feasibility of control of chaos algorithms in this system. One of the 
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interesting results noted in this system is the possibilit~· of obtaining complex 

nonsinusoidal periodic rheological parameters. 

The evolution equation of slender rods in simple shear fimY has been de­

veloped by Ramamohan et al. (1994) following Berry and Russel (1987). The 

undisturbed velocity profile is given as 

(6.1) 

where 'Y is the shear rate, y is the y-coordinate and ix is the unit vector along 

the x-a.xis. The second phase particle is modeled as a slender rigid rod of 

radius a and length 2l. Let u be a unit vector fixed along the symmetry axis 

of the particle, representing its orientation. The magnetic or electric dipole m 

is assumed to be oriented parallel to the particle a.xis, i. e. m = mu. The 

periodic external force is taken to be H cos(wt) where w is the frequency of the 

periodic driver. The x, y, z components of the orientation independent part of 

the torque k = mH induced on the slender rods are represented by kl' k2' k3 

respectively. The reader is referred to Kumar and Ramamohan (1995) for the 

details and assumptions of the model. We demonstrate the applicability of the 

novel control strategy in their model. The novel algorithm for control of chaos of 

the rheological parameters is described as follows. We apply a constant external 

force other than the periodic force for the duration of one period (27r/w) after 

every (n - 1) periods. In order to accomplish this we modify the dynamical 

system given by them as follows. 

e - V2 sin e cos e sin cl> cos cl> + [(k1 cos(wt) + kD cos e cos cl> 

+(k2 cos(wt) + k;) cos e sin cl> - (k3 cos(wt) + k;) sin e] 

cl> -V2 sin2 cl> + [-(k1 cos(wt) + k~) s~n cl>e + (k2 cos(wt) + k;) c~s ecl> 16.2) 
sm Slll J 
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where k;, k~, k~ are the :z;, y, z components of the scaled constant force. Accord­

ingly we modify the rheological parameters. 

lim ((ClxY - T}/Y~100BH) 
4>-+0 <PT} 'V 
r-+oo S I 

75 (Si1l4 e sin2 24» + 300V2 [ 

-(kJ cos(wt) + k~)( (sin e sin 4» - (sin3 e sin 4» + (sin3 e sin3 4») 

-(k2 cos(wt) + k~)( (sin3 e cos3 9) - (sin3 e cos 4») 
1 1 

-(k3 cos(wt) + k~)(2(cOS3 e sin 29) - 2(cOS e sin 24») 1 

lim ((ClyX - T}si'~100BH) 
<1>-+0 <PT} 'V 
r-+oo S I 

- 75(sin4 e sin224» + 300V2 [ 

-(kJ cos(wt) + k~)( (sin3 e sin3 4» - (sin3 e sin 4») 

-(k2 cos(wt) + k~)( (sin e cos 4» - (sin3 e cos 4» + (sin3 B cos3 4») 

-(k3COS(wt) + k~)(~(cos3e sin 29) - ~(cose sin 24»)) 1 

hl lim ((Clxx - Clzz~100BH) 
<1>-+0 <PT} 'V 
r-+oo S I 

- ~5 (sin4 e sin 44» + 225(sin4 e sin 2c/.» - 150(sin2 B sin 24» + 300v2 [ 

-(kJ cos(wt) + k~)(2(sin e cos 4» - (sin3 e cos3 4» - (sin3 B cos 4») 

-(k2 cos(wt) + k;)( (sin3 e sin3 4» - 2(sin3 e sin 4» + (sin e sin 4») 
1 

-(k3COS(wt) + k~)(2(sin2e sine sin24» - (sin2e sine)) 1 
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lim (((Jyy - (Jzz~100BH) 
4>-+0 ip17 'Y 
r-+oo S 

-;5 (Sill-l 0 Si1l4cP) + 225(sin4 0 sin2cP) -150(sin2 0 sin 29) + 300v'2[ 

- (k 1 cos(-.;t) + k~)( (sin 0 cos cP) + (sin3 0 cos3 cP) - 2(si1l3 0 cos cP)) 

-(k2 cos(wt) + k~)(2(sin 0 sin cP) - (sin3 0 Si1l3 cP) - (Si1l3 0 sin cP)) 

-(k3 cos(wt) + k;)( ~1 (sin 20 sin 0) - ~(sin 20 sin 0 sin2 cP)) ] (6.3) 

where 1] is the effective viscosity, (Jxy, (Jyx, (Jxx, (JYY, (Jzz are the components of 

the total stress tensor, 1]5 is the viscosity of the suspending liquid and cl> is the 

volumetric concentration of the suspended particles, 0 and cP are the azimuthal 

angle and the polar angle corresponding to a given vector u. Here B H is a 

function of the shape of the particle and r is the aspect ratio of the particle. 

It may be noted that when k~ = k; = k~ = 0, the system evolves without 

any modification as given in Kumar and Ramamohan (1995). 

Under the operation of the new control technique, the system is allowed to 

evolve according to the system of equations 6.3 with k~ = k; = k~ = 0 upto 

the (n - 1) th forcing period and evolve according to the system of equations 

6.3 with k~ = k; = k~ i= 0 at the nth forcing period. This can be implemented 

by setting k~ = k; = k~ = 0 if j t 0 mod(n) and k~, k;, k~ i= 0 if j = 0 mod(n) 

where j represents iteration number .. That is the system evolves without any 

modification for periods which are not multiples of n. The choice of n depends 

on the period-m solution we want to stabilize. The integer n can be either m 

or a divisor of m depending on the magnitude of the constant force. In this 

work, we kept kl = k3 = 0 and varied k2 in the original equations obtained 

before the modification for finding chaotic regimes. The equations 6.3 reduces 

to the original equations as given by Ramamohan et al. (1994), when k~ = k; = 
k~ = o. We selected a value of k2 from the chaotic regime. To demonstrate the 

applicability of the novel control technique, we put different values for k; in the 
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manner explained above. In our calculations we kept kl = k3 = k~ = k; = 0 

throughout. In general, kl' k2' k~ and k; can also be set to non-zero values 

similar to k2 and k;. 
The numerical procedure discussed in Kumar and Ramamohan (1995) was 

adopted to calculate the orientation distribution function and hence the various 

orientation averages involved in the rheological parameters. I~umar and Ra­

mamohan (1995) haye reported earlier the behaviour of the rheological param­

eters for the parameter range from k2 = 0.0 to k2 = 0.30 keeping kl = k3 = 0.0 

starting off from a uniform initial distribution. We selected a value of k2 in 

a chaotic regime between k2 = 0.3 and k2 = 1.0 and stabilized periodic solu­

tions of periods upto ten times the fundamental period 27r lu) to demonstrate 

the applicability of the method proposed. The control technique is applied 

from the very beginning and the system is followed upto 400 cycles of the fun­

damental period. For the trajectory we evaluated 100 points in each cycle. 

The trajectory plot of a chaotic attractor and the time series of hl observed 

at a stroboscopic period of 27r Iw of the chaotic behaviour without control for 

kl = k3 = 0.0, k2 = 0.44, k~ = k~ = k; = 0 is shown in Fig. 6.1 and 6.2 for the 

uniform distribution. The time interval between successive values of the time 

series noted is 27r I u) in the stroboscopic plot. 

The initial orientation distribution is taken to be uniform and k~ = k; = 0.0, 

kl = k3 = 0.0 for all the results reported in this work. The time series of [T2l for 

k2 = 0.44 is shown in Fig. 6.3 which represents a controlled period-6 behaviour. 

In this case, for every ith period of evolution the magnitude of k~ was assigned 

to be k~ = 0.05 if i = 0 (mod 6) and was set to be k~ = 0.0 if i ~ 0 (mod 6). 

Except for the period i with i = 0 (mod 6) the system evolves without any 

modification. In the case shown in Fig. 6.2, the control was applied after 500 

periods. As can be seen from Fig. 6.3 the system stabilizes rapidly once the 

control is applied. 
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F igure 6.1: Trajectory plot of the attractor ([Td x [TZ]) for k\ = k3 = 0, 
k2 = 0.44, w = 1 and uniform initial orientation distribution. 
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For the case k2 = 0.44 the system without control behaves chaotically 

(Fig_ 6_1)_ The time series of hJ for k, ; 0.44 which was stabilized to a 

period-5 behaviour is shown in Fig. 6.4, the control was applied from the very 

beginning with k; = 0.03 and n = 5. For the same k2 value, i. e. k2 = 0.44, 

the system stabilized to period-27 behaviour when the control was applied with 

k; = 0.08 and n = 9 and the system stabilized to period-36 behaviour when 

the control was applied with k; = 0.10 and n = 9. At the same time a period-8 

behaviour is obtained when the control was applied with k; = 0.08 and n = 8. 

That is, the value of n should be chosen to be the desired periodicity or a di­

visor. Besides, the magnitude of k; is related to n. The details of the different 

periods stabilized from a chaotic regime are given in Table. 6.1. The magni-
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Figure 6.3: Stroboscopic plot with the novel control technique showing 
a period·6 solution for k2 = 0.44, W = 1, uniform initial orientation 
distribution with k2 = 0.05, n = 6. 
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Figure 6.4: Stroboscopic plot with the novel control technique showing 
a period-5 solution for k2 = 0.44, w = 1, uniform initial orientation 
distribution with k~ = 0.03, n = 5. 
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tude of the constant force required is comparatively high for stabilizing the 

lower period orbit as can be seen from Table. 6.1. For the value of k2 = 0.44, 

the system stabilized to a lower period orbit of period-I, when the control was 

applied with k~ = 0.2 and n = 1. 

We have noted earlier that, a period-m orbit can be stabilized by choosing 

the value n as m or a divisor of m. For example a period-8 orbit can be 

stabilized for k2 = 0.44 by applying a control either with k~ = 0.08 and n = 8 

or with k~ = 0.09 and n = 4. 

One advantage of the control of chaos method followed in this work is that it 

is possible to switch over to different periodic solutions, i. e., a chaotic solution 

can be stabilized to a particular periodic solution for some time and then to 

another solution with entirely different period. For example, for k2 = 0.44 the 

control with k~ = 0.11 and n = 3 was applied from the 500th period to the 

1000th period for which the system stabilized to a period-3 behaviour. Then the 

control was lifted and was again applied from the I500th period to the 2000th 

period with k~ = 0.07 and n = 2 afterwards for which the system stabilized to 
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" 
" 

11 n 11 

k' 2 11 3 4 5 6 7 8 9 10 11 

0.03 4 5 

0.04 4 5 

0.05 8 5 6 10 

0.06 4 5 6 14 8 27 

0.07 :.? 3 4 5 6 14 8 27 

0.08 2 3 8 5 6 14 8 ')~ _I 

0.09 3 2 3 8 5 6 14 8 'l-_I 10 

0.10 2 3 8 5 6 14 8 36 10 

Table 6.1: A two way tabulation of controlled periods of the rheological 
parameters obtained with the novel control technique for different values 
of k~ and different values of n, where k2 = 0.44, kl = k3 = 0, W = 1, 
uniform initial orientation distribution. 

period-2 behaviour. Thus the system oscillates in a period-3 orbit between the 

500th period and the lOooth period and then it oscillates in a period-2 orbit 

after the 1500th period. This is shown in Fig.6.S. 

One of the interesting observations made in this work is the possibility of 

obtaining complex nonsinusoidal periodic rh eo logical parameters by control of 

chaos techniques. It is also possible to alter the nature of the controlled periodic 

rheological parameters dramatically by a small change in the constant control 

force. These complex periodic rheological parameters may not be obtained by 

other by other methods. The large variation in the apparent viscosity obtain­

able during one cycle of the complex periodic orbit may perhaps be used to 

absorb complex vibrations in and to impart complex motions to a rotor. 

We also applied the method of periodic parametric perturbations (Rajasekar 

and Lakshmanan 1993) to attempt to control the rheological parameters for 

comparative study. In this method we perturb one of the parameters peri­

odically. We adopt this technique in the computations by replacing the term 

kiCOS(wt)+k~ in Eqs. 6.3 with ki[1+7](cosw1t] coswt, where 7] is the magnitude, 

Wl is the frequency of the parametric perturbation and i=l or 2 or 3. Note that 
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Figure 6.5: Stroboscopic plot with the novel control technique showing 
switching between a period-3 solution and a period-2 solution for k2 = 
0.44, w = 1, uniform initial orientation distribution, where k~ = 0.11, 
n = 3 is applied from 500 to 1000 periods and k~ = 0.07, n = 2 is applied 
from 1500 to 2000 periods. 

86 

usual rheological parameters will be recovered for T}=O and ki = k; = k; = O. To 

demonstrate the technique we put kl = k3 = 0 = ki = k;, k2 = 0.44 and varied 

1] after replacing k2 cos(wt) + k; in equation 6.3 with k2(1 + T} COS(Wl t)) cos(wt). 

Starting from the chaotic state (T}=O)., the effect of parametric perturbations 

on the dynamics and rheology of periodically forced slender rods was explored 

by considering a range of values of T}. By changing the values of T} the system 

mayor may not be controlled as desired. We found that in almost all cases the 

system is controlled to a 2-period orbit or a 5-period orbit or a 8-period orbit 

or a 12-period orbit or control with a high degree of disturbance. The system 

with control showed the same behaviour for all the considered "alues of Wl and 

1] ranging between 0 < Wl :S 1 and 0 < T} :S 0.35. Typical plots are given in 

Figs. 6.6 for 2-period and 5-period solutions and for control with disturbance. 

Switching between two different periodic orbits seems to be very difficult with 

this method. The amount of perturbation required is high compared to the ad-
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11 11 

11 7] 11 0.2 0.25 0.4 0.5 0.6 0.75 0.8 

0.05 5 

0.10 5 12 5 5 5 

0.15 5 12 5 5 5 

0.20 5 12 5 5 8 5 

0.25 5 12 5 2 5 8 5 

0.30 5 12 5 2 5 8 

Table 6.2: A two way tabulation of controlled periods of the rheological 
parameters obtained with the control technique of periodic parametric 
perturbation method for different values of 1} and different values of W1, 
where k2 = 0.44, k1 = k3 = 0, W = 1, uniform initial orientation distri­
bution. 
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11 

11 

ditional constant force required in the new control technique. :\ list of periodic 

behaviour obtained for different values of T} and different values of W1 is given 

in Table. 6.2. 

We tried one more method for controlling chaos in this problem. In 

this method we add a second weak periodic force instead of the constant 

force described above. The equations governing the dynamics and rheolog­

ical parameters can be obtained by replacing the term k i cos(wt) + k~ with 

ki cos(wt) + k~ COS(W1t), i=l, 2, 3. To demonstrate the the applicability of the 

technique we kept k1 = k3 = k~ = k~ = 0 and k2 = 0.44 and varied k~ for small 

steps. Since we deal with introduction of a weak periodic force in this method 

we applied a certain percentage of the original external force, k2 = 0.44 with 

different frequencies. As an example we kept w = 1 and varied W1 as Wl = 0.2, 

0.25, 0.5, 0.6, 0.75 and 0.9. In this method we could not control chaos in the 

system for the considered values of k~ upto k~ = 0.0132 (3% of k2). For certain 

cases control is obtained with a high degree of disturbance as can be seen from 

Fig. 6.7. However there is considerable reduction in the disturbance when k~ 

is increased. In this method there is no possibility of switching between the 
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Figure 6.6: Stroboscopic plot for k2 = 0.44, W = 1, uniform initial 
orientation distribution with the method of periodic parametric pertur­
bation, (1) showing a 2-period orbit when 1]=0.3 and Wl =0.5 (2) showing 
a 5-period orbit when 1]=0.1 and Wl =0.4 (3) showing control with dis­
turbance when 1]=0.1 and Wl =1 
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Figure 6.7: Stroboscopic plot for k2 = 0.44, W = 1, uniform initial 
orientation distribution with the method of addition of a second weak 
periodic force, showing control with disturbance when k2=0.0176 and 
wI=0.2 
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orbits stabilized. Finally periodic solutions of period-5, period-8, period-ID and 

period-12 are obtained for k2 equal to 10% of k2 and the different frequencies. 

We got a period-36 behavior for a weak periodic force of magnitude, k2 equal to 

4% of k2 after a long transient. We also got a period-5 and a period-8 behaviors 

for a weak periodic force of magnitude, k2= 5% of k2. In all cases the periods 

obtained are multiples of either 4 or 5 as can be seen from Table. 6.3. 

6.3 The Bonhoeffer-Van der Pol (BVP) oscil­
lator 

Rajasekar and Lakshmanan (1992, 1993) have analyzed an interesting dynam­

ical system of considerable biological and physical significance and established 

the existence of chaos. They have investigated the applicability of various ap­

proaches of controlling chaos in the BVP oscillator. The BVP oscillator with a 

periodic membrane current of magnitude Al as given by them is 
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11 

11 
k' 2 

0.0044 

0.0088 

0.0132 

0.0176 

0.0220 

0.0440 

11 

11 0.2 0.25 0.5 0.6 

5 8 

5 8 5 

" 0.75 
0.9 " 

36 

12 10 

Table 6.3: A two way tabulation of controlled periods of the rheological 
parameters obtained with the control technique by the method of addition 
of second weak periodic force for different values of k~ and different values 
of WI, where k2 = 0.44, k1 = k3 = 0, W = 1, uniform initial orientation 
distribution. 

1 3 ) ± - x - 3x - y + Al (cos wt 

Y c(x + a - by) 

where Al is the magnitude of periodic bias with frequency w. 
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(6.4) 

In this section 'we investigate the efficiency and applicability of the novel 

control of chaos techniques for the BVP oscillator. The dynamical behaviour 

of the system 6.4 is chaotic for the choice of the parameters a = 0.7, b = 0.8, 

c = 0.1, Al =0. 74 and w = 1.0. A typical trajectory plot of a chaotic attractor 

and the time series of the x-coordinate of the Poincare section of the chaotic 

attractor are given in Fig. 6.8 and 6.9 as given by Rajasekar and Lakshmana 

(1993). They demonstrated the applicability of various control algorithms in 

this model. In what follows we compare the results of the novel control of chaos 

technique with the results given by them. 

To incorporate the novel control of chaos technique in the dynamics of the 

BVP oscillator, we modify the above Eq. 6.4 governing the dynamics with pe­

riodic membrane AI, introducing a constant bias Ao in addition to the periodic 
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Figure 6.8: The phase portrait of a chaotic attraclor of the BVP oscil­
lator for a = 0.7,b = 0.8, c = O.I,A j = 0.74 and w = 1, initial conditions 
x = -0.3 and y = 0 (Rajase,"" and Lakshmanan 1992, 1993) . 
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membrane bias along the direction of the periodic membrane bias for one period 

at the end of n periods of the periodic membrane bias. Thus the equations of 

the BVP oscillator as in (Rajasekar and Lakshmanan 1993) are given by 

x 
1 3 

X - 3x - y + Al (cos wt) + Ao 

y c(x + a - by) (6.5) 

where Ao is the magnitude of the constant membrane bias. The set of equa­

tions given in Eqs. 6.5 is exactly same as the equation given in Rajasekar and 

Lakshmanan (1993) with the modification that the Eqs. 6.5 evolve as follows. 

The system is allowed to evolve according to the system of Eqs. 6.4 upto the 

(n - 1) th period and evolve according to the system of Eqs. 6.5 at the nth 

period. This process is repeated every nth period. While solving the Eqs. 6.5, 

this idea can be implemented by setting Ao = 0 if j 'I. 0 mod(n) and Ao i= 0 

if j == 0 mod(n) where j represents iteration number. In almost all cases the 

system is stabilized to a periodic orbit with period n if the control is applied 
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throughout the nth period. In some cases the system is stabilized to a periodic 

orbit of period equal to an integral multiple of n. One of the advantages of 

control through this method is the possibility of fixing the length of the period 

required whereas in other methods the system itself will control the length of 

the period. For example, the system could be controlled to the predetermined 

periods of period-5, period-4 and period-3 orbits by applying a constant bias 

as can be seen from Figs. 6.10. This is implemented by setting 040 = 0 if j :j. 0 

mod(n) and 040 =/:. 0 if j == 0 mod(n) where j represents iteration number. For a 

small constant force of magnitude 040 = 0.02 compared to the yalue Al = 0.74, 

the system could be controlled to a periodic solution. As explained in the prob­

lem of controlling the chaotic rheological parameters, one important advantage 

of the control algorithm outlined in this work is the possibility of switching 

over to different specified periodic solutions during a given run. Another ad­

vantage is that once the control is applied the system stabilises rapidly to the 

appropriate periodic orbit as can be seen from the Figs. 6.10. A table of results 

obtained with the novel control technique is given in Table. 6.4. 

The effect of periodic parametric perturbation on the chaotic dynamics of 

the BVP oscillator is studied extensively by Rajasekar and Lakshmanan (1993). 

As given by them, the BVP equations ~ith periodic parametric perturbation 

can be expressed as 

1 3 
X X - 3x - y + Al (cos wt) 

Y - c(l+1}COswlt)(x+a-by) (6.6) 

where 1} is the magnitude and Wl is the frequency of the perturbation. We 

reproduced their results. On comparison of the results obtained in this method 

with that by the new algorithm, it is clear that the new method shows some 

advantages. With the new method, the system can be controlled to almost all 

periods of different lengths as can be seen from Table. 6.4. Rajasekar and Lak­

shmanan (1993) showed that regular motions may occur only for some ranges 
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Figure 6.10: The stroboscopic plot of the controlled orbits of the BVP 
oscillator shown in Fig. 6.9 with stroboscopic period = 27r/w, where a = 
0.7, b = 0.8, c = 0.1, Al = 0.74, W = 1 and initial conditions x = -0.3 
and y = 0, (1) showing 5-period orbits when Aa = 0.03 and n = 1 (2) 
showing 4-period orbits when Ao = 0.04 and n = 4 (3) showing 3-period 
orbits when Aa = 0.05 and n = 3. 
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11 11 71 

2 3 5 6 7 8 9 

0.02 10 

0.03 5 10 6 

0.04 4 12 4 10 6 

0.05 4 4 -I 10 6 35 8 

0.06 4 4 -I 10 6 8 

0.07 4 4 15 4 10 6 8 

0.08 4 4 9 -I 10 6 8 

0.09 4 4 15 4 10 6 8 

0.10 4 4 4 10 6 8 

0.20 4 4 9 -I 10 6 14 8 

0.30 4 4 9 4 6 14 8 9 

0040 4 4 9 4 5 6 7 8 9 

0.50 4 4 3 4 5 6 7 8 9 

1.00 25 2 3 4 5 6 7 8 9 

Table 6.4: A two way tabulation of controlled periods of the BVP os­
cillator obtained with the novel control technique for different values of 
Ao and different values of n, where a = 0.7, b = 0.8, c = 0.1, Al = 0.74, 
w = 1, initial conditions x = -0.3, Y = 0.0 
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of magnitude (1]) and frequency (W1) of the perturbation and the period of the 

controlled orbit depends on the applied values of 1] and W1' With the new con­

trol algorithm it is possible to pretarget the length of the period after control, 

whereas this appears to be very difficult "ith the method of periodic paramet­

ric perturbation. Another important aspect of the new algorithm which may 

be difficult to obtain with the periodic parametric perturbation method is the 

possibility of switching behaviour between different periods and the possibility 

of stabilizing high period solutions. The amount of constant force required in 

the new method is also comparatively less than the amount of perturbation 

required in the the periodic parametric perturbation method. 

The effect of second periodic force is also considered for controlling the BVP 

oscillator with a second periodic force is given in (Rajasekar and Lakshmanan 
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1993) as 

.r 
1 

x - _X
3 

- Y + A.\(roswt) + lJCOSW1t 
3 

96 

y c(x + a - by) (6.7) 

where 7J is the magnitude of the additional weak periodic force of frequency 

...,)\. In this method we varied TJ and Wl and reproduced their results. The 

adYalltages found in the stabilization of chaotic behaviour with the new control 

algorithm presented in this chapter over the method of addition of second weak 

periodic force are evident in this system also. 

6.4 The dynamics of periodically forced 
spheroids 

In this section we demonstrate that control of the chaotic dynamics of periodi­

cally forced spheroids by the novel control technique which needs little informa­

tion about the system and is easy to implement is also possible. Utilizing the 

flexibility of controlling chaotic dynamics in a orbit, there is the possibility of 

many applications such as the development of computer controll~d intelligent 

rheology. 

The modifications to incorporate the idea of the new control of chaos algo­

rithm presented in earlier sections of this chapter in the dynamics of periodically 

forced spheroids of finite aspect ratio in simple shear flow are given in section 

5.2. The modified equations given in section 5.2 are 

d() _ P
2 

sin 2() sin 24> + R [(cos () cos 4> kl + cos B sin 4> k2 - sin B k3) cos(wt)] 
dt 

+R[(cosBcos4> k~ + cos Bsin 4> k; - sinB k~)] 

dt 
Pcos24> - Q 

R 
+-:--() [( - sin 4> kl + cos 4> k2) cos(wt) + (- sin 4> k~ + cos 4> k;)] (6.8) 

sm 
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The expressions of P, Q and R are given in section 2.7 as function of re' The 

ma..\:imUlll scaled yal ue of w is taken as w = J = 211"( re + re -I) as given in section 

2.8 ~ote that the system of equations 6.8 reduces to the system of equations 

6.2 by carrying out the scaling as given in (Ramamohan et al. 1994) in the 

limiting case of re tends to infinity. The details of the method of solution of 

equations 6.8 are given in Chapter 5. The scheme of implementing the method 

of the new control strategy is also explained in section 5.2. 

\\'bile solYing Eqs. 6.8, the new idea of control can be implemented by 

setting k~ = k~ = k~ = 0 if j "t 0 mod(n) and k~ = k~ = 0 and k~ =1= 0 if 

j = 0 mod(n) where j represents iteration number. In this calculations we 

kept kl = k3 = O. In almost all cases the system is stabilized to a periodic 

orbit with period n if the control is applied throughout the nth period, as 

obtained in the other two models explained earlier. In some cases the system 

is stabilized to a periodic orbit of period equal to an integral multiple of n. As 

discussed in the section 6.1 the system evolves without any modification if we 

set k~ = k~ = k~ = o. 
In section 5.3 we have demonstrated that controlling the chaotic dynamics 

of periodically forced particles by the new control technique can lead to the 

possibility of better separation than otherwise possible. An example of the 

importance of chaos control is the possibility of novel techniques to separate 

particles haying the same size but different shapes much more efficiently than 

was demonstrated in section 5.3 by controlling the chaotic dynamics of such 

systems. 

The chaotic attractor and the time series of U2 of the Poincare section (stro­

boscopic plot) of the chaotic attract or computed from Eq. 2.21 for re=1.6 are 

given in Figs. 6.11 and 6.12. It is demonstrated in chapter 5 that the system 

can be controlled to periodic behaviour of any desired period. For example, the 

system could be controlled to period-3, period-4, period-5 and period-6 orbits 

by applying a constant force as can be seen from Figs. 6.13. This is obtained 
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Figure 6.11: The chaotic attractor (trajectory plot) of the dynamics 
of the particle for k2 = 12, initial conditions () = rp = 45°, w = J = 
211"(re + r; l) , re = 1.6. 
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Figure 6.12: Trajectory plot of U2 vs. time at every intersection of the 
trajectory shown in 6.11 with the Poincare plane of the corresponding 
attractor, where stroboscopic period is 21r/w. 
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Figure 6.13 : Stroboscopic plot of the controlled orbi ts with period 211' /w 
for k2 = 12, initial conditions () = t/J = 45°, W = J = 21l'(re + r; l ), 
re = 1.6. (1). showing 3-period orbits when k2 = 4.0 and n = 3 (2). 
showing 4-period orbits when k2 = 3.0 and n = 4 (3). showing 5-period 
orbits when k2 = 2.5 and n = 5 (4). showing 6-period orbits when 
k2=1.0andn=6. 
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" 11 
k' 2 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

11 

11 

2 

2 3 

22 12 

16 

9 4 

4 

3 4 

12 3 4 

2 3 4 

n 

5 G 7 8 9 

42 7 

66 7 

G 7 

5 6 7 

5 6 7 

5 6 7 18 

5 6 7 

5 6 7 24 

5 6 i 8 9 

Table 6.5: A two way tabulation of controlled periods of the dynamics of 
periodically forced spheroids obtained with the novel control technique 
for different values of k; and different values of n, where k2 = 12.0, 
k1 = k3 = O,re = 1.6,w = J = 27r(re + r;l),O = if; = 45°. 
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by setting k~ = k; = k~ = 0 if j "t 0 mod{n) and ki = k~ = 0, k; =1= 0.0 if j = 0 

mod{n) in the evolution of Eqs. 6.8 when the system is to be stabilized in a 

period-n orbit. In all cases the control was applied after 1000 periods. It is also 

demonstrated that periodic behaviour of different periods can be obtained by 

applying the same constant force as can be seen from Figs. 5.5. A list of the 

periodic orbits obtained is listed in the Table. 6.5. It is also possible to stabi­

lize a given chaotic system to different n-period orbits by suitably changing the 

control parameter k;. As an example, the time series of the Poincare Section 

corresponding to two 3-period solutions embedded in a chaotic system is given 

in Fig. 6.14. It is also noticed that once control is applied the system stabilizes 

rapidly to the appropriate periodic orbit as can be seen from Fig. 6.13 and 6.14. 

The possibility of switching over to different periodic solutions during a 

given run is another important advantage of the novel control algorithm. This 

switching behaviour may have technological importance. An example showing 

switching behavior is given in Fig. 6.15. The observations made in this work 

suggest the possibility of separating particles more efficiently based on control 
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Figure 6.14: Stroboscopic plot with different controls showing two dif· 
ferent period·3 orbits obtained for k2 = 12 initial conditions 8 = ,p = 45°, 
w = J = 211"(re + r;l) , re = 1.6 with control (1). k; = 4, n = 3 (2). 
k2 = 4.5, n = 3. 
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of chaotic dynamics as explained in section 5.3. Thus, even in the rather simple 

application suggested in section 5.3 the new control of chaos algorithm leads to 

greater efficiency than otherwise possible. 

We also attempted to control the dynamics of periodically forced spheroids 

of finite aspect ratio with the other two methods, namely, periodic parametric 

perturbation and addition of a second weak periodic force for comparing the 

feasibility of the new control algorithm. The modifications made to implement 

the other methods of control in a model of the dynamics of periodically forced 

spheroids is exactly the same as in the other two models given in sections 6.2 

and 6.3. 

To study the effect of periodic parametric perturbation and the effect of 

addition of a second weak periodic force on the chaotic motion of the dynamics 

of periodically forced spheroids we modified the given equations 2.21 as given 

below. With a periodic parametric perturbation of k2 ' the modified equations 

are exactly same as the equations 2.21 with the change that k2 is replaced 
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Figure 6.15: Stroboscopic plot showing period-3 and period-4 orbits 
successively obtained with control applied at every third and fourth 
periods respectively for k2 = 12, initial conditions () = <P = 45°, 
w = J = 211"(re + r;t), re = 1.6 with k2 = 4.5 and k2 = 3.5 respec­
tively. 
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by k2 (1 + 17COS(Wtt), where 17 is the amplitude and Wt is the frequency of the 

periodic parametric perturbation. The system was analysed for control by 

using different \"alues of 17 and Wt. Similarly the equations for the dynamics of 

periodically forced spheroids with the addition of a second weak periodic force 

are obtained by replacing k,cos(wt) in 2.21 by k,cos(wt) + k;cos(w,t). This 

system was analysed for the values of k; ranging between 1% to 10% of the 

value of k2 . In both methods, the values of Wt were selected as 0.2J , O.25J, 

0.4J, 0.5J , 0.6J, 0.75J, 0.8J and IJ , where J = 21f(r, + r;'). We also kept 

kt = kJ = 0 in both methods. 

In this model also, as in the other two models considered earlier, the new 

control algorithm was found to be advantageous compared to the other two 

methods. A sample of the results obtained from three methods of control 

are given in Tables. 6.5, 6.6 and 6.7. As can be seen from Tables. 6.5, it 

is possible to force the system to oscillate in a required period by applying 
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11 11 

11 11 11 0.2J 0.25J O.4J 0.5J 0.6J 0.75J 0.8J 

0.0:> 48 

0.10 5 35 28 35 

0.15 5 4 25 26 

0.20 5 4 45 6 84 65 

0.::!5 5 4 5 22 

O.:lQ 5 4 

Table 6.6: A two way tabulation of controlled periods of the dynamics 
of periodically forced spheroids obtained with the control technique of 
periodic parametric perturbation method for different values of 77 and 
different values OfWl, where k2 = 12.0. kl = k3 = O,Te = 1.6,w = J = 
2rr(Te + r;l), () = cjJ = 45° 
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the new control of chaos algorithm. "-e have demonstrated the possibility 

of periodic orbits of length equal to 1 to 10 times the fundamental period, 

27f / ;""'. At the same time only periodic orbits of length equal to multiples of 

the fundamental period are obtained in the other two methods in which most 

periods are of two digit multiples of the fundamental period. With the methods 

of periodic parametric perturbation and addition of second weak periodic force, 

only orbits of period 1, 4, 5 and 6 times (considering only single digit multiples) 

the fundamental period are obtained as can be seen from the Tables. 6.6 and 6.7. 

Thus for stabilizing a periodic orbit of period equal to a single digit multiple of 

the fundamental period, the novel control of chaos algorithm is advantageous 

compared to the other two methods. Switching between two different multiples 

of the fundamental period is possible with the new control algorithm, whereas 

this appears to be very difficult with the other two methods. 

The new control of chaos method proposed in this work is comparatively 

easy to implement and needs almost no information about the system. We have 

demonstrated some advantages of the novel technique over two well-known al­

gorithms such as control by periodic parametric perturbation and control by 
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11 

11 
1.1 
1\2 

0.12 

0.:14 

0.36 

0.48 

0.60 

0-') ./-

0.84 

0.96 

1.08 

1.20 

11 

11 O.:1J 0.25J O.4J 

28 35 

35 28 90 

45 

0.5J 0.6J 0.75J 0.8J 

20 

35 25 

14 55 32 

5 

5 

5 

25 5 

4 5 

Table 6.7: A two way tabulation of controlled periods of the dynamics 
of periodically forced spheroids obtained with the control technique of 
addition of second periodic force for different values of 17 and different 
values of W1, where k2 = 12.0, k1 = k3 = 0, re = 1.6, W = J = 27r(re + 
r;l),O = fjJ = 45° 
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addition of a second periodic force. We have successfully implemented the new 

algorithm in a rather difficult problem such as the control of the dynamics and 

rheology of periodically forced suspensions of slender rods in simple shear fiow. 

One of the interesting results noted is the possibility to stabilize periodic or­

bits of period appreciably greater than by the Ott et al. method (Ott et al. 

1990). We have also implemented the algorithm and controlled chaos success­

fully in an interesting dynamical system, namely, the Bonhoeffer-Van der Pol 

(BVP) oscillator (Rajasekar and Lakshmanan 1992). We have compared the 

new technique with two other techniques for two dynamical systems and found 

some advantages of the new technique over them. The dynamics of periodically 

forced spheroids of different aspect ratios in simple shear fiow has also been con­

trolled successfully and we have suggested a possible application. Based on the 

results outlined in this work, it is felt that the new control of chaos technique 

may exhibit some advantages over many other control of chaos techniques. The 
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method may also successfully and perhaps. profitably, be applied to problems 

other than the ones considered in Chapter 5. We hope that these preliminary 

results will excite experimental iuterest also in this control of chaos technique. 



Chapter 7 

Conclusions and Future Work 

7.1 Conclusions 

We have numerically analyzed a fluid dynamic system, namely, the dynamics 

of a periodically forced spheroid in simple shear flow. This system is physically 

realizable and technologically important. During the computations we observed 

several practically and fundamentally important phenomena like strong depen­

dence of the results on aspect ratio, a new Class I intermittency, etc. We have 

also proposed a new control algorithm. We have analyzed the results of our 

computations in detail and projected the aspect ratio dependence as a poten­

tial tool to segregate particles of a given shape from a suspension of particles 

having different shapes but similar sizes. We also have observed that the ap­

proach used by Strand(1989) for the strong Brownian limit is inappropriate 

in the chaotic regimes corresponding to the weak Brownian limit. Our results 

indicate a strong dependence of the solutions obtained on the aspect ratio of 

the spheroids. This strong dependence on the aspect ratio can be utilized to 

separate particles from a suspension of particles having different shapes but 

similar sizes. 

In addition to the technological interest in the problem we have reported 

certain aspects of the problem that are of interest to the nonlinear dynamics 

community also. In this work we have reported a physically realizable system 
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in which the possibility of an interesting and novel type of Class I intermittency 

has been demonstrated, namely it is an example of one of the very few phys­

ically realizable chaotic systems showing the phenomenon of a non hysteretic 

form of Class I intermittency with nearly regular reinjection period. Price and 

l\lullin (1991) have observed experimentally a similar type of phenomenon in 

which a h~"steretic form of intermittency with extreme regularity of the burst­

ing is obsen"ed. The system described in this work appears to be one of the 

very few ODE systems describing a physically realizaQle system showing a non 

hysteretic form of Class I intermittency with nearly regular reinjection period. 

The regularity of the bursting is unaffected by variation in the control param­

eter. The ma.ximum Lyapunov exponents of the bursts and laminar phase are 

estimated separately and indicate existence of chaos. The length of the lam­

inar phase shows scaling behaviour typical of Class I intermittency near the 

tangent bifurcation and also shows new scaling behaviour. Return maps of the 

dynamical system are presented to explain the behaviour observed. The system 

also demonstrates some interesting features such as new scaling behaviour away 

from the onset of intermittency and the number of the bursts during a partic­

ular realization varying smoothly with the control parameter. The results are 

presented in terms of the evolution of the orientation of a spheroid subjected 

to an external periodic force immersed in a simple shear flow. 

\Ve also have demonstrated that controlling the chaotic dynamics of peri­

odically forced particles by a suitably engineered novel control technique which 

needs little information about the system and easy to implement leads to the 

possibility of better separation than othenvise possible. In this work we have 

demonstrated that controlling the chaotic dynamics of periodically forced par­

ticles leads to the possibility of better separation. Utilizing the flexibility of 

controlling chaotic dynamics in a desired orbit irrespective of initial state, it is 

demonstrated that it is theoretically possible to separate particles much more 
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efficiently than other,,-ise possible from a suspension of particles having differ­

ent shapes but similar sizes especially for particles of aspect ratio re > LO. The 

strong dependence of t he controlled orbit on the aspect ratio of the particles 

demonstrated in this ,,-ork may have mallY applications such as the develop­

ment of computer controlled intelligent rheology. The results of this work also 

suggest that control of chaos in this problem may have many applications. 

We have proposed a novel algorithm based on parametric perturbation for 

control of chaos in this work. The method proposed is comparatively easy to 

implement and needs almost no information about the system. One of the main 

advantages of this control algorithm is the possibility of pre-targeting the length 

of the controlled period obtained by suitably engineering the control technique. 

In addition we demonstrate certain advantages of this novel technique over two 

well-known algorithms. namely control by periodic parametric perturbation and 

control by addition of a second weak periodic force, such as the possibility of 

switching behaviour, pre-targeting the period, stabilizing high period orbits 

etc. We have also demonstrated the applicability of the technique in certain 

numerical models of physical systems. \Ve have demonstrated the successful 

application of the new algorithm in a rather difficult problem, namely, the 

control of the dynamics and the rheological parameters of periodically forced 

suspensions of slender rods in simple shear flow and also in the Bonhoeffer-Van 

der Pol (BVP) oscillator. 

7.2 Future work 

It has been demonstrated that the dynamics of periodically forced spheroids 

can have complex chaotic behaviour. Since the above problem is virtually 

unexplored in the chaos literature and since within a period of nearly four 

years we have found a \yealth of interesting results with technological potential, 

it is desirable to continue the work with more realistic assumptions such as 
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inclusion of Brownian motion, interaction of particles etc. In this work we have 

considered only one component of the external force i. c. k2 . The problem 

can be Clnalyzed for new properties and behaviour by considering the other t.wo 

components of the force, namely, kl and k3 or combinations of these parameters. 

It is also desirable to study the effect of change in the frequency of the external 

force. 

The present analysis is based on certain assumptions. ""e have considered 

the dynamics of dilute suspensions of spheroids of finite aspect ratio in simple 

shear flow under the action of a periodically induced external force, where 

Brownian motion is weak. There are some fundamental questions raised by our 

problem such as how does one include the effects of Browuian motion in the 

chaotic case? 'Ve have identified some errors in the approach of Strand(1989). 

V/hat is the alternative technique to solve such problems? The problem can 

further be analyzed by changing or manipulating the assumptions made in the 

model given in this thesis. The underlying flow is another important factor that 

matters. It is possible to develop a theory for another classic cases of linear 

flows, namely, uniaxial extensional flow. The dynamics of interacting particles 

under certain conditions is another important problem in the field of non-linear 

dynamics which could be considered in future work. 



Nomenclature 

a - polar radius 
b equatorial radius 
tx·ty,t z The unit vectors in x, y and z directions 
J 271" (r e + re -1 ) 

k The periodic force field 
k' The constant force field 
CK The intrinsic properties of the particle, which depend upon 

the geometric configuration of its wetted surface 
rK, f The intrinsic properties of the particle, which depend upon 

the geometric configuration of its wetted surface 
l1 Total number of particles in the grid on the average 
l2 Total number of occurrences of the grid 
L The torque about the centre of the particle exerted 

by the fluid on the particle 
n The period of at which the control is active 
m The obtained period of the control 
re The particle aspect ratio given by re = a/b 

5 - The rate of deformation tensor given by 5 = ~ [\7V + \7V T] 

u The unit vector along the axis of symmetry which determines 
the orientation of the spheroids with components U1, U2, U3 

U - The translational velocity 
U-V - The translational slip velocity 
y The y coordinate 

I - The shear rate 
/Lo (or 1]s) The viscosity of the fluid 
e,q; The polar angle and the azimuthal angle corresponding to 

a given vector u respectively 
e The time derivative of e 
q; - The time derivative of q; 
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Nomenclature 

w 
n 
n-w 
V' 
Pe 
Re 
Dr 
F p 

bij 
Eijk -
G 
5 
w 

The frequency of the driying force 
The angular velocity of the particle 
The rotational slip velocity 
The del operator 
The Peclet number 
The Reynolds number 
Rotary diffusiYity 
The yolume of the spheroid 
The I{ronocker delta function 
The permutation symbol 
The velocity gradient tensor 
The rate of shear tensor 
The Yorticity tensor 
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Program Listing! 

The source code (Fortran) for finding the orbit and the stroboscopic plot is 

giYE'n below for the dynamics of periodically forced particles. We do not include 

the program used for control of chaos since the following program can easily 

be modified for the same purpose. 

external derivs 
external rkqc 
external rk4 
character*2 i01 
dimension y(2) 
common /area1/w1,ak1,ak2,ak3,v,re 
common /path/kmax,kount,dxsav,xp(200),yp(2,200) 
open(unit=7,file=ltraj.dat") 
open(unit=8,file=lpoin.dat") 
v=0.5 
pi=3.141592653589793 
re=1.6 
ak1 =0.0 
ak2 =12.44 
ak3 =0.0 
thint=20.0 
phint=20.0 
w1=2.0*pi*(re+1.0/re) 
akc=l 
x1=0.0 
pi2=pi/2.0 
thint=2.0*pi*thint/360.0 
phint=2.0*pi*phint/360.0 
y(l)=thint 
y(2)=phint 
nvar=2 
eps =0.000001 
kmax=2 
h1=2.0*pi/w1/100.0 

lSubroutine odeint is adapted from Press et al. (1986) 
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dx2=hl 
dxsav=dx2/20.0 
x2=xl+dx2 
hmin=hl/200000.0 
do 1 j=1,505000 
iOl=IOK" 
call odeint(iOl,y,nvar,xl,x2,eps,hl,hmin,nok,nbad) 
ql=sin(y(1»*cos(y(2» 
q2=sin(y(1»*sin(y(2» 
q3=cos (y (1) ) 
qmod=ql*ql+q2*q2+q3*q3 
i1=1 
if(ql.lt.O.O) il=-l 
argl=il*sqrt«ql*ql+q2*q2»/q3 
y(1)=atan(argl) 
y(2)=atan(q2/ql) 
if(j.ge.5001) write(7,101)float(j)/100,ql,q2,q3,qmod 

100 format(i7,4(x,f9.5),A5) 
101 format(fl0.3,x,4(x,f9.5» 

xl=x2 
x2=x2+dx2 
if(mod(j,100).eq.0) then 
xl=O.O 
x2=xl+dx2 
if(j.ge.5001) write(8,101)float(j)/100,ql,q2,q3,qmod 
endif 

1 continue 
close (7) 

close(8) 
stop 
end 
subroutine derivs(x,y,yprime) 

c user defined routine called by ode integrator 

dimension y(2),yprime(2) 
common /areal/wl,akl,ak2,ak3,v,re 

c simple sheal flow 
c spheroids for any value of re 

pi=3.141592653589793 
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if(re.lt.l.O) go to 5 
sq2 = re*re-l.O 
beta=(alog(re + sqrt( sq2 ))) / (re*sqrt( sq2 )) 
go to 6 

5 beta=(acos(re))/(re*sqrt(l.O-re*re)) 
6 continue 

cc =2.0*re*re-l.O 
aaa=pi*(re*re-l.O)/re 
bbb=pi*(re*re+l.O)/re 
ccc=(3.0*re*re*re*(cc*beta - 1.O))/(8.0*(re*re-l.O)) 
dl=cos(x*wl) 
al=cos(y(1))*cos(y(2))*akl+ 

cos(y(1))*sin(y(2))*ak2-sin(y(1))*ak3 
a2=(cos(y(2))*ak2-sin(y(2))*akl)/sin(y(1)) 
yprime(1)=O.5*aaa*sin(2.0*y(1))*sin(2.0*y(2)) + ccc*al*dl 
yprime(2)=aaa*( cos(2.0*y(2)) ) - bbb + ccc*a2*dl 
return 
end 

subroutine odeint(iOl,ystart,nvar,xl,x2,eps,hl,hmin, 
nok,nbad) 

c runge kutta driver with adaptive stepsize control. 
c Integrate the nvar starting values ystart from xl 
c to x2 with accuracy eps, storing intermediate results 
c in the common block /path/ hi should be set as a guessed 
c first stepsize. hmin as the minimum allowed stepsize 
c (can be zero). On output nok and nbad are the number 
c of good and bad (but retried and fixed) steps taken, 
c and ystart is replaced by values at the end of the 
c integration interval. derivs is the user supplied 
c subroutine while rkqc is the name of the stepper routine 
c to be used. path contains its own information about 
c how often an intermediate value is to be stored. 

external derivs 
external rkqc 
character*2 iOl 
parameter (maxstp=lOOOOOO,nmax=2,two=2.0,zero=O.O, 
tiny=1.e-30) 
common /path/kmax,kount,dxsav,xp(200),yp(2,200) 
common /areal/wl,akl,ak2,ak3,v,re 

c user storage for intermediate results. Preset 

ll-! 
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c dxsav and krnax 

dimension ystart(nvar) ,yscal(nmax) ,y(nmax) ,dydx(nmax) 
x=xl 
h=sign (hi, x2-xi) 
nok=O 
nbad=O 
kount=O 
do 11 i=l,nvar 
y(i)=ystart(i) 

11 continue 
if(krnax.gt.O) xsav=x-dxsav*two 

c assures storage of first step 

do 16 nstp=l,maxstp 

c take at most maxstp steps 

call derivs(x,y,dydx) 
do 12 i=l,nvar 

c scaling used to monitor accuracy. This general purpose 
c choice can be modified if need be 

yscal(i)=abs(y(i))+abs(h*dydx(i))+tiny 
12 continue 

if(kmax.gt.O) then 
if(abs(x-xsav).gt.abs(dxsav)) then 
if(kount.lt.kmax-l) then 
kount=kount+l 
xp(kount)=x 
do 13 i=l,nvar 
yp(i,kount)=y(i) 

13 continue 
xsav=x 
endif 
endif 
endif 
if«x+h-x2)*(x+h-xl).gt.zero) h=x2-x 

c if step can overshoot end, cut down stepsize 

115 



Program Listing 

call rkqc(iOl,y,dydx,nvar,x,h,eps,yscal,hdid,hnext) 
if(hdid.eq.h) then 
nok=nok+l 
else 
nbad=nbad+l 
endif 
if((x-x2)*(x2-xl).ge.zero) then 

c are we done? 

do 14 i=l,nvar 
ystart (i)=y(i) 

14 continue 
if(kmax.ne.O) then 
kount=kount+l 

c save final step 

xp (kount) =x 
do 15 i=l,nvar 
yp(i,kount)=y(i) 

15 continue 
endif 
return 

c normal exit 

endif 
if(abs(hnext).lt.hmin) iOl=INl" 
h=hnext 

16 continue 
iOl=IN2" 
return 
end 

subroutine rkqc(iOl,y,dydx,n,x,htry,eps,yscal,hdid,bnext) 

c fifth order runge-kutta step with monitoring of local 
c truncation error to ensure accuracy and adjust stepsize. 
c Input are the dependent variable vector y of length n and 
c its derivative dydx at the starting value of the 
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c independent variable x. Also input are the stepsize to be 
c attempted htry, the required accuracy eps, and the vector 
c yscal against which the error is scaled. On output, y and 
c x are replaced by their new values, hdid is the stepsize 
c which was actually accomplished, and hnext is the estimated 
c next stepsize. derivs is the user supplied subroutine that 
c computes the right hand side derivatives. 

character*2 iOl 
parameter (nmax=2,pgrow=-O.2,pshrink=-O.25,fcor=1.0/15.0, 
one=1.0,safety=O.9,errcon=6.e-04) 
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c the value errcon equals (4/safety)**(1/pgrow), see use below 

external derivs 
common /areal/wl,akl,ak2,ak3,v,re 
dimension y(n),dydx(n),yscal(n),ytemp(nmax),ysav(nmax), 
dysav(nmax) 
xsav=x 

c save initial values 

do 11 i=l,n 
ysav(i)=y(i) 
dysav(i)=dydx(i) 

11 continue 
h=htry 

c set stepsize to the initial trial value 

1 hh=O.5*h 
call rk4(ysav,dysav,n,xsav,hh,ytemp) 
x=xsav+hh 
call derivs(x,ytemp,dydx) 
call rk4(ytemp,dydx,n,x,hh,y) 
x=xsav+h 
if(x.eq.xsav) iOl="NO" 
call rk4(ysav,dysav,n,xsav,h,ytemp) 

c take the large step 

errmax=O.O 
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c evaluate accuracy 

do 12 i=l,n 
ytemp(i)=y(i)-ytemp(i) 
errmax=max(errmax,abs(ytemp(i)/yscal(i))) 

12 continue 

c ytemp now contains the error estimate 

errmax=errmax/eps 
if(errmax.gt.one) then 
h=safety*h*(errmax**pshrink) 

c truncation error too large, reduce stepsize 

go to 1 
else 

c step succeeded. compute size of next step 

hdid=h 
if(errmax.gt.errcon) then 
hnext=safety*h*(errmax**pgrow) 
else 
hnext=4.0*h 
endif 
endif 
do 13 i=l,n 

c mop up fifth order truncation error 

y(i)=y(i)+ytemp(i)*fcor 
13 continue 

return 
end 

subroutine rk4(y,dydx,n,x,h,yout) 

c given values for n variables y and their derivatives 
c dydx known at x, use the fourth order runge kutta method 
c to advance the solution over an interval h and return 
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c the incremented variables as yout, which need not be a 
c distinct array from y. The user supplies the 
c subroutine derivs(x,y,dydx) which returns derivatives 
c dydx at x. 

external derivs 
parameter (nmax=2) 

c set to the maximum number of functions 

common /area1/w1,ak1,ak2,ak3,v,re 
dimension y(n),dydx(n),yout(n),yt(nmax),dyt(nmax), 
dym(nmax) 
hh=O.5*h 
h6=h/6.0 
xh=x+hh 
do 11 i=l,n 
yt(i)=y(i)+hh*dydx(i) 

11 continue 
call derivs(xh,yt,dyt) 
do 12 i=l,n 
yt(i)=y(i)+ hh*dyt(i) 

12 continue 
call derivs(xh,yt,dym) 
do 13 i=l,n 
yt(i)=y(i)+h*dym(i) 
dym(i)=dym(i)+dyt(i) 

13 continue 
call derivs(x+h,yt,dyt) 
do 14 i=l,n 
yout(i)=y(i)+h6*(dydx(i)+dyt(i)+2.0*dym(i)) 

14 continue 
return 
end 
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Appendix A 

Phase Diagrams of types of 
attractors of the governing eqs. 

In this work, numerical computations have been reported for various values of 

k2 and Te for w = J. Below we present a detailed investigation of the k2 vs. Te 

space for values of 0.5 ~ k2 ~ 6.0 in steps of 0.5 and Te varying between 0 and 

2 in steps of 0.2. 

We ran the program for 2500 points of the Poincare section (stroboscopic 

plot) and deleted the first 2250 points to remove the transients. All runs were 

started with the initial conditions () = ifJ = 45°. We obtained similar results 

when ifJ was replaced by -ifJ., As a test case when we ran the program for () = 90° 

the trajectory plot reduced to a continuous curve, indicating regular behaviour 

for all the values of k2 and Te considered. At k2 = 0.03 for Te = 1.6, the attractor 

slowly begins to broaden from a continuous curve and the Lyapunov exponent 

first becomes positive. There are a number of regular regimes in between the 

chaotic regimes. In our system, chaos usually appears as a broadening of the 

attractor as can be seen from the example given in Fig. 3.1. In certain regimes 

as in Ramamohan et al., (1994) the attractor broadens to such an extent that 

a subset of the phase space is completely filled. 
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11 11 

1.0 1.5 2.0 2.5 3.0 1 3.5 4.0·1 4.5 5.0 5.5 

0.2 1 1 1 1 1 1 1 1 1 1 1 

OA 1 1 1 1 1 1 1 1 1 1 1 

0.6 1 1 1 1 1 1 1 1 1 1 1 

0.8 1 1 1 1 1 1 1 1 1 1 1 

1.2 1 1 1 1 1 1 4 1 1 1 1 

1.4 1 1 1 1 1 1 1 1 4 5 1 

1.6 1 1 1 1 1 1 1 1 1 2 1 

1.8 1 1 1 1 1 1 1 1 1 2 3 

2.0 1 1 1 1 1 1 1 1 2 2 3 

Ta~le A.1: A Phase diagram of k2 vs. re for w = J, initial conditions 
() = 30°,4> = 45° 
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For a comprehensive study of the chaotic behaviour of the system considered 

in this work we have analysed the problem for two different initial conditions. 

In both cases we varied the parameter re ranging from 0 to 2 in steps of 0.2 and 

k2 ranging from 0 to 5 in steps of 0.5. We obtained different types of attractors 

[or these ranges of the parq.meters and we have classified them into 6 types. 

These attractors are given in Fig. A.l of this appendix. The corresponding 

phase diagrams in kz - re space are given in Tables. A.l and A.2. 
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>.0, __________ -, 

1 2 

0.5 

0.0 

~.5 

-1 .0 L_~ __ ~ __ ~ _ ____.J 

0.0 

~.5 

-1 .0 L __ ~ __ ~ __ ~ _ ____' 

•. 0,------------, 
6 

0.0 

~.5 

-1 .0.':---:':---7.:----;':------, 
-1 .0 -0.5 0.0 0.5 1.0 ·1 .0 ~.5 00 0.5 >'0 

Figure A.I: AUractors of different types for different values of k2 : (1) 
0= 30°,4> = 45°,r. = 0.6,k, = 4.0 (2) B = 30°,4> = 45°,r. = l.B,k, = 
5.0 (a regular attractor with two fixed points in the Poincare section) (3) 
o = 30o,~ = 45°,re = 1.8,k2 = 6.0 (4) 8 = 30o,~ = 45°,rc = 1.4 ,k2 = 
4.5 (5) B = 30°,4> = 45°,r. = 1.4,k, = 5.0 (6) B = 75°,4> = 30°,r. = 
2.0, k2 = 6.0 (a regular attractor with more than two fixed points in the 
Poincare section) 
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[I 11 

11 re 11 0.5 1.0 1.5 2.0 2.5 3.0 1 3.5 4.0 4.5 5.0 5.5 

0.2 1 1 1 1 1 1 1 1 1 1 1 

0.4 1 1 1 1 1 1 1 1 1 1 1 

0.6 1 1 1 1 1 1 1 1 1 1 1 

0.8 1 1 1 1 1 1 1 1 1 1 1 

1.2 1 1 1 1 1 1 2 1 1 1 1 

1.4 1 1 1 1 1 1 ·1 1 2 2 1 

1.6 1 1 1 1 1 1 1 1 1 2 2 

1.8 1 1 1 1 1 1 1 1 1 2 1 

2.0 1 1 1 1 1 1 1 1 2 2 1 

Table A.2: A Phase diagram of k2 vs. re for w = J, initial conditions 
o = 75°,4> = 30° 
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Appendix B 

Similarities and Differences with 
the thesis of K. Satheesh Kumar 

In this thesis, we have reviewed chaotic dynamics and suspenSIOn rheology 

briefly. Since the problem considered in this work and the problem handled by 

K. Satheesh Kumar lie in these two areas, he has also reviewed these two areas 

briefly. In these reviews there are some similarities. In what follows we have 

included in this appendix the similarities and differences of this thesis with the 

thesis entitled studies on the chaotic rheological parameters of periodically forced 

suspensions of 'Wea.k Brownian slender bodies in simple shear flo'W submitted to 

the Cochin University of Science and Technology by K. Satheesh Kumar (1997)1 

The main thrust of this thesis is the demonstration of chaos and a study 

of its properties in a physically realizable fluid dynamic system. That is, the 

chaotic evolution of the orientations of individual particles of finite aspect ratio 

ranging from 0 to 2 is analysed in detail. Similarly, K. Satheesh Kumar has 

analyzed, in his thesis, the effect of evolution of the orientations of individual 

particles of infinite aspect ratio. In short, the dynamics of periodically forced 

pa.rticles of finite aspect ratio is analyzed in this thesis whereas K. Satheesh 

1 st1ldies ou the chaotic rhcological parameters of periodically forceu SllspcllsiollS of weak 
Drowlliall slclluer hodies ill simplc shear flow, Kmuar, KS (1997) 
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K umar has studies the rheology of a suspension of long slender rods (of infinite 

aspect ratio). 

The analysis of dynamics in this thesis is of dilute suspensions of periodically 

forced spheroids in the presence of weak or negligible Brownian motion in simple 

shear flow. K. Satheesh Kumar has considered slender rods instead of spheroids 

keeping the other assumptions on the suspensions the same. In fact there is 

no similarity in the main contributions of this thesis with that of K. Satheesh 

Kumar. To get overall idea of the differences and similarities we list out the 

features of this thesis which differ from that of K. Satheesh Kumar. 

We have numerically analysed a fluid dynamic system, namely, the dynamics 

of periodically forced spheroids in simple shear flow. This system is physically 

realizable and technologically important. During the computations we observed 

several practically and fundamentally important phenomena. like strong depen­

dence of the results on aspect ratio, a new Class I intermittency, etc. We have 

also proposed a new control algorithm. 

The main contributions of this thesis can be summarised as follows. Firstly, 

we have analysed the results of our computations in detail and projected the 

aspect ratio dependence as a potential tool to segregate particles of a given 

shape from a suspension of particles having different shapes but similar sizes. 

We also have observed that the approach used by Strand(19g9) for the strong 

Brownian limit is inappropriate in the chaotic regimes corresponding to the 

weak Brownian limit. Our results indicate a strong dependence of the solutions 

obtained on the aspect ratio of the spheroids. This strong dependence on the 

aspect ratio can be utilized to separate particles from a suspension of particles 

having different shapes but similar sizes. 
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Secondly, we have reported certain aspects of the problem that are of inter­

est to the nonlinear dynamics community also. In this work we have reported a 

physically realisable system in which the possibility of an interesting and novel 

type of Class I intermittency has been demonstrated, namely it is an example 

of one of the very few physically realisable chaotic systems showing the phe­

nomenon of a non hysteretic form of Class I intermittency with nearly regular 

reinjection period. Price and Mullin (1991) have observed experimentally a 

similar type of phenomenon in which a hysteretic form of intermittency with 

extreme regularity of the bursting is observed. The system described in this 

work appears to be one of the very few ODE systems describing a physically 

realisable system showing a non hysteretic form of Class I intermittency with 

nearly regular reinjection period. The regularity of the bursting is unaffected 

by variation in the control parameter. The maximum Lyapunov exponents of 

the bursts and laminar phase are estimated separately and indicate existence 

of chaos. The length of the laminar phase shows scaling behaviour typical of 

Class I intermittency near the tangent bifurcation and also shows new scaling 

behaviour. Return maps of the dynamical system are presented to explain the 

behaviour observed. The system also demonstrates some interesting features 

such as new scaling behaviour away from the onset of intermittency and the 

number of the bursts during a particular realization varying smoothly with the 

control parameter. These results are presented in terms of the evolution of the 

orientation of a spheroid subjected to an external periodic force immersed in a 

simple shear flow. 

Thirdly, we have demonstrated that controlling the chaotic dynamics of 

periodically forced particles by a suitably engineered novel control technique 

which needs little.information about the system and is easy to implement leads 
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to the possibility of better separation than otherwise possible. In this work we 

have demonstrated that controlling the chaotic dynamics of periodically forced 

particles leads to the possibility of better separation. Utilizing the flexibility of 

controlling chaotic dynamics in a desired orbit irrespective of initial state, it is 

demonstrated that it is theoretically possible to separate particles much more 

efficiently than otherwise possible from a suspension of particles having different 

shapes but similar sizes especially for particles of aspect ratio re > 1.0. The 

strong dependence of the controlled orbit on the aspect ratio of the particles 

demonstrated in this work may have many applications such as the development 

of computer controlled intelligent rheology. The results of this work also suggest 

that control of chaos in this problem may have many applications. 

Finally, we have proposed a novel algorithm based on parametric perturba­

tion for control of chaos in this work. The method proposed is comparatively 

easy to implement and needs almost no information about the system. One of 

the main advantages of this control algorithm is the possibility of pre-targeting 

the length of the controlled period obtained by suitably engineering the control 

technique. In addition we demonstrate certain advantages of this novel tech­

nique over two well-known algorithms, namely control by periodic parametric 

perturbation and control by addition of a second weak periodic force, such 

as the possibility of switching behaviour, pre-targeting the period, stabilising 

high period orbits etc. We have also demonstrated the applicability of the tech­

nique in certain numerical models of physical systems. We have demonstrated 

the successful application of the new algorithm in a rather difficult problem, 

namely, the control of the dynamics and the rheological parameters of period­

ically forced suspensions of slender rods in simple shear flow and also in the 

, Bonhoeffer-Van der Pol (BVP) oscillator. 
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As part of considering different systems to test the applicability and suit­

ability of the new control of chaos algorithm developed during this work, we 

have considered the case of chaotic rheological parameters of periodically forced 

slender rods only to compare the efficiency of the new control algorithm with 

some other control algorithms. The control of chaos algorithm developed in 

this work is used to control chaotic rheological parameters in the work of K. 

Satheesh Kumar, but the thrust in his work is on the possibility of obtaining 

novel rheological parameters and not on the control algorithm. In short, we 

have just reproduced the expressions of the rheological parameters from the 

thesis of K. Satheesh Kumar, as chaotic rheological parameters happen to be 

one of the different systems we considered to test the novel control of chaos 

algorithm for efficiency. 

The other similarity is the assumptions of the model of the suspension con­

sidered in these two thesis are similar with deviation from the .thesis of K. 

Satheesh Kumar in the particle shape. We developed the orientation evolution 

equations based on Brenner (1974) and his scaling. At the same time, the de­

velopment of the orientation evolution equations in the work of K. Satheesh 

Kumar is based on the approach of Strand and Kim (1992) and the scaling in 

his thesis is also different from that of ours. 

Except for these two similarities all other results are the original contribu­

tions of this thesis which has been published in international referred journals. 
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