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i 

 

 
 

As technology is progressing, news channels have been shifting to 

a new trend of instant news which gets updated each second. The 

growing network of news channels have resulted in massive production 

of news which gives journalists the hectic task of creating news stories 

from a huge amount of stored data within short time periods. Thereby, 

there is a need for an automated method that enables faster production 

of news. News story production basically involves the shortening of the 

topic’s history and inclusion of the latest updates about the topic. The 

present work aims at proposing a framework which uses neural net 

models for generating news from keywords and to study the relation 

between the number of keywords mined by ontology and the quality of 

news generated. Two neural net models, one based on Char-RNN and 

another based on Sequence to Sequence model are tested with two 

datasets namely BBC news dataset and a Cricket Commentary dataset. 

The results are analyzed with both automatic evaluation measures and 

human evaluation. 

 

Keywords: Ontology, Information Extraction, Deep Learning, Recurrent 
Neural Networks, Long Short Term Memory.  
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1.1  Introduction 

As technology is developing, there is a progressive and significant 

reduction in the amount of work that humans have to do. This 

phenomenon also has an impact on news generating agencies including 

print media (like newspapers) and visual media (like news broadcasting 

services). When newly available technologies were incorporated into the 

conventional processes of news production, it gave a considerable scope 

for a customization with which the users could set their preferences for 

the information accessed. Customization enhances user experience by 

allowing them to control their interaction, and therefore, plays an 

important role in facilitating the user in making their choices while 

considering the tight competition within this service sector. 

C
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te
n

ts
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With the numerous sources that provide information for generating 

news, there arises the necessity for a need- specific customization which 

enables them to provide a strong user experience both online and 

offline. Another reason for growth of its importance is the availability of 

the huge amount of data. This chapter discusses the background in the 

first part. Later, the problem statement, objectives, research method and 

expected outcome are explained. Finally, the chapter presents an overview 

of the chapters to follow. 

1.2  Background 

Public life has made news channels a part and parcel of their 

existence. A number of basic story forms are being used in the news 

agencies like voice overs, voice over with sound bites and news reading 

out stories. A short clip of an interview, speech or music taken out from 

a full-length audio or video is called a sound bite. A ‘reader’s story’ 

which usually omits visuals may upgrade to a voice over story according 

to its news value. They usually lack production value. A report or a 

visual news story is a sequence of semantically related visual scenes 

edited with relevant sound bite and a voice over. 

With development in Information Technology, and with media 

emerging as a primary source of information, news content generation 

has undergone exponential growth. With the large number of news 

medias and organizations that report news on an instant pace, news 

production has reached an intensely competitive level. News channels 
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have established an instant news habit that gets updated virtually every 

few seconds. Archiving becomes a challenging process due to the amount 

of news produced. The journalists access news archives to get details 

about the past events related to the currently trending news updates. 

Finding the apt content from a whole archive is time consuming for the 

journalist. They are asked to make stories at an instant pace as the 

refreshing process takes place rapidly.  

News producers, editors and news desk journalists who are 

responsible in making a news script and compiling stories face difficulty 

to meet the demand for faster news delivery. Preparing a news script is 

the initial step in the process of news generation. A thorough search in 

the news library is required to gather the necessary information. The 

news correspondent would get a number of news articles for a single 

query. The journalist needs to search the archive using many keywords 

to get the required details. The right information may not be available in 

the first search itself. It is a hectic task for the journalist to check on 

each search results and to screen out unnecessary information and select 

the information needed for the story 

On the contrary, if the news reporter gets a relevant and 

comprehensive machine generated news from the archive with regard to 

a current event, based on his/her search query, that would be an 

experience which is more customized. This will help to frame a detailed 

news script by considering all the available information about a news 

topic thus helping to reduce the time required for news generation. 
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For example, a news story was framed in the context of the 2018 

football world cup which presented Kylian Mbappe as an emerging 

talent from the side of France. His skills were revealed in the pre quarter 

match where Argentina played against France. The usage scenario is 

depicted by Figure 1.1  

 

 

Figure 1.1: Illustrates typical use case 

 

The figure above represents the generation of news by the 

proposed framework. Here the generation of news is implemented in 

three steps. The journalist gives the keywords as the input, which then 

gets processed by the framework and the news is generated. With the 

machine generated news, a news desk journalist can easily collect the 

suitable visual scenes from the library. The correspondent edits and 



Introduction 

Ontology Based News Generation Framework Using Neural Models   5 

integrates the visuals using a visual editor. Figure 1.2 gives more 

information about the visual scenes which are to be extracted for the 

news event mentioned above. 

 

 
Figure 1.2: Illustrates order of visual scenes as per sample news script 

 

The above figure represents the order with which these scenes are 

to be connected. The length of each visual is determined by the news 

story’s length. The purpose of the example described here is to show-

case a possible innovation in news generation process which reduces the 

complexity of the work involved. 

There are more than 75 news channels working in India where the 

medium of communication is English, Hindi or other regional 

languages. This study was based on news channels in the Kerala state, in 

India. In Kerala, both national and regional news channels are available. 

A major finding of the study was that all the channels are following 

keyword based search in the news archive. Some of them are still using 
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video tape for storage. Only a few news channels are having advanced 

server based storage systems. Table 1.1 provides details of the study 

conducted about the archiving systems followed by the news channels in 

Kerala, India.       

Table 1.1: Archiving systems of news channels in Kerala 

News 
channel 

Application type Search method Storage 

 
Stand-alone Keyword based Tape/Computer 

 
Server based ERP Keyword based Server based 

 
Stand-alone Keyword based Tape 

 

Stand-alone 
 

Keyword based Computer 

 
Stand-alone Keyword based Computer 

 
Manual Keyword based Tape 

 
Stand-alone Keyword based Computer 

 
Stand-alone Keyword based Computer 

 
( Dalet –total media solution) Keyword based Server-based 

 
( Diva –total media solution) Keyword based Server based 

 
Stand-alone Keyword based Computer/Tape 
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Out of the 11 channels considered, seven channels use stand-alone 

type of application for news generation as per details shown in Table 1.1. 

Three of the channels use server based storage, six of them use stand-

alone computer based storage and two of them use tape/-server based 

storage. 

1.3  Problem Formulation 

While considering the huge production of news and insufficient 

automated tools, news archiving and extraction have turned out to be 

demanding tasks. The initial phase of present work will be dealing with 

how customization in digital archiving can be achieved using ontology 

and the significance of the completeness of ontology in this domain. The 

main aim of this work is to propose a framework which uses neural net 

models for generating news from keywords and to study the relation 

between keywords which are extracted by the ontology and the quality of 

generated news. 

1.4  Research Objectives 

The main objective of this work is to develop a framework for 

generating news from keywords using neural net models. More 

specifically, the objectives of the present study are: 

 To design and develop a research framework to conduct the 

present study. 
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 To scrutinise the impact of using ontology in news extraction 

and the significance of ontology with completeness property 

in generating more keywords. 

 To develop a framework for news generation from keywords 

extracted by ontology using neural net models.  

 To design an evaluation approach suitable for the present 

study. 

 To compare the evaluation results of neural net models used              

in the news generation framework with different datasets              

and conclude on the best performing news generation 

framework.    

 To study the relation between the quality of news generated 

and the number of keywords. 

1.5  Research Methodology 

Selecting a research strategy is necessary for solving problems in a 

scientific and systematic way. Different problems require diverse research 

strategies. Various types of research methods are used in computer related 

research because of the diverse nature of computer technologies. The 

research work discussed here follows the experimental approach.              

The research methodology followed in this work is summarized in 

Figure 1.3.  
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Figure 1.3: Research Methodology 
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Sometimes, there is a requirement of a specific environment to 

analyse the reason of the phenomena under study. The requirement of this 

experiment arises when the variable under the study has no proven relation. 

The domain under study may be complex to formulate a mathematical 

explanation or relation. Here the only alternative to analyse the problem is 

experimental approach. This approach has three components namely data 

sample, dependent variables and independent variables. Values of 

dependent variables may change as a result of change in the independent 

variables. The changes are measured using statistical or other evaluation 

methods which are suitable for the domain under consideration.  

1.5.1 Problem Identification and Derivation of Objectives 

Problem identification and derivation of objectives is done in this 

phase. It starts with examining the research gaps explored during the 

initial study. Based on this, the problem is formulated and research 

objectives of this work are carefully established. 

1.5.2 Literature Review 

Selecting the tools and techniques which aids to achieve the 

objectives is significant for this particular study. The statistical or rule 

based models used in text generation have inherent drawbacks. These 

models function with limited number of handmade rules and a small 

vocabulary, but fails with huge datasets [136,140]. Another major 

drawback is its inability to remember long-term dependencies which is 

highly required for the problem discussed in this work. This is clearly 



Introduction 

Ontology Based News Generation Framework Using Neural Models   11 

mentioned in the research gaps. RNN-LSTM network overcomes these 

limitations in an effective manner. Hence the LSTM network, a variant of 

the Recurrent Neural Network is selected for this work. The head words 

or keywords which are supposed to be used for news generation are not 

developed manually in this problem. It is extracted from news text using 

ontology which is one of the powerful semantic web technologies.  

Various ontology based news extraction and classification systems 

have to be studied to understand the power of ontology to grasp 

knowledge concepts. Neural net models  which are developed not only 

for generating news but also for text generation is required to be studied 

here to get a better understanding about the works already done in this 

field. Some of the statistical or rule based text generation models which 

uses keywords have to be considered since a few neural text generation 

systems using keywords as input have been developed so far. 

1.5.3 Design and Development of Research Framework  

The conceptual framework is designed and developed in this 

phase which acts like a blueprint. It provides an outline of the plan to 

conduct the present research. 

1.5.4 Construction of Proposed News Generation Framework 

Here the aim is to make the technical environment to run the 

experiments to understand the phenomena and to get the objectives 

achieved.  
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The first step involved in this phase is the extraction of keywords 

from the news using ontology. These keywords are fed to the neural net 

models for the purpose of training and testing purposes. Two neural net 

models are experimented in this work. The selection or creation of the 

neural model algorithms to be used in this work has to be decided in 

this phase. How to prepare data for neural model training is also an 

issue to be solved in this phase. 

1.5.5 Design of Evaluation Approach and Application Development 
Environment 

The purpose of the evaluation here is to test the proposed news 

generation framework to find out whether it achieves the research 

objectives. The major part in the design of evaluation approach in this 

work involves selecting the suitable technique to test the machine-

generated news. The evaluation approach followed in this work 

consists of automatic and human evaluation. Technical environment 

required for the development of the proposed framework is also 

decided in this step. 

1.5.6 Testing and Evaluation 

The results are tested based on the evaluation approach followed 

in this work. Automatic evaluation metrics are very effective in machine 

translation scenarios. However, they are not popular in text generation. 

One of the reasons behind this is that the machine generated text would 

not be totally similar to the referral text since the machine is going 
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through a learning process using selected neural network algorithms and 

news is generated based on its learning data. 

So here, the human evaluation approach is also considered as part 

of the evaluation strategy. After all, the end user is a human and 

definitely the feedback has to be taken from human evaluators. But one 

cannot neglect the limitation of human evaluation either. The evaluation 

approach followed in the work is to derive a conclusion by correlating the 

automatic evaluation scores with human evaluation scores.  

1.5.7 Analysis and Interpretation 

Finally, the analysis and interpretation is made based on the 

experimental results.  

1.6  Expected Research Outcome 

Most importantly, the results will provide a number of benefits 

to news agencies in news creation process as well as archiving.                

The result will trigger advanced study on keyword based text 

generation which are applicable to various information extraction 

scenarios. One of the objectives of this research work is to study the 

relation between the number of keywords and the quality of news 

generated. This particular objective of this work creates the scope for 

future work in creating ontology in different domains with high degree 

of completeness. 
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1.7  Outline of the Thesis 

The rest of the thesis is organised as follows: 

Chapter 2 explains the background technology concepts necessary for 

the objectives to be fulfilled. Here, an introduction to the 

semantic web and the concept of ontology is analysed in 

detail. An outline of deep learning is also explained in this 

chapter. Thorough discussion about recurrent neural network 

and how LSTM overcomes RNN’s limitation to remember 

the long term dependency is also done. This chapter reviews 

news extraction and archiving systems which use ontology. 

Applications of neural networks in text generation genre are 

also reviewed in chapter 2. Finally, research gaps are derived 

and motivation of this research is formed based on the 

literature review. 

Chapter 3 introduces the research framework applied in this study.                

It also explains the procedure to be followed to accomplish  

the objectives, based on literature survey and background 

technologies. 

Chapter 4 discusses the ontology’s effectiveness in understanding 

knowledge in a domain and the role played by ontology in 

the field of digital library archives. The details of application 

developed to analyse the benefits of ontology based news 

extraction system and the limitation of ontology used in that 
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application is also provided here. This chapter emphasises 

the necessity for ontology completeness in generating more 

number of keywords. 

Chapter 5 proposes a news generation framework which uses ontology 

and neural networks. At the chapter’s beginning, the steps 

involved in the generation of text are detailed. How the 

keywords extracted by the ontology aids in generating news 

using a neural model is explained in the chapter. Different 

deep learning algorithms are attempted to obtain the best 

results and details are explained in this chapter. 

Chapter 6 focuses on the evaluation approach followed in this work. This 

chapter provides a description of overall evaluation procedures. 

Manual and automatic evaluation are employed here since it’s a 

text generation process. The work uses two datasets of 

different nature and in depth description of these datasets are 

given in the chapter. The final section mentions the technical 

environment used for developing the proposed framework. 

Chapter 7 deals with results analysis and discussion. The automatic 

evaluation and human evaluation results are detailed here. 

The neural net models with different datasets are compared 

on the basis of their results. The last section is a discussion 

based on automatic and manual evaluations. 

Chapter 8  recapitulates the thesis and mentions possible future research 

directions. 
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1.8  Conclusion 

This chapter deals with the background of the complete work. 

Further, the research problem was formulated and objectives were set. 

The experimental research approach selected for this study and its 

expected outcome was also noted down. Finally, the outline of the thesis 

is presented in this chapter.               

 

…..….. 
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2.1 Introduction 

Ontologies are extensively used in information archival and 

retrieval scenarios since it can represent knowledge in a domain and its 

complex relations. Several applications are developed in various fields 

which uses the capabilities of ontology.  

Research about making a computer function as the human brain 

had started in the previous century. Neural network concepts derived its 

inspiration from the human brain. Neural networks are the foundation 

stones of deep learning. As the power of the machine substantially went 

up, a number of applications were created based on deep learning 

techniques. This work derives its motivation from the results of such 

studies. Deep learning algorithms and ontology provide a solution for 

the specified problem in this study.  
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 There are numerous ontology based news classification and 

archiving systems developed to overcome the limitation of traditional 

keyword based systems. The use of neural networks in news generation, 

summarization, headline generation etc. has increased in recent times 

largely due to the accessibility of higher computational power.  

This chapter’s first section presents a general understanding of the 

semantic web and ontology. The next section provides more details 

about deep neural networks. In this chapter, ontology-based news 

archiving systems as well as neural based text generation frameworks, 

and in particular news-related text are reviewed to get an idea about the 

recent developments in the problem domain discussed in this work. 

Finally, research gaps are explored based on the literature review and the 

motivation for this work is presented. 

2.2 Semantic Web 

The content of the World Wide Web is designed exclusively for 

humans to read. Due to its semi-structured feature, it is a complex task 

for computer programs to manipulate this information meaningfully. 

One of the challenges faced by information technology is to deliver apt 

information to the right person at the desired time. Achievement of this 

goal requires seamless association with people, software agents and 

various IT systems. Vibrant communities need such a correspondence 

to facilitate their elevation and utilize the data to the maximum. As per 

Tim Berners-Lee's vision, this IT challenge can be fulfilled using 
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semantic web which is an extension of World Wide Web through which 

web content can be shown in a form that can be grasped by software 

agents for effective gathering and integration of data [1,2,3]. 

2.2.1 Architecture of the Semantic Web 

Tim Berners-Lee, known as the inventor of World Wide Web, 

portrays the structure of the Semantic Web in the model of a Semantic 

Web stack. The stack visualizes the hierarchy of languages, wherein the 

capabilities of layers lying below are utilized by those on top. It portrays 

how technology that is standardized is organized scientifically to make 

the semantic web possible [4]. Figure 2.1 illustrates the components of 

the Semantic Web stack. 

 
Figure 2.1:  Semantic Web Stack (Tim-Berners-Lee, 2015) 
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Semantic Web stack comprises of three main layers. The Lower 

layer includes hypertext web technologies i.e. Unique Resource Identifier 

(URI) and Character Set (Unicode). The main function of URI is to 

distinguish physical or abstract resources and the text is manipulated in 

different languages with the Unicode. The XML (Extended Marked-up 

Language) placed on top of that, and is represented as a language which 

encodes documents in a structured and readable format for machines. 

The Middle layer consists of Semantic Web technologies [5]; both 

RDF (Resource Description Framework) and RDFS (RDF Schema) 

which are formed on XML syntax. RDF adds semantics to data which is 

structured by XML. RDF is a model used for data interchange on the 

web which creates statements about resources in the form of triples 

(Subject, Predicate, Object). 

RDFS is the basic schema language, which provides terminological 

knowledge for RDF in classes, property hierarchies, semantic 

interdependencies etc. 

OWL (Web Ontology Language) at the top level of the stack uses 

the RDFS syntax to portray more complex knowledge even the one 

which is only implicit in the domain of interest. OWL, is a fully structured 

knowledge model which includes relations of various kinds of concepts. 

SPARQL is a Semantic Web standard for querying RDF-based information 

for presenting the results [6]. 
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Apart from OWL, RIF (Rule Interchange Format) gives complex 

sharp relations that cannot be directly traced using the description logic 

used in OWL. The top layers of the stack (Logic, Proof, and Trust), deal 

with the logical and semantic validation of ontologies that are still 

potential ideas that can be implemented to realize the scope of the 

Semantic Web. Moreover, cryptography layer covers most layers from 

bottom to the top of the stack which ensures and verifies the reliability 

of the statements in Semantic Web. “User Interface” and “Applications” 

constitute the last layer that helps humans in using the Semantic Web 

applications [4]. 

2.3  Ontology 

In the last couple of years, ontology has been a hot keyword in 

Information Technology. Originally ontology is a branch of philosophy, 

which studies the essence of existence in objective things. In computer 

science, ontology is an important element in content theories in the 

domain of Artificial Intelligence, which studies object classification, 

object attribute and relations between objects. It attempts to give a 

terminology for domain knowledge description. An inevitable role               

is played by ontology in fields like information exchanging, system 

integration, knowledge-based software development etc. 

There were many definitions put forward about ontology 

[7,8,9,10,11] but the best known (in computer science) can be attributed 

to Gruber [12,13]: 
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        “An ontology is an explicit specification of a conceptualization”  

(Citation) 

 In the above context, conceptualization means an abstract 

model of some aspects of the world, taking the form of a definition of 

the properties of important concepts and relationships. An explicit 

specification enables information to be processed by the machine. 

From this broad definition, Borst [14] and Fensel [15] stress the 

fact that “there must be an agreement on specified conceptualization’’. 

The capability to reuse an ontology will almost be nullified when the 

specified conceptualization is not accepted  

2.3.1 Ontology Components 

Normally, an Ontology describes following aspects [16]. 

(1) Instances: These are the basic/ fundamental components in ontology 

that are actual or abstract objects like text and numbers. Instances 

are not vital to ontology. 

(2) Classes: Object is an instance of a class that can be an individual, 

or another class. 

(3) Attributes: objects in ontology are explained by assigning attribute 

values to them. An attribute carries a minimum of one name and 

one value, which stores specific information of an object. 
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(4）  Relations: An important contribution of attributes is to describe 

relations between two objects. Usually a relation is an attribute which 

has another object in the ontology as its value. In general, the set of 

relations describe the whole semantic scenario in a domain. 

(5）  Events: events are objects about time, or instantiated object resources. 

The main aim of ontology is to capture domain knowledge, 

provide shared understanding to domain knowledge, and guarantee that 

only one set of vocabulary is used and to clearly define terms and assure 

a connection with all the layers. Generally, the creation of Ontology 

makes knowledge reusable and sharable to an extent 

2.3.2 Ontology – Degrees of formalization 

In the applications that use ontologies, various degrees of 

formalization are considered. Navigli [17] introduces six levels for the 

degree of formalization in ontologies from the least to the most 

formalized knowledge resources: 

 Unstructured text: Just a text string with no structure 

 Terminology: A group of terms that express concepts for a 

domain  

 Glossary: A terminology with a textual definition for every 

concept 

 Thesaurus: Provides information about the relationship 

between words like synonyms and antonyms.  
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 Taxonomy: A hierarchical classification of concepts 

 Ontology: A fully structured knowledge model, which includes 

things, their properties, and their relationship to other things.  

2.3.3 Ontology Levels 

Guarino [9,18] suggests the opportunity to develop different kinds 

of ontology with the level of generality. 

1) Top-level ontologies are generic ontologies which are 

independent of a domain. 

2) Domain ontologies and task ontologies are formed based on 

a domain by specializing the terms introduced in the top-level 

ontology. 

3) An “application ontology” is developed for a specific use or 

application that cannot be shared or used by another 

community. Application ontologies depend both on domains 

and the specified task of interest. 

2.3.4 Ontology Applications 

Several systems like the semantic question and answering systems 

absorbs the advantages of ontology to its best [19]. Including ontological 

knowledge like in information retrieval processes can provide a solution to 

many problems currently faced by these types of systems. A mentionable 

role is played by ontology in query expansion, semantic formalization, 

natural language understanding and information abstraction. 
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Ontologies are widely used in online science activities or e- 

science, especially when there is a necessity of management and data 

integration of workflows. Though an extensive growth of the digital 

library domain could be seen in the last two decades, its interdisciplinary 

feature paves way for a huge number of concepts to be captured, 

classified, created and structured. Thereby a potential role is to be 

undertaken by ontologies for its common vocabulary which shares 

information in a domain. Ontology can be used for digital library 

collaboration, interoperation, research, education and modelling. A 

number of ontologies have been evolved with different approaches in 

this domain [20,21]. 

2.4  Deep Learning Techniques  

In the last few years, with the advancement in different aspects of 

computer technologies, deep learning has helped in providing better 

accuracy in complex applications. Availability of bigger size training data 

and enhancement in computer infrastructure like multi-core CPU/GPUs 

accelerated the growth of deep learning. 

Deep learning is a technique in artificial intelligence which helps 

computers to study and correct the errors from its past and conceive the 

world around them as a hierarchy of concepts. To elaborate, deep 

learning is a machine learning approach that simplifies working with 

data and provides flexibility and excellent power. However, unlike with 

basic machine learning techniques, humans needn’t describe all the 
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required information while performing a task. The programs can grasp 

all the needed knowledge from its experiences from the past. 

The inventor of one of the first neurocomputers, Dr. Robert 

Hecht-Nielsen, defines a neural network [22] as “...a computing system 

made up of a number of simple, highly interconnected processing 

elements, which process information by their dynamic state response to 

external inputs.” (Citation) 

Artificial neural networks in general when represented graphically 

[23], where nodes are the neurons and edges are the synapses. Figure 2.2 

illustrates the structure of a node. 

 

 
Figure 2.2: Structure of a single node 
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Each node contains three basic components, which are shown in 

Figure 2.2: 

1) Weighted inputs 

2) Transfer (summation) function, which calculates the sum of 

signals multiplied by concrete weights 

3) Activation function, which maps the result of the net input to 

the output of the neuron 

If the signal is too weak (weaker than the set threshold), the 

propagation would be hindered thereby stopping in the neuron. 

In general, the network may or may not have more layers. If there 

are many layers, the first one would be the input layer and the last one, 

the output layer. The input layer is that part of the network, where 

signals enter through an external input. Neurons of this layer serve to 

process the external input and transfer it further. After the input layer, 

there might be more than one hidden layer, whose neuron acts exactly 

as stated in the Figure 2.2 provided above. The neurons of the output 

layer act like those of the layer that is hidden, but their output is 

propagated into the final output of the whole network. If we allow the 

feedback edges, edges that go within the same layer or to one of the 

previous layers, it would mean there can appear cycles. Neural networks 

with cycles are called recurrent. 
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Artificial neural networks can learn in different ways. Supervised, 

unsupervised or reinforcement learning are some examples. Consider 

the newly created artificial neural network as the brain of a new-born 

child. The new-born child is not capable of classifying items on their 

colour and thereby has to learn it first. He learns the way in which he is 

taught to assign an item to the suitable category, for example blue. After 

that his mother assures if he either assigned it correctly or it should have 

belonged to another colour, for example green. In the next trial for the 

similar coloured item, there is a greater probability of assigning the item 

correctly. And this is almost the similar way as how the supervised 

learning works. 

The most widely used supervised learning algorithm is the 

Backpropagation algorithm. For every input in the learning set, a model 

output is given. The Backpropagation algorithm has two major phases: 

1) Forward phase – Computation of outputs of all the neurons in 

the network, the end error is computed based on the model. 

2) Backward phase – There is propagation of error back through 

the network; the weights are being changed for the error rates 

to be minimized. 

Backpropagation leads to the error being minimized, functioning 

to minimum, which isn’t necessarily global. The speed of the training 

can be changed to prevent overlearning with each single incorrectly 

recognized input [24,25]. 
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2.4.1 Recurrent Neural Network (RNN) 

Recurrent Neural Networks (RNN) are feed-forward networks 

supplemented by additional feedback edges, which provide back the 

context. The context cannot be stored using normal neural networks. In 

general, this context might be considered as a state of the network in the 

previous time step. RNN remembers the context in memory.  

Though the networks had achieved success in learning short-range 

dependencies, they haven’t been showing any worth mentioning 

achievement in learning mid-range or long range dependencies mainly 

because of the problems of vanishing and exploding gradients [26]. 

While back propagating the error across many time steps, using standard 

learning algorithms, both vanishing and/or exploding gradient problems 

can occur. Both are caused by the incapability of RNN to learn the mid-

range or long range dependencies [ 27]. The exploding gradient problem 

appears when the long-term components grow exponentially than the 

short term ones, which leads to their explosion. 

The vanishing gradient problem is the opposite behaviour, which 

appears when long-term components grow exponentially from fast to 

zero. It is impossible for the RNN model to find any links between 

distant events.  

2.4.2 Long Short Term Memory (LSTM) 

Normally RNNs have the ability to use context information i.e. 

predicting the next word if the previous word is given, but this becomes 
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harder as the distance between the dependencies within the sequences 

grow. For instance, given the sequence “My pet name” even the standard 

RNN model would predict that the next word is “is”. Consider the 

sequence “Last summer I went to Kashmir for a vacation. It was ... I have 

decided that next year I will return to” … The model is expected to 

predict “Kashmir”, but it is difficult for the RNN model to remember the 

dependency. Long short term memory network (LSTM) is a variant of 

RNN developed to solve this issue [28,29]. The key concept to LSTM’s is 

the cell state as shown in Figure 2.3, a memory that keeps the important 

information that the cell has seen. This state can for instance contain 

more information on the sentence, predict if it is a thing or a person and 

based on that use the correct pronoun. In each interaction with a LSTM 

cell, the internal workings decide what should be done with the state, 

whether to add or remove information to it. 

  
Figure 2.3: LSTM cell state [30] 
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There are three gates for a LSTM cell state. The input and output 

gates control the input and output into the memory cells and inner state 

of the memory cell is reset by the forget gate once its context is out of 

date. The newest and simplified version of LSTM network [31] is the 

GRU (Gated Recurrent Units) which is capable of handling long term 

dependencies. Different applications use GRU to negotiate the vanishing 

gradient problem. 

2.4.3 Sequence to Sequence Networks (seq2seq) 

It is composed of an encoder and a decoder RNN that generates 

the output sequence. Figure 2.4 describes Sequence to Sequence model 

structure. 

 
Figure 2.4: Seq2Seq model 

 

RNN, in its hidden state of the encoder is used to compute a 

generally fixed-size context variable V as in the above figure which 

represents a semantic summary of the input sequence which is given as 
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input to the decoder. RNN can be with sequences which might not be 

necessarily of the same length.  

The basic RNN architecture was first proposed by Cho et al. [32] 

and shortly after by Sutskever et al. [33] also. They were the first two 

people to obtain state-of-the-art translation using this approach and to 

be termed as the encoder-decoder or sequence-to-sequence architecture. 

The idea is simple: (1) an encoder / reader or input RNN processes the 

input sequence. The context C is emitted by the encoder, usually as a 

simple function of its final hidden state. (2) a decoder / writer or output 

RNN is conditioned on that fixed-length vector to generate the output 

sequence. 

2.4.4 Applications of Recurrent Neural Networks 

RNNs are flexible to be trained in a genre of sequential data. 

Some of its applications can be seen in many natural language 

processing tasks. Some examples of it are given below 

1) Machine Translation 

In the source language, there would be sequence of words to be 

given as input in the source language (be it German or Malayalam). The 

requirement is to convert input text to a target language like English. 

There is a significant difference between language modelling and 

machine translation. The output starts in machine translation only after 

the input has been seen as there might be a requirement of information 
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captured from the input sequence in the first word of the translated 

sentence [35]   

2) Language Modelling and Text Generation 

These are the tasks in which a few words would be given in a 

sequence and the probability of each word would be predicted by the 

network using previous words of a sentence. The RNN language model 

example is shown in Figure 2.5 below [34]. 

 

 
Figure 2.5: Language model 

 

Language Models give probability distribution over sequence of 

words. A generative model can be obtained using this in which new text 

can be made by sampling words, considering the output probabilities. In 



Chapter 2 

 

34   Department of Computer Applications, CUSAT 

language modelling, the input is generally a word sequence and output is 

simply a predicted word sequence. 

3) Speech Recognition 

The last few years have seen the effective collaboration of hidden 

Markov models and neural networks for speech recognition. The process 

of speech recognition is achieved by conversion of sound sequence to 

phoneme sequence using a classifier [36,37]. Multiple hidden layers are 

made to use by the RNN to identify latent dependencies in executing 

speech recognition. 

2.5  Ontology Based News Archiving and Extraction Systems 

The difficulty to apprehend semantic knowledge of the application 

domain (which includes axioms, concepts and inherent properties) is a snag 

in the traditional news extraction systems. When dealing with customized 

news systems, knowledge about the domain through which news would be 

accessed is inevitable. The comprehensive results via generic browsing 

would stay as a hindrance to precise searches. The numerous discrete 

domain models would highlight the need-specific customization effect.  

Domain models with advanced semantic structures are more 

effective in providing content specific news than those having 

relationships with alludes. Issues like substandard quality of information 

can get a solution through ontologies which provide a semantically rich 

structured approach in modeling a domain. Recent years have seen the 
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mushrooming of a number of ontology driven extraction frameworks.  

Customized extraction and being able to peek into the semantics of the 

news content are add-on benefits of the ontology driven systems. Table 

2.1 summarizes the reviewed ontology based extraction systems. 

 Table 2.1: Ontology based news extraction systems 

Approach Techniques Reviewed Systems Year 
 
 
 
Semantic 
Based 

 
 
 
Ontology 
Driven  

SmartPush [38] 2001 

SeAN [39] 2001 

aceMedia personalization system [40] 2005 

myPlanet [41] 2001 

SenSee [42] 2007 

Valet et al. [43] 2006 

Hermes framework [44] 2007 

Athena [45] 2010 

ePaper [46] 2009 

News@hand [47] 2008 

infoSlim [48] 2009 

Personalized Financial News 
Recommendation [143] 

2015 

Ontology based recommender 
system of economic articles [144] 

2013 

Ontology-based Recommender 
System for Online Forums [145] 

2011 

Ontology-based Top-N 
Recommendations on New Items [146] 

2014 

Ontology-Based Recommendation 
of Editorial Products [147] 

2018 
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As shown in the above table, most of the reviewed systems are in 

the news. Some of them are concentrating on customization in the field 

of news recommendations. 

The deficiency of commercial systems like the lack of customizable 

ontologies can be eliminated through Smart Push [38], which uses 

structured content using domain ontologies. The semantically structured 

news articles are juxtaposed using a user profile to obtain relevant news 

articles and a user feedback system is employed to incorporate the 

dynamic interests of the users. 

SeAN [39] is a system that works along with user models, which 

use an ontology which splits it up into various dimensions (sections and 

sub sections) to give a better view of a user profile rather than other 

systems that illustrates conceptual domains. The dimensions include 

cognitive characteristics, lifestyle, interests and expertise. An interesting 

aspect about the system is its behavior tracking feature. SeAN follows a 

same parallel structure to newspaper editorial systems. Using ontologies 

to describe user models is an interesting approach to customized news. 

AceMedia [40] system, a part of the huge framework of AceMedia 

project, makes use of the semantic insights of AceMedia framework and 

aids in developing a layer of device adaptive capabilities for the semantic 

aware user. The system is an intended framework that aids customization 

facilities in multimedia content management. The framework is based 

on an ontology based illustration of the domain through which user 
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preferences are collaborated with content semantics. Automatic learning 

capabilities are developed using ontologies to update user profiles. The 

resultant interests of the users are analyzed along with the available 

metadata to facilitate browsing, retrieval of data and browsing of content. 

An open platform is used that facilitates adaptive capability extensions. 

MyPlanet [41], is a news service which is an extension of the 

PlanetOnto news publishing system. An ontology driven interest – 

profiling tool enables the users to go for their preferences. It also 

supplements ontology driven heuristics to search for news items related 

to the user’s interests. 

Customized access to TV content is provided by the SenSee 

system [42] in a cross media environment. The focus of the system is in 

finding programs that support the interests of individual and group TV 

viewers. A hybridized view of data from heterogeneous and web sources 

is obtained through the system. The category of customization achieved 

here faces issues related to data integration and context modeling. 

IFancy is a TV guide application which uses Sensee Framework. The 

system integrates various data sources which are connected and mapped 

to external vocabularies using ontologies. 

Valet et al. [43] proposed a system that aims at contextualization 

within customization. Within the structure, a novel contextual knowledge 

modeling scheme is proposed for the contextual activation of semantic 

user preference to make a good synchronization with user preferences 
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and activities. For example, in an interactive retrieval process, use of 

semantic concepts for representation of meanings and usage of ontology 

based information forms the main essence of the system. It also helps in 

compiling implicit textual messages, with a much general representation 

of user preference. The twofold benefits include increased accuracy and 

reliability by avoiding the risk of irrelevant news preferences getting in 

the way of retrieval activity. 

Hermes framework [44], is a framework that makes customized 

service using input, output and an internal processing. The input 

comprises of concepts opted by the user and predefined RSS feeds of 

news items. The grouping of these items using concept and knowledge 

base can be termed as internal processing. The customized news that is 

produced is known as the output. The system offers a semantic based 

approach to retrieve news items from a domain ontology. 

Athena [45], this system can be considered as an extension of the 

Hermes Framework. It uses many methods to find the user interests like 

user profiles, news items and many other similarity measures. The 

ontology used on Hermes network is the center of Athena which 

provides the relationship between concepts and the domain concepts 

The ePaper [46] project is a prototype of a system that also gives 

an electronic newspaper reading facility for its users. The system gives 

the feel and look of a real newspaper while updating customized news 

aggregated from many news providers on a medium formatted mobile 
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device. The system works as a client server application. The system’s 

functions include collection and grouping of news, predicting the 

relevance of the news items based on content and redistributing the 

processed, customized news. The system was developed at Deutsche 

Telekom libraries and sponsored by Deutsche Telecom Co. 

News@hand [47] works by making news suggestions with 

collaborating information and content features. Profiles and news items 

are portrayed in terms of domain ontologies. Semantic relations along 

with these concepts are used to mend the above representations and 

inserted with the recommendation process. The system unlike others 

uses controlled and structured vocabulary to elaborate the preferences 

of the users and news texts. Since this is ontology based, the system is 

less ambiguous, its portable, the proposal’s nature is multisource and 

domain is independent from subsequent recommendation algorithms. 

InfoSlim [48] system employs semantic techniques to explain user 

preferences and news items to enhance metadata information into the key 

word vector. This allows in making a measure of similarities between user 

profile and item profile not only in lexical- level cosine- based method, but 

also in semantic level ontology based level. Thus this method gives 

precision to recommendations, reflect users interest and mobile resources.  

Financial news recommendation system works on an algorithm 

[143] which provides a way to find articles based on user interest. Here, 

unstructured text data is represented as concept terms and stored in a 
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domain ontology. User profile is created and updated to predict the 

actual interest of users automatically and by the experiment of this 

algorithm in a dataset proved that the algorithm discussed here 

performs better than traditional systems. 

Online forums provide a platform to discuss various topics of 

interest. One of the problems involved in this domain is information 

overloading due to the huge volume of discussion data. Ontology based 

information retrieval system [145] is proposed to solve this issue by 

considering the semantics. The ontology based system can suggest 

discussion topics based on user interest and can avoid duplicate posts. 

Evaluation proved that the ontology based system outperforms the 

traditional information retrieval applications. 

Major publishers do analyze the catalogue of their products to 

decide which items are to be marketed in a particular venue. Earlier it was 

done by publishing editors manually. It was a hectic task considering the 

increasing number of products. An ontology based Smart Book 

Recommender system [147] was developed for Springer Nature to solve 

this issue and the experiments show that the application is effective. 

Collaborative filtering technique is widely used in recommendation 

systems and data sparsity is one of the drawbacks of these systems. Data 

sparsity is due to low score in user rating matrix. Ontology based 

recommendation using matrix factorization is proposed [146] to handle 

the missing values in the user rating matrix. 
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Personalized information is required for decision makers to 

formulate their decisions especially in the economic sector. To get a 

personalized view, the information has to be structured using concept 

terms and the extraction process has to use this structured information. 

Ontology based recommendation systems for economic articles [144] is 

used in this scenario and user profile as well as semantic description of 

articles is represented using ontology.                    

2.6 Text Generation Based on Neural Networks  

Neural networks have become capable in many natural language 

processing (NLP) tasks like machine translation and sentiment analysis. 

The main function done by NLP is text generation and the conditioning 

of it. Figure 2.6 illustrate the trade-offs of two types of systems in text 

processing field. In conventional times, the techniques used were rule or 

template based or models like n-gram or long linear models [49,50]. One 

drawback these systems faces are the requirement of hand engineering 

to scale in template based models [51].  

 

 
Figure 2.6: Trade-off between rule based and neural based systems 
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Rule based systems are not up to the mark in terms of flexibility 

and expressivity as it is evident from the Figure 2.6. Neural net models 

are yet to prove its power in natural language processing field in term of 

predictability and controllability. Neural Networks, despite their benefits 

are underrated and not much put into application. 

Machine generated texts have become a trend and numerous 

methods are available today to assist production of texts in different 

types and qualities. The complexity of models capturing the languages 

has undergone a significant growth with the growth in computational 

power. The Figure 2.7 summarizes the text generation procedure using 

neural model. 

 

 

 

 
 

Figure 2.7: Text generation using neural network 

 

The text generation process starts with preparing of training data. 

The main step involved here is to select or create the suitable neural 

network model. After creating or selecting the model, the network is 

trained using the pre-processed data. Finally, text is generated using 

appropriate input. 
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The Table 2.2 summarizes some of the application areas of 

sequence to sequence model in text generation. 

Table 2.2: Sequence to Sequence model application areas in text 
generation      

               

Sl.No Application Problem Description Reference Year 
1 Machine 

Translation 
Converting a text  from a 
reference language to a target 
language. 

[86], [87], [88], 
[89], 
[91],[92],[33] 

2014, 
2015, 
2017, 
2018 

2 Text 
Summarization 

Summarize a large text 
document 

[84], [85], [86], [90], 
[93], [94],[95], 
[96],[97],[98], [99] 

2015, 
2016, 
2017, 
2018 

3 Headline 
Generation 

Headline generation from a 
news text 

[55] 2015 

4 Question and 
Answer 
Generation 

Generating questions from a 
text, Answer generation from 
a text and a question   

[100],[101], 
[102],[103], 
[104],[105],[106] 

2015, 
2016, 
2017 

5 Natural 
Language 
Inference 

Finding  a natural language 
hypothesis X is  inferred from 
a natural language statement Y 

[124]  2001 

6 Semantic 
Parsing 

Creating SQL query from 
manual written description 

[111],[112] 2017, 
2018 

7 Image 
Captioning 

Creating a caption based on 
image content 

[113], [114], [115], 
[116],[82],[83],[117] 

2014, 
2015 

8 Video 
Captioning 

Creating a caption based on 
video content 

[118],[119],[120], 
[121] 

2015, 
2016 

9 Speech 
Recognition 

Convert a speech to text and 
vice versa. 

[80],[81],[122],[123] 2014, 
2015, 
2016 

10 Dialogue 
generation 

It used to generate a dialogue 
between two agent’s e.g., 
between a robot and human 

[107],[108],[109], 
[110] 

2016, 
2017 
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The Table 2.2 details the application areas of Seq2Seq model in 

the text generation field. A lot of studies are taking place in this domain 

and new text generation applications are developed on daily basis.  

Storyline generation framework [52], unlike most systems that 

are taught to extract news from different time periods, is based on 

neural network and focuses on squeezing out the crisp news with 

categories. While conventional systems work on framing coherent 

stories from relevant news, Storyline generation framework also uses 

probabilistic graphic models. The model was assessed on mainly three 

news corpora.  

The main issues of natural language generation (NLG) were 

resolved with the RNN networks. Yet it fails to study the production of 

machine generated news comments which is an innovative approach. 

The process requires considering opinions of a larger sample. Gated 

Attention Neural Network model (GANN) [53] uses gated attention 

technique to compensate for the contextual relevance issue. Methods 

like random sampling and relevance controls are used for its 

effectiveness. 

Session-based Recurrent Neural Network system [54], is used in 

recommending catchy and informative news articles. It is an important 

function of news sites which can be made possible through Neural 

Network which encapsulates the preferences of the users and adjusts 

referral results accordingly.   



Literature Review 

Ontology Based News Generation Framework Using Neural Models   45 

The Recurrent Neural Networks were employed by Lopyrev [55] 

to coin headlines from news article. The sentence which is provided as 

the input is transfigured into a distributed representation of one word at 

a time by the encoder and for the hidden layers to be fed. Each word in 

a headline is generated using the output of a hidden layer by the decoder 

using attention mechanism. The algorithm uses attention mechanism to 

calculate importance of each word fed to the decoder. 

Grangier et al. [56] introduced a model based on neural networks 

for text generation that uses Wikipedia’s biographies as dataset. 

Biographical sentences are made using the fact tables on the dataset 

employing conditional neural language models for it. The model was 

polished with global and local conditioning. The model thus generated 

describes people’s biographies in the manner of structured data. 

A single convolutional neural network architecture had been 

developed by Collobert and Weston [57] that masters features with the 

limited yet sufficient knowledge. A neural network was trained as to find 

some outputs like POS tags, semantic roles, semantically similar words 

and chunks used for language modelling etc. The network is aided for 

these tasks using weight sharing. The process can aid many NLP tasks 

like parts of speech (POS), semantic role labelling and learning a 

language model. 

The possibilities of RNN for generation task has been showcased 

by Roemmele et al. [58] and how this system can be made use for 
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analysing generation systems. The data driven approach is used in 

developing creative help application. The particular system offered 

suggestions which modelled the context of the originating story than 

user’s story which limits the compatibility. For quality evaluation, 

modification to suggestions has been tracked by creative help. Language 

generation can be analysed through user interaction, where the 

evaluations are to be conducted separately. 

Sutskever et al. [59] proposed that text generation can be made 

possible using RNN with HF optimizer providing solutions for 

challenging sequence problems. An RNN variant was introduced in 

which multiple connections were used to make input character which 

determines transition mix from one hidden state vector to another. The 

relevance of RNN was illustrated in this work by using them for 

language modelling tasks. 

A method has been proposed by Uchimoto et al. [60] for 

generating sentences using keywords or headwords. The system 

consisted of generation-rule acquisition, candidate-text sentence 

construction and evaluation. Each headword for the generation-rule is 

acquired automatically during the generation rule acquisition phase. The 

text is generated in the form of dependent trees by the construction part 

and complimentary information was used to substitute for the missing 

information. The evaluation part has a model that generated a proper 

text, when keywords are given. The model considered word n-gram 

information as well as words information dependency. 
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 Ayana et al. [61] made an extensive study about existing and 

recent developments in crafting a neural headline using Recurrent 

Neural Networks, a learning method capable of mapping documents to 

the headlines. 

Machine translation uses Sequence to Sequence model which 

interprets text from a single language, (for example, English) into 

another, (for example, Malayalam). Input sequence consists of words in 

one language and sequence of words will be the output in another 

language. It accomplishes more spare time and lessens translation costs 

[86,87,88,89,91,92]. The Sequence to Sequence model by Sutskever et al. 

[33] saw English to French translation being performed with Long Short 

Term Memory (LSTM) networks, using an encoder and a decoder. Since 

the encoder is mapped to a vector of fixed size, the length of the input 

sequence is flexible. The result was fruitful primarily due to the 

implementation of LSTM cells. 

Text summarization is the process of making a short, precise, and 

familiar synopsis of a more extended text. By using encoder-decoder 

model, a long document is summarized to a short one in a very effective 

way. Modified text summarization methodologies would address the 

method of creating proportion of content data to find vital information. 

There are two distinct methods of content summarization: indicative 

and informative. The text length of the indicative summarization is less 

than 10 percentage of original content. The other type of summarization 

framework gives squeezed data and the length of synopsis is in between 
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20 to 30 percent of the main content. There are three courses for 

reducing records. These are identifying topic, interpretation and 

generation of summary. Head line generation is also a variant of text 

summarization. Generally long news articles contain vast measure of data. 

Numerous times because of absence of time, individuals can't pursue the 

entire news article. Consequently, headline is required with the goal to get 

the final thought of the news without perusing the entire news article. For 

accomplishing the point, LSTM units with encoder-decoder Recurrent 

Neural Network were utilized [84,85,86,90,93,94,95,96,97,98,99]. 

Automated Question Answering and creating questions are two 

dynamic zones of Natural Language Processing with the first one 

overwhelming the previous decade and the last one on the way to rule 

the next decade. Because of the huge measures of data accessible 

electronically in the Internet-era, automated Question Answering is 

expected to satisfy data needs in a fruitful and powerful way. Automated 

Question Answering is the assignment of giving answers consequent to 

queries asked in a natural language. Typically, the answers are retrieved 

from a large collections of documents. Generating questions from a 

text document or an image is achieved by LSTM. The input is a piece 

of text and the output will be a set of questions related to the text or 

image. Given a text document or an image and a question, finding the 

answer to the question is also possible by making a generative machine 

understanding neural net model that adapts together to answer 

questions dependent on records. [100,101,102,103,104,105,106] 
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Generating automatic SQL queries from a given manual narrative 

is performed using Recurrent Neural Networks. The feed data to the 

neural net model is text description and the model produces a SQL 

query based on that. The SQL command equivalent to that description 

will be delivered with help of semantic parsing. Semantic parsing is the 

way to map a characteristic language sentence into a formal portrayal of 

its significance [111,112]. 

Inference has been a focal theme in man-made brainpower from 

the beginning, yet while programmed strategies for formal derivation 

have progressed massively, not much advancement has been made on 

natural language inference, that is, deciding if a natural language 

speculation P can legitimately be surmised from a natural language 

preface H. The difficulties of natural language inference are different 

from those experienced in formal derivation. Regardless of its 

extraordinary straightforwardness, the model referred here accomplishes 

surprisingly great outcomes on a standard NLI assessment. 

The Stanford RTE framework, utilizes composed reliance trees as 

a mediator in the semantic structure, and looks for a minimal effort 

arrangement between trees for P and H, utilizing a cost display which 

consolidates both lexical and auxiliary coordinating expenses. This 

framework is a run of the mill way among a class of ways to deal with 

NLI dependent on inexact chart coordinating [124]. 
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Image captioning is the generation of an apt caption that explains 

the content of the provided image. Input is an image (sequence of 

layers) to the caption (sequence of words) describing that image. 

Consequently, producing a natural language portrayal of an image is an 

assignment near the essence of image understanding. The RNN-LSTM 

based neural systems learn how to portray the substance of images. 

These models comprise of two sub-models namely a question 

recognition and restriction display, which separate the data and their 

spatial relationship in images individually. Each expression of the 

description will be naturally adjusted to various objects of the info image 

on its creation. Many image captioning applications are developed based 

on the encoder-decoder model [113,114,115,116,82,83,117]. 

Generating a caption that explains the content of the video would 

be a difficult task since the caption should aptly portray the essence of 

the entire video clip. Transcripts are the full, exact and final content of a 

video. Some transcripts incorporate just talked discourse; while others 

incorporate depictions of non-exchange sound and melody verses. 

Subtitles obtained from either a transcript or screenplay of the discourse 

or analysis in movies, television programs, video recreations, and such, 

usually displayed at the bottom of the screen. They can be a type of 

composed interpretation of a discourse in a specific language. The input 

fed to the sequence model is a sequence of images or video and the 

outputs generated are the video captions [118,119,120,121]. 
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Speech recognition is the capacity of a machine or program to 

distinguish words and expressions in talked language and make them to 

a machine-clear arrangement. Simple speech recognition programming 

has a constrained vocabulary of words and expressions, and it might just 

recognize these on the off chance that they are talked plainly. More 

complex programming can acknowledge regular speech. The Sequence 

to Sequence model takes a segment of speech as input and convert it to 

text and vice versa [80,81,122,123]. 

Dialogue generation is used to make a dialogue between two 

agents e.g., between a robot and human. It is a computer framework 

proposed to chat with a human with a coherent structure. The primary 

information sources are text, speech, graphics, gestures, and different 

modes for correspondence on both the input and output frameworks 

[107,108,109,110]. 

2.7 Gist of Observations 

As a result of the literature review, the following observations are 

drawn. 

 Ontology is a powerful tool for knowledge representation. Its 

use in information extraction and archiving field is significant. 

Ontology enables the machine to understand the underlying 

semantics of information content. Thus its usage in information 

extraction scenario would provide a customized experience 

based on user’s need. 
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 Neural Networks immense power is evident in different 

application areas. LSTM network is widely used in text 

processing applications due to its power to remember long 

term dependencies and is far more capable than statistical or 

rule based models in this aspect. 

 The applications of neural network and especially Seq2Seq 

neural network model in different text processing scenarios 

are reviewed. 

2.8 Research gaps 

Based on the study conducted in this particular problem domain, 

the following knowledge gaps that are yet to be researched have been 

identified. 

 The already used text generation techniques like rule based, 

statistical and data driven techniques have their limitations. 

They have numerous predefined rules and are domain specific. 

These models work well for small vocabulary but are ineffective 

in domains like news. 

  Text generation from head words or key words are done by 

some statistical models. But they fail when considering the 

case of long term dependencies. 

 Deep learning techniques like RNN-LSTM network is used 

for text generation but much research has not been done on 

generating text from keywords. 
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 There are only a few studies done in finding the relation 

between the quality of text generated using neural net models 

and the number of keywords. 

2.9  Motivation 

With the recent developments in the media sector, news production 

has peaked to an incessant level with an enormous rise in the rate of 

growth of news stories. Log systems in a visual news broadcasting centre is 

not particular about following a standard. A study was conducted to get 

information about the archiving systems followed in news channels and 

it shows that some news channels are still in the premature stage of 

archiving. The complex nature and size of the content, as well as the 

limitations in time for describing, cataloguing and sorting the received 

information, makes the management of archives a difficult task. Thereby 

it can be seen that such news systems share many problems and 

characteristics with the World Wide Web. 

Semantic Web technologies [3] are applicable in situations like 

these and hence a process like ontology based news extraction and 

archiving can be effective [62]. For automatic generation of news from 

an archive, the semantic knowledge of a journalist’s query as well as the 

related news events stored in the archive as per user query is to be 

grasped by the machine. An important role can be done by ontology in 

this aspect. The news concepts which are the inputs for news generation 

can be extracted from the archive and user query using ontology.  
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Neural networks have attained significant results in text generation 

problems [63]. It is far more expressive than traditional statistical or rule 

based models [136]. RNN especially LSTM which is one version of 

RNN can be employed for generation of news if all details connected 

with the news events have been fed in the archive as per the reporter’s 

requirements. The framework described here would give a much easier 

experience that is customized for the journalist’s requirement. 

2.10  Conclusion 

The first section of this chapter discussed about the ontology tool 

and its applications, followed by deep learning techniques and its 

applications. 

Subsequently in this chapter, ontology based news extraction systems 

are reviewed to get a better view about the various usage scenarios. After 

that, Neural Networks based natural language text generation applications 

are also discussed here to get a wider perspective of the problem under 

study. Finally, the research gaps are identified and formulated and the 

motivation of this research work is mentioned. 

 

…..….. 
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3.1  Introduction 

The problem that is taken up in this research aims to propose a 

news generation framework. This chapter gives an idea about the 

research strategy and major stages of the work. The research method 

followed in this study is based on observable experiments or empirical 

evidence. 

3.2  Research Strategy 

The overall context of this work is to use experimental approach. 

Experimental research provides the finest approach to find the reason 

of a specific situation [135]. One of the objectives of this work is to 

study the relation between the number of keywords and the quality of 

news generated. Here in this study, the dependent variable is the quality 

of news generated and independent variable is keywords derived by 

ontology.  
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3.3  Research Framework 

The framework provides an overall outline of research process 

from beginning to the end of investigation to get the solution to the 

objectives. The detailed structure is provided in Figure 3.1. 

 

 
Figure 3.1: Research Framework 
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The research framework described here is formulated based on 

the literature review and the selected background technologies that 

help to achieve the objectives.  

Generating keywords by using ontology from news text is the first 

step in the proposed news generation framework. The procedure is 

explained below in detail. 

3.3.1 Creating Experimental Framework  

Here, a technical environment is created to study the problem. 

This includes creating keywords using ontology and generating text 

using suitable neural network models. 

Ontology is an efficient mechanism that symbolizes knowledge in 

a domain. At first, ontology based news extraction and archiving 

application was developed to study the effectiveness of ontology in 

digital archiving. Open Calais ontology [68] is used for this purpose. The 

understanding of high-level and low-level concepts in a domain is a 

measure of ontology completeness. Putting it another way, if the 

ontology can grasp the domain knowledge, it definitely improves the 

understanding of any event related to that domain. The limitation to 

understand low level concepts by the Open Calais ontology used in the 

above mentioned application was explored by evolving a new system 

which uses both Open Calais and a custom made local ontology. The 

point derived from the above mentioned experiment is that with 
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ontology completeness of a high degree, more keywords will be spotted 

by the ontology. The detailed discussion is done in Chapter 4.  

Two models are framed to study the research problem. One 

neural net model is based on Char-RNN and another is based on 

Sequence to Sequence model which uses Word RNN. Char-RNN 

model is chosen to explore the unreasonable effectiveness of Recurrent 

Neural Networks. Word RNN is employed in the Sequence to Sequence 

model by considering the inputs to the news generation model which 

are keywords extracted by ontology. So Word RNN may perform in a 

better way when compared to other models under consideration. The 

details are elaborated in Chapter 5. 

3.3.2 Evaluation  

The automatic evaluation technique like BLEU [74,75] and 

ROUGE [76,77] are used here. Basically BLEU and ROUGE are 

document similarity measures. These methods are very effective in 

machine translation scenario. Yet they are not popular in text 

generation. One of the reasons behind it is that the machine generated 

text would not be totally similar to the referral text. So here, human 

evaluation approach is also considered as part of the evaluation strategy. 

A human evaluation approach was designed based on certain criteria, 

however one cannot neglect the limitation of human evaluation also. 

The evaluation strategy followed in this work is a combination of these 
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two approaches and it formulates a conclusion by correlating the 

automatic evaluation and human evaluation scores. 

Training and testing of the framework is done by two datasets. 

One dataset is BBC news dataset which is available in the internet. The 

second dataset is developed especially for this research work. The 

notable point in these two datasets is that the BBC dataset comprises of 

lesser number of keywords for each news extracted by Open Calais 

ontology than Cricket Commentary dataset. In the case of Cricket 

Commentary dataset, the Open Calais along with an ontology developed 

specifically to conduct this study were used to generate keywords. The 

main purpose for doing this is to analyse whether the neural net models 

created in this research performs better with a dataset having more 

keywords to prove the necessity for a high degree of ontology 

completeness. 

The front-end language used for framework development is 

Python and backend is Tensor Flow. The application is developed in 

Keras framework and the technical environment used in this work is 

Amazon AWS Deep Learning AMI. The details are discussed in Chapter 6.  

The results analysis is performed and discussed on the outputs 

based on human and automatic evaluation. Char-RNN model with BBC 

dataset, Char-RNN model with Cricket Commentary dataset, Sequence to 

Sequence model with BBC news dataset and Sequence to Sequence 
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model with Cricket Commentary dataset are the four cases to discuss. The 

experimental results and discussion based on it is provided in Chapter 7. 

3.4  Conclusion  

The research framework followed in this thesis is explained 

through this chapter. Here, experimental approach is selected to 

conduct research work. This chapter gives an idea about how can the 

objectives be achieved and the evaluation approach followed in this 

work. Each step in the research framework is elaborated in the 

subsequent chapters. 

 

…..….. 
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4.1  Introduction 

One of the main objectives of this research work is to study the 

relation between number of keywords derived by ontology and the 

quality of generated news. Ontology completeness is a property which 

contributes to the knowledge level identified by the ontology. It 

decides the number of keywords extracted by the ontology in the 

context of this study. 

The chapter starts by introducing the concept of ontology 

completeness and discusses its role in the archiving scenario. Later, an 

ontology based news archiving and extraction system is developed and 
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discussed to understand the effectiveness of ontologies in a 

classification and archiving scenario. Then the limitation of ontology 

used in this application in terms of completeness is discussed. A use 

case is developed to address the knowledge gaps in the Open Calais 

ontology which is used for application development. Sample ontology 

is developed based on the use case and used along with Open Calais in 

the news extraction application to grasp the necessity of ontology 

completeness for a better outcome in the research scenario under 

consideration. 

4.1.1 Ontology Completeness 

The proficiency with which ontology replicates the real world is 

termed as the completeness of the ontology. An incomplete ontology 

omits specifications and sub concepts.  The property of describing all 

the ontology parts in its wholeness is called completeness. A set of 

completely presented and described ontology parts can be equated 

with granular characteristic, i.e. how microscopically the information 

has been efficiently subdivided for easy understanding. The standard of 

detailing depends on the type of ontology and prescribed specification. 

Thereby ontologies can be divided into generic and domain (specific) 

ontologies. 
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The two mutually opposing features of ontology are given below: 

a)  Generality (Universality): when ontology is to be applied for 

general purposes of the domain. 

b)  Specificity: When ontology is applied to a narrower domain in 

specifying the minute details of the domain. Here the emphasis is 

on the depth of the ontology. 

Consider the digital library scenario. The present world has seen 

numerous libraries emerging from long-term personal digital libraries 

and specialised digital libraries. The available information about the 

growth rate of data has made it possible to assign a considerable 

significance to the techniques that aid in organising information and 

various structures like glossaries, taxonomies, ontologies, thesaurus, 

semantic works etc. They are used to organise information, its 

processing, for aiding in its selection, organisation and dissemination. 

The information collections are heterogeneous too [20,64]. 

However, the complex nature associated with optimising the 

management processes of information resources and the difficulty in 

developing and managing digital libraries can be attributed to the 

multiplicity and elusiveness of related information and technologies in 

the digital environment. There is dire need for a knowledge discovery 

approach based on bottom-up automated knowledge extraction and 

top-down knowledge creation when the amount of huge data available is 

considered [20,65,66]. 
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Many studies have proposed ontologies as an effective substitution 

for the organisation of information, which would meet the information 

needs, help in the transformation of traditional services to digital ones, 

whereby the next generation libraries would be more active in offering 

customized information according to the needs of each individual. 

Ontologies in digital libraries can be used for easy manipulation and 

processing of information in the digital format. 

In the case of digital libraries discussed above, the ontology 

completeness is an essential property for effective information 

organization and extraction scenarios. 

4.2  Ontology Based News Extraction and Archiving 

As per the study conducted in news channels in Kerala, India, all 

archival systems in news channel libraries are keyword based. The 

proposed system focuses on extracting and archiving news in a news 

channel library based on ontology. It serves two major functions. The 

first function is the generation of keywords or conceptual terms from 

news, and the storage of this news using ontology. The second function 

deals with retrieval of the desired news using ontology. The following 

Figure 4.1 represents the ontology based news extraction and archiving 

system. 
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Figure 4.1: Ontology Based News Archiving and Extraction 

 

 

The initiation of the process shown in the above figure is marked 

with the stockpiling of news content aided with conceptual terms opted 

by ontology. The following steps are used in archiving. 

 Ontology tags are fished out from the news content in the 

process of archiving news. 

 The database is stored with corresponding news and 

keywords. 
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The news extraction steps are portrayed in Figure 4.2. 

 
Figure 4.2: News Extraction Process 
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The news extraction procedure in Figure 4.2 consists of the following steps 

1) Queries are inserted by the journalists or the news reporters 

via User Interface (UI) 

2) The subsequent search query is tokenized, i.e. the words in 

the text are split. 

3) Insignificant stop words like ‘and’, ‘about’, ‘the’ etc. are pulled 

out from the query. 

4) Extraction of equivalent terms from the ontology and 

running the query to the database. 

5) The keywords extracted from the query and concept terms in 

the stored news content in the database are matched. 

6) Display of the news content based on concept terms which is 

similar to the search query. 
 

The application to showcase the Proof of Concept was built in 

Drupal, an effective content management system by considering the 

availability of easily pluggable contributed modules. The ontology 

employed in this implementation is Open Calais and the dataset used to 

analyse the application is YouTube – 8M dataset. 

4.3  Open Calais Ontology 

Open Calais [68] is an ontology that follows the news classification 

standardisation formed by the International Press Telecommunications 

Council (IPTC), developed by Thomson Reuters.  
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IPTC is formed by prominent news agencies in the world to protect 

telecommunication standards [67]. For the last couple of years, IPTC has 

focused their activities in developing and publishing industry standards to 

encourage the exchange of news data in common media types. 

The IPTC has more than 50 companies, associations and 

organisations as its members all over the world. The members are 

mainly thought leaders and technology experts from news agencies and 

media professionals in news production and delivering. IPTC standards 

have a huge role to play in efficient news exchange between media 

organisations and world news developments. The main aim of the 

organisation is making data distribution an easier task. Technical standards 

are improvised to enhance information transfer and management between 

consumers, intermediates and content providers. IPTC is flexible to open 

standards, which increases its accessibility. The International Press 

Telecommunication Council taxonomy has three layers - the subject, the 

subject matter and the subject detail. The taxonomy has the ability to 

classify news articles based on content.  

The Open Calais ontology is capable of analysing and highlighting 

the most suitable key terms from the content to deliver the results in the 

form of social tags with respect to events, topics and relations. Open 

Calais follows 17 top level topics of IPTC taxonomy. It includes politics, 

sports, weather, health etc.  
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Open Calais explains the unstructured text in four ways. IPTC 

topic is the first one. The second one can be termed as social tags 

which are derived from Wikipedia taxonomy. The broad taxonomy is 

dynamic in nature and similar to how Wikipedia topics are updated. 

This user generated topics are always updated and incorporates all 

major events. The third one is high quality taxonomy, available as a 

part of intelligent tagging called the Reuters Classification Schema. The 

fourth one termed as the Industry Codes Taxonomy, drawn from 

Thomson Reuters’ analysis on how to associate relevant industries to 

an unstructured data. 

Various taxonomies are used to extract key words using Open 

Calais from high level (IPTC) to Reuters Classification Schema to a 

more general taxonomy taken from Wikipedia. 

4.4  YouTube – 8M Dataset 

Many large labelled datasets are available today which have made 

many breakthroughs in machine perception and learning possible. The 

YouTube-8M dataset [69] was announced by Google in 2016, including 

numerous videos labelled in numerous classes, with a hope of finding a 

similar innovation and development in understanding videos. A            

cross section of the society is portrayed through YouTube-8M with 

millions of video IDs. About 20 domains of video content like sports, 

entertainment, news, hobbies, commerce, jobs, health and education 

are included. 
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News video sources like News Broadcasting, CBS news, ABS-

CBN news, Newscaster, etc. were selected for the study mentioned here 

and only news with English annotations were extracted from the above 

mentioned sources. 

4.5  Evaluation Results of the Open Calais Based News 

Extraction System 

Measuring semantic similarity is a generally acceptable tool in 

assessing the accuracy of ontology based information retrieval applications. 

In order to compute the semantic similarity between the extracted news 

stories and the submitted search query, Latent Semantic Analysis (LSA) 

algorithm is used [71,72]. LSA algorithm processing steps are described 

in Figure 4.3. 

 
Figure 4.3: LSA algorithm steps 

At first as shown in the above figure, word document matrix is 

made by assigning weight, using tf-idf (term frequency–inverse 

document frequency). The constructed matrix is decomposed using 
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SVD (singular value decomposition). Let vector space matrix be X. SVD 

of X is 

X=U ∑ VT  .................................................................................... (4.1) 

Where U AND V are orthogonal matrix. ∑ is a diagonal matrix 

Using SVD, singular values are taken which are non-zero entries 

of the diagonal matrix ∑. These non-zero entries are employed to 

reduce the order of the matrix and a reduced dimensional matrix is 

formed. Word document similarity is calculated using dot product                

of word vector and document vector. This measurement is used                

for finding semantic similarity of news retrieved and corresponding 

search query. Table 4.1 provides the details of search query code 

representation.  

Table 4.1:  Search query code representation 

Query 
Code Query Ontology Terms 

Q1 Obama and Iran Obama ,Iran 

Q2 Obama about Israel nation Obama,Israel,nation 

Q3 Obama and Iraq Obama,Iraq 

Q4 Syria war and Obama Syria,Obama,war 

Q5 Bush and Obama Bush,Obama 

Q6 Obama and Cheney Obama,Cheney 

Q7 Romney and Obama Romney,Obama 

Q8 President election and Obama President,Obama,election 

Q9 Senator Barack Obama Senator,Obama,Barack Obama 
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A sample of 9 queries for evaluation was prepared for 

demonstration purpose as displayed in Table 4.1. For each query, a 

query code was given for representation purpose and key terms were 

generated using Open Calais ontology. Semantic similarity is measured 

using LSA between search query and the search results. The details are 

given in Table 4.2.  

 

Table 4.2: Semantic Similarity 

Average Semantic Similarity (In Percentage) 

Query Code Normal Keyword Search Ontology Based Search 

Q1 57.11 89.73 

Q2 59.43 83.53 

Q3 39.13 87.12 

Q4 41.23 88.56 

Q5 67.68 84.32 

Q6 53.12 93.28 

Q7 49.71 91.77 

Q8 47.71 90.21 

Q9 36.33 94.19 
 

In Table 4.2, an average semantic similarity of the extricated news 

content is presented in terms of two extraction techniques with the 

search query. A trial was done with the Normal Keyword Search 

extraction and Ontology based search for each query code. Clearly 
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Ontology based news extraction gave a better performance. Figure 4.4 is 

a graphical representation of evaluation result. 

 

Figure 4.4:  Evaluation Result  

 

In Figure 4.4, the bar chart highlights the differences between the 

two approaches. Thereby it is found that ontology based archival system 

is efficient than the normal keyword based system. 

4.5.1 Limitations of Open Calais Ontology 

Domain ontology plays a vital role in sharing and reusing of 

information.  As a tool of knowledge representation, there is still a need for 

the acceptance of domain ontology as a well-engineered product. One main 

hindrance is the designing and maintenance of high quality ontologies. 



Chapter 4  

74   Department of Computer Applications, CUSAT 

Open Calais, as a system can scrutinize and extricate suitable key 

terms from the content and present the results in terms of social tags, 

establishments in relation with the topic, relations and events. Many of 

the news topics in YouTube-8M dataset were not extracted by Open 

Calais. That means the number of keywords identified by Open Calais is 

less. If Open Calais has more knowledge, the extraction and archiving will 

be more efficient. This is pointing to the low degree of completeness of 

Open Calais. 

Ontology completeness depends on the anticipated purpose of 

usage. Open Calais is developed for a broad purpose rather than a 

specialized intention. One of the drawbacks of Open Calais is that it 

follows only 17 top level concepts designed by IPTC. That is, it can 

extract the general concepts in the news domain but not the specialized 

low level concepts. The limitation of Open Calais is evident from different 

studies already conducted [149]. In a study for introducing a methodology 

[148] for extracting multi-scale topic clusters from a text corpus, the 

dataset used was Vox media news articles. Open Calais could not extract 

the knowledge terms from a considerable fraction of Vox media dataset 

used in the above mentioned work. 

  One of the ways to check the completeness of an ontology is by 

finding the knowledge gaps. Use cases can be developed to address 

these knowledge gaps and finding the missing one. Such missing 

information can be added to the ontology to make it more complete. 
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To prove this point, a new ontology is developed for testing 

purposes in a specific domain and the news archiving system already 

developed was extended with the newly built ontology. One of the areas 

that remain partially uncovered by Open Calais is local knowledge. The 

newly formed ontology is called local ontology which consists of traditional 

knowledge in terms of geographical tags [70]. Figure 4.5 represents the 

application which uses both local and generic ontology (Open Calais). 

 

 
Figure 4.5: Ontology Based News Extraction System incorporating 

Local Ontology 
 



Chapter 4  

76   Department of Computer Applications, CUSAT 

Local ontology is incorporated with Open Calais (generic 

ontology) to analyze how the generic ontology fails in extracting 

traditional knowledge. Local ontology which when combined with 

generic ontology in the application mentioned in Figure 4.5 was 

proven to give fruitful results in extracting keywords / concepts 

related to traditional knowledge. 

4.5.2 Evaluation Results of the News Extraction System Based 
on Open Calais and Local Ontology 

The application developed here is examined using GI. A product 

with a specific geographical origin that possesses a reputation for its 

origin would be marked with a peculiar representation called the 

geographical indication (GI). An inevitable connection is shared 

between indigenous knowledge and geographical indications in 

protecting local knowledge of a particular geographical area. Some of 

the sample GI tags included in the local ontology are used as search 

query for the testing purpose. The details are given in the Table 4.3. 
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Table 4.3:  Semantic similarity (Using local ontology along with Open 
Calais) 
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Q1 Kachai Lemon Agricultural Manipur India 75.1 98 

Q2 Purandar Fig Agricultural Maharashtra India 77.6 97.5 

Q3 Malabar pepper Agricultural Kerala India 74.5 98 

Q4 Pokkali Rice Agricultural Kerala India 73.8 97.8 

Q5 Vazhakulam 
Pineapple 

Agricultural Kerala India 78.1 98.9 

Q6 Aranmula 
Kannadi 

Handicraft Kerala India 77 98.5 

Q7 Alleppey Coir Handicraft Kerala India 74.2 97 

Q8 Bhagalpur Silks Handicraft Bihar India 79 97.6 

Q9 Dharwad Pedha Food Stuff Karnataka India 71.4 98.7 

Q10 Banglar 
Rasogolla 

Food Stuff West Bengal India 78.7 98 

 

Table 4.3 provides insight about the advantage of using a local 

ontology with generic ontology by measuring the semantic similarity of 

query and search results. For example, for query about ‘Vazhakulam 

Pineapples’ (Vazhakulam is a place in Kerala famous for its pineapples), 

instead of listing results for ‘Vazhakulam’ and ‘Pineapples’, the user gets 

crisp information about the searched query when the local ontology is 
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incorporated with Open Calais ontology. Figure 4.6 is a graphical 

representation of the results shown in the above table. 

 

 
Figure 4.6:  Evaluation Result (Using local ontology along with Open 

Calais) 
 

It is evident from the above figure that Open Calais fails to extract 

geographical tags used in the search query in testing the system. It points 

to the limitation of Open Calais to extract knowledge terms from a 

traditional knowledge domain.  

4.6  Conclusion 

The chapter emphasizes the ontology completeness property to 

identify high and low level concepts. The number of keywords extracted 

by ontology having high degree of completeness will be high. To prove 
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this concept, an application was developed which aids the study of the 

advantages of ontology in retrieval and news archiving in which a data 

set like YouTube-8M was applied to test the system. The main ontology 

used was Open Calais which is significantly black marked for its constricted 

digital voraciousness as an ontology with completeness property. The 

ontology’s limitation is shown with the implementation of a domain 

specific local ontology. The showcased drawback highlights the 

requirement of ontology completeness which proves to be a major point 

when the huge diversity of news topics is considered. Adding new 

definitions, properties and missing entities are indeed important when 

reading optimization of ontology is considered. Topping the defined 

sources with much relevant data can give the knowledge-base a 

comprehensive source. 

The news ontology should continuously be evolving since 

anything in the universe can be a news story. A dynamic evolution of 

news ontology is inevitable considering the present scenario where news 

stories have to be developed very frequently. The expansion of modeled 

concepts is necessary in news ontology. A constant reshaping of the 

ontology is demanded after the inclusion of new concepts in order to 

meet the integrity and consistency of the knowledge base which seldom 

affects the philosophical aspects in ontological decisions. 

The crafting, refining and evolution of operational domain ontology 

requires numerous resources, time and strenuous expertise of professionals 
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for a couple of years. This is especially true in the case of news ontology 

where a numerous topics have to be dealt with. Though time consuming 

and strenuous, the production of high quality ontologies is inevitable for 

the effective development of domain applications 

The next chapter introduces news generation framework which 

uses keywords derived by ontology to generate news. Ontology 

keywords / tags play an integral role in the news generation process. 

The completeness property of ontology discussed in detail in this 

chapter is a prominent factor which affects the number of keywords 

extracted by the ontology. 

 

…..….. 
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5.1  Introduction 

The chapter explains the evolvement of an experimental framework 

to generate news from keywords. The last chapter discussed the capability 

of ontology in extracting knowledge and the effectiveness of ontology in 

the field of information extraction. The study conducted in the last chapter 

is significant, considering that the inputs of the proposed news generation 

framework are keywords mined by ontology. The steps involved in text 

generation using Recurrent Neural Networks and mathematical foundation 

of RNN language modelling are described in the first part of this chapter. 

Then the details about the architecture used in the proposed framework 

and the procedure used in generating news are explained. The two neural 

net models used in the proposed framework are also mentioned along with 

the algorithms in this chapter. Finally, a conclusion is presented. 
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5.2  Choosing Recurrent Neural Networks for News Generation 

A lot of researchers prefer Recurrent Neural Networks over 

Convolutional Neural Networks for language generation due to several 

reasons. The working of RNN is based on the processing of sequential 

information. That is, the output is based on previous results. So it is 

naturally suited for language generation due to this sequential nature. 

Words in a language are semantically inter-related and follow the same 

sequential behaviour.   

RNN can handle long sequences of variable length and the 

computational steps are flexible than in CNN [150]. CNN is used 

successfully in classification problems whereas RNN has proved its 

efficiency in language modelling. However, it is not proper to make a 

conclusion based on just the reasons mentioned above that RNN is 

better than CNN due to the fact that there are some good studies where 

CNN performs well in language modelling. Basically the success 

depends on how much global semantics is required for each problem. 

According to Goodfellow [151], representation of text as a 

continuous space poses some issues in language generation using 

GAN.GAN is proven to be the state-of-the-art technology for image 

generation whose ability in language modelling is yet to be proved. Some 

of the studies about GAN are also emphasizing the need for improvement 

in language modelling [152]. 
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RNN-LSTM is the current state-of-the-art-technology used for 

language generation. It is the most successful language model application 

developed so far that relies on the power of Recurrent Neural Networks. 

Many of the literature available in this domain refer to RNN as the 

proven tool capable for language modelling. Here, in this work, the 

neural net models suggested are based on RNN-LSTM considering the 

facts discussed in this section. 

5.3  Natural Text Generation Using Neural Network 

Various learning algorithms can generate natural languages, yet the 

layers that are hidden make neural networks outperform these 

algorithms. The model gives crisp predictions and is likely to learn better 

with more information about the features and its complexity. But neural 

networks can’t comprehend the sequence in which the current state is 

affected by its previous states. A clear solution was provided for this 

issue with the Recurrent Neural Networks. Each hidden layer of the 

Recurrent Neural Network is used for computing the corresponding 

input at that time step, the previous time step and output. Therefore, the 

Recurrent Neural Networks have an ability to remember data with 

hidden layers of different time steps. But vanishing gradient problem 

persisted which demanded an improvement. The Long Short Term 

Memory is a potential successor. LSTM has the capability to decide if to 

discard a previous idea or to keep it. It also spots the requirement to 

update the current state using the previous state. The text generation 

process is explained below in detail and illustrated through Figure 5.1. 
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Figure 5.1: Text generation process 
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As shown in the Figure 5.1, the text generation process starts with 

the pre-processing of data. Here TensorFlow is used for creating 

computational graph. Training is done using the input data and the 

model is generated. The step wise process is explained in detail below. 

5.3.1 Pre-processing 

Pre-processing is the first and most important stage in text 

generation. The input text is made appropriate by pre-processing of 

the input data to be fed into RNN, which includes vocabulary and 

inverse vocabulary formation, eliminating infrequent words and 

tokenisation of text. Normally, source data for training will be available 

as raw text. It needs to be transformed based on the needs of the 

neural net model which is going to be used in the process. Removing 

commas, punctuations, non- alphabetic characters and normalizing all 

words to lower case are some of the cleaning task done in the pre-

processing stage. 

5.3.2 Tokenize Text 

A sequence of characters grouped together to make a useful 

semantic unit for processing is termed as a token. Since making 

predictions on each word is a necessity, requirement for the tokenisation 

of the text still persists. The text is divided into sentences and the 

sentences into words. There are methods available in the front-end 

language, Python for this purpose.   
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5.3.3 Removal of Infrequent / Stop words 

Words which appear only once or twice have to be removed. 

Since the training depends on the vocabulary size, the removal of 

infrequent words would prevent the large size of vocabulary. The model 

wouldn’t be able to learn from infrequent words since there are not 

much examples of those words, thereby they are removed. 

5.3.4 Vocabulary and Inverse Vocabulary Formation 

The deep learning models cannot understand natural languages 

and hence require mapping of words for model training purposes. Each 

word in the vocabulary has been mapped to the index based on the 

sentences. An Inverse Vocabulary is maintained in which an index to 

word mapping is stored. 

5.3.5 Building batches 

Batches are formed to process the number of parallel sentences in 

the network. The input in any feed-forward network is a matrix of shape 

[x*y] where x is batch size and y is feature Size. Batches are formed 

from the vocabulary which has been divided into sentences. 

The first word in each of the sentence of the batch is processed in 

parallel, then second word of sentences of each batch and so on. In a 

batch, all sentences are handled in parallel yet the network views only 

one word of sentence at a time and computes accordingly. 
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5.3.6 Model Building 

The RNN is trained to build the language model after the input 

text has been pre-processed. The output text is produced by the 

language generation model after the input text has undergone the deep 

learning process. The parameters of the network are set up and the 

variables for training are initialised. Then the word probabilities are 

predicted by implementing the forward propagation, after which the loss 

is calculated. The text is generated finally after training RNN with 

stochastic gradient and back propagation through time. 

5.3.7 Initialization 

Initialising the variables and setting network parameters is the first 

step for training RNN. The size of the hidden layers, number of hidden 

layers, batch size, number of epochs, learning rate etc. are some of the 

variables which have to be initialized in this phase. 

5.3.8 Creating Computational graph 

The computational graph specifies the operations to be done and 

is created by TensorFlow. TensorFlow makes use of this graph to depict 

the connections between individual operations. These graphs are powerful 

tools but have a complex nature. The input and output of the graph are 

multidimensional arrays. Every time RNN runs, batch data is fed into 

placeholders. These placeholders are start nodes of the graph. The RNN 

state is also fed into the placeholder. This state is the output of the 

previous run. 
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5.3.9 Forward Pass 

The building part of the graph which does RNN computation is 

included in the forward pass. Basically forward pass deals with 

calculation process. One iteration includes both forward and backward 

passes. The popular term used for one iteration is an epoch. RNN is 

treated as a deep neural network with recurring weights in every layer. 

5.3.10 Loss Calculation 

The model’s progress after each optimization / iteration is known 

by calculating the loss. Minimizing the loss function with respect to 

parameters of the model using different optimization techniques like 

back-propagation is an objective in learning the model. 

5.3.11 Running Training Session 

The dataflow graph runs in session using TensorFlow. Data is 

generated on each epoch. The time to execute an epoch depends on the 

complexity of the model. In this work, two types of models are 

experimented. Sequence to Sequence model is complex than Char-RNN 

model and takes more time to train. 

5.3.12 Checkpoints 

If the model is stopped, there is a probability of losing all the work 

since it may take a couple of weeks for the deep learning model to 

acquire the required knowledge. The requirement of optimisation slows 

down the process of training the model. This issue is avoided with 
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model checkpointing in which the state of the system is maintained if a 

failure occurs. Each time an improvement in loss is observed at the end 

of the epoch, it records all of the network weights to a file. Numerous 

iterations control the frequency with which these checkpoints are 

written. While the model is trained, it will periodically write checkpoint 

files to the specified location. If anything happens wrong during the 

training period, the process can be restarted from the last checkpoint 

saved to the disk. 

5.3.13 Sampling 

The RNN language generation model is developed after training. 

Sampling is done after completing the model. The first word is provided 

in the initial phase and the model is made to learn the dependencies 

between conditional probabilities of the words in the sequence of the 

text and the provided words so that the next word would be generated 

after the third word using the first two words. A specific number of 

words will be generated by it. 

5.3.14 Output Generation 

The news text that is generated using the words in the given input 

news, after the sampling process is stored in output file. Two models 

and two datasets are used in the research work mentioned here. After 

obtaining the results, a comparison is done to find which RNN model in 

a specific dataset gives more realistic news. 
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5.4  Mathematics of Neural Network Based Language Model 

Most of the details discussed here are referred from Ian Good 

fellow’s book [137]. Statistical language model is applied in different 

natural language problems. Suppose there is a need to search a sequence 

of words w1,..., wm from a given data consisting of several news 

annotations. Searching is done recursively using probability measures. 

The probability P of w1,..., wm which computed recursively by the 

equation 

  ............................... (5.1)

 

Where w0 stands for empty word. 

When there are a number of words, it becomes difficult to compute              

P (wi | w1,…,wi-1). In this situation, the probability of a word is limited 

on a set of n words (n-gram model). In this case, the approximate 

probability equation is 
 

  

  ......................... (5.2)

                                        
P (wi | wi-n+1,…,wi-1) is computed by counting the word sequence ( wi-

n+1,…,wi-1,wi) and the sequence of word ( wi-n+1,…,wi-1) in the given data. 

In other words, 

P(𝑤1, … , 𝑤m ) = ෑ P

𝑚

𝑖=1

(𝑤𝔦|𝑤1, … , 𝑤i−1) 

P(𝑤1, … , 𝑤m ) ≈ ෑ P

𝑚

𝑖=1

(𝑤𝑖|𝑤𝑖−n, … , 𝑤𝑖−1) 
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P(𝑤௜|𝑤௜ିேାଵ, … , 𝑤௜ିଵ) =
ୡ୭୳୬୲  (௪೔షభ,…,௪೔షభ,௪೔)

ୡ୭୳୬୲  (௪೔షಿశభ,…,௪೔షభ)
   .................... (5.3) 

This approach has the defect of producing zero probability for a 

sensible combination of words. For example, consider a 3-gram model 

“three boys sitting”.  

P(sitting|three boys) =
ୡ୭୳୬୲(ୱ୧୲୲୧୬୥)

ୡ୭୳୬୲  (୲୦୰ୣୣ ୠ୭୷ୱ)
    ............................ (5.4) 

 

Naturally the counting ‘sitting three boys’ will be zero even though 

a collection of data is there. Therefore, the ratio also will be zero. This is 

one of the limitations of statistical language modelling [140]. 

5.4.1 Neural language models 

The language model using neural networks was introduced after a 

research of many years and it was first proposed by Bengio et al. [141]. 

It was popularized after the introduction of recurrent neural network by 

Mikolov et al. [142] and replaced the standard n-gram technique. The 

evolvement of Recurrent Neural Network Language Model is detailed in 

the subsequent sections. 

5.4.1.1 Artificial Neurons 

Artificial neurons are made of several components. If n input 

signals are given to a neuron, it gives a vector in x ϵ Rn. 

Each input xj to the kth neuron is multiplied by a weight w(kj). They 

are called synaptic weights and represent connection between different 
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neurons. Bias b(k) can be assigned to the kth neuron. Using the weight 

and bias, the activation of neuron is expressed by the equation  

 

  ................................................... (5.5)

 

This can be compactly written in the form 

 ................................................................. (5.6)

 

Where x (0) =1 and w(k0) = b(k) 

The output ŷ(k) of kth neuron is computed by an activation 

function σ acting on the activation s(k). The equation derived from the 

above data is  

y
^ (௞) = 𝜎(s(௞))   .............................................................................. (5.7) 

5.4.1.2 Activation functions 

Activation functions are nonlinear functions which are used to 

assign probability measures for variables. The commonly used nonlinear 

functions in language models are sigmoid, tanh and softmax functions. 

Softmax and sigmoid functions are naturally arising functions in the 

analysis of exponential distributions [138]. 

s(k) = b(k) + ෍  

n

𝑗 =1

𝑤(k𝑗 )𝑥(𝑗 ) 

s(𝑘) = ෍  

n

𝑗 =0

𝑤(kj)𝑥(𝑗 )

= 𝒘⊤𝒙

 



Proposed News Generation Framework 

Ontology Based News Generation Framework Using Neural Models   93 

The sigmoid function provides a real valued output. The sum of 

the probability need not be 1. The sigmoid score is calculated using the 

function given in Eq. (5.8). 

𝑓(𝑥) = sigmoid (𝑥) =
ଵ

ଵା௘షೣ   .................................................... (5.8) 

 

Figure 5.2 represents sigmoid function and the first derivative of 

sigmoid is non-negative and non-positive. It is often used in artificial 

neural networks to introduce the nonlinearity in the model. In                   

the graph given below, the X axis represents the input x which are            

fed to the sigmoid function whereas Y axis represents the sigmoid 

function 𝑓(𝑥). 

 

     
Figure 5.2: Sigmoid function 
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The graph takes a S-shape and sigmoid score increases with input 

value as shown in the Figure 5.2. The maximum value is 1. The sigmoid 

score ranges from 0.9 to 1 at the top of the graph. It can be used as 

activation function for building neural networks. 

The tanh function is often referred as hyperbolic tangent function. 

Tanh function is calculated using the equation Eq. (5.9). 

𝑓(𝑥) = tanh (𝑥) =
ଵି௘షమೣ

ଵା௘షమೣ    ........................................................ (5.9) 

 

Figure 5.3 represents tanh function and it is another version of 

logical sigmoid. The function is differentiable. The tanh function is 

mainly used in classification between two classes. Feed-forward nets use 

tanh as an activation function. The X axis of the graph is the input x 

and Y axis is the corresponding tanh function value. 

 
Figure 5.3: tanh function 
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As in the Figure 5.3, the output ranges from -1 to +1 and it suits 

more for neural network in certain situations. The graph takes an            

S-shape as in the case of sigmoid function. 

The softmax score is derived from the function given in Eq. (5.10). 

softmax (𝑥௜) =
ୣ୶୮(௫೔)

∑  ೙
ೕసభ ୣ୶୮ (௫ೕ)

   ..................................................... (5.10) 

Softmax function is portrayed in Figure 5.4 and is used in different 

layers in neural network building. The calculated probability will be in 

between 0 and 1 and sum of the probabilities is 1.  

 

 
Figure 5.4: Softmax function [160] 
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The Figure 5.4 shows the fundamental property of softmax 

function. The X axis of the graph denotes the input while the Y axis 

provides corresponding softmax score. For high input value, the 

probability will be high. 

5.4.1.3 Feed-Forward Neural Networks 

Feed-forward neural networks have three components. 

1) Input layer 

2) A group of hidden layers 

3) An output layer 
 

If the feed forward neural network has one hidden layer, 

activation has to be done for the input layer which is represented by 
 

𝑓(ଵ)(𝒙) = 𝜎(ଵ)(𝐖(ଵ)
(𝐓)

𝒙)      ........................................................ (5.11) 

 

Now this activated output is the input for the hidden layer. The 

activation of the new input to the hidden layer is represented by 
 

𝑓(ଶ)(𝑓(ଵ)(𝒙)) = 𝜎(ଶ)(𝐖(ଶ)
(୘)

(f (ଵ)(𝒙)))  ................................... (5.11) 

Taking this as the input for the output layer, the output function 

can be calculated as below 
 

f(𝒙) = f (ଷ)(f (ଶ)(f (ଵ)(𝒙))) = 𝜎(ଷ)(𝐖(ଷ)
(୘)

(𝜎(ଶ)(𝐖(ଶ)
(୘)

(f (ଵ)(𝒙))))) .... (5.12) 
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5.4.1.4 Recurrent Neural Networks 

Feed-forward neural networks are modified into recurrent neural 

networks for better output. Figure 5.5 provides the graphical 

representation of Feed-forward networks and Recurrent Neural 

Networks. In Feed forward network, the flow of information from the 

input vector x to the output vector y goes in only one direction. That is, 

no cycles exist. In RNN, there are cyclic connections also.  

 

 
Figure 5.5: RNN and Feed-Forward neural network 

 

As represented in Figure 5.5, RNN has cycles whereas Feed-

forward network does not have cycles. The cycles make RNN to 

remember context. 

In this case, the computation of the input of tth hidden layer is 

done by using the output of the t-1 hidden layer, the input vector x(t) 

and some parameter θ. 



Chapter 5 

98   Department of Computer Applications, CUSAT 

This is described by the equation 
   

𝒉(௧) = 𝑔(ℎ(௧ିଵ), 𝒙(௧), 𝜃)    .......................................................... (5.13) 
 

An example of a Recurrent Neural Network Language model is 

given in the Figure 5.6. RNN maps an input sequence x to an output 

sequence of o. The loss L is measured with the training target. 

 
Figure 5.6: Recurrent Neural Network Language Model [137] 
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In the example mentioned above in the Figure 5.6, the target 

sequence is provided by the input sequence shifted one-time step to the 

left. The input to the hidden layer is parametrized by a weight matrix U, the 

connection between hidden layers is parametrized by weight matrix W and 

the connection between hidden layer to output layer is parametrized by a 

weight matrix V. 

Then, for an input vector sequence x(1),…x(τ), the activations of 

the hidden units from 1 to τ are measured by the formula 
 

 𝒉(୲) = 𝜎୦(𝒃 + 𝑾𝒉(𝔱ିଵ) + 𝑼𝒙(𝔱)) ............................................ (5.14) 

Where b denotes a bias and σ h denotes the element wise activation 

function in the hidden layer .h (0) denotes initial hidden state. Now the 

output is computed using the formula 

𝑦
^ (௧) = 𝜎௬(𝑐 + 𝑉ℎ(௧))   ...............................................................  (5.15) 

Where c denotes bias and σ y represents the activation function of the 

output layer 

The loss is calculated as negative log likely wood of y(t) given the 

input sequence x(1),…x(t) 

 

If      L(௧) = −log P୫୭ୢୣ୪(𝐲(୲)|𝒙(ଵ), … 𝒙(ఛ)), 

The loss function can be written as 

L൫𝒙(ଵ), … 𝒙(ఛ), 𝐲(ଵ), … 𝐲(ఛ)൯ = ∑  ఛ
ଵ 𝐿(୲) 

 

 .................................. (5.16) 
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5.4.1.5 LSTM 

RNN’s are further modified by introducing input, forget and 

output gates together with a special type of cell called memory cell to 

eliminate the long term dependency problem. 

The input gate controls flow of information into the cell and 

decides whether it is worth to preserve or not. The forget gate decides 

how useful is the information in the memory cell before feeding it back 

to the self-feedback loop. That is, it forgets and resets the information 

in the memory cell. 

The output gate decides which part of the memory state is to be 

carried out to the hidden state and hence control the output flow of the 

network. 

LSTM model is defined by the following equations. 

𝑔௜
(௧)

= 𝜎(𝑏௜
௚

+ ∑  ௝ 𝑢௜,௝
௚

𝑥௝
(௧)

+ ∑  ௝ 𝑊௜,௝
௚

ℎ௝
(௧ିଵ)

)   ..................... (5.17) 

𝑓௜
(௧)

= 𝜎(𝑏௜
௙

+ ∑  ௝ 𝑢௜,௝
௙

𝑥௝
(௧)

+ ∑  ௝ 𝑊௜,௝
௙

ℎ௝
(௧ିଵ)

)    .................... (5.18) 

𝑠௜
(௧)

= 𝑓௜
(௧)

𝑠௜
(௧ିଵ)

+ 𝑔௜
(௧)

𝜎(𝑏௜ + ∑  ௝ 𝑢௜,௝𝑥௝
(௧)

+ ∑  ௝ 𝑊௜,௝ℎ௝
(௧ିଵ)

)  ... (5.19) 

𝑞௜
(௧)

= 𝜎(𝑏௜
௢ + ∑  ௝ 𝑢௜,௝

௢ 𝑥௝
(௧)

+ ∑  ௝ 𝑊௜,௝
௢ ℎ௝

(௧ିଵ)
)  ...................... (5.20) 

h𝔦
(୲)

= tanh (𝑠௜
(୲)

)q𝔦
(୲)    ............................................................... (5.21) 
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Where  g௜
(୲), f௜

(୲),  s௜
(୲), q௜

(୲) are input gate, forget gate, internal state and the 

output gate. The input vector is given by 𝑥(௧) and the current hidden vector 

by 𝒉(௧). b, U, W are biases, input weights and recurrent weights respectively 

for different gates. 𝜎 denotes the logistic sigmoid function [153]. 

5.4.1.6 Encoder-Decoder model 

Figure 5.7 represents Sequence to Sequence model. Sequence to 

Sequence model is effective when the input and output sequences are of 

variable length. This model is also referred as Encoder-Decoder network. 

 
Figure 5.7: Sequence to Sequence model 

 

The Sequence to Sequence model described in Figure 5.7 uses two 

RNN. The input and output sequences are represented using two 

different RNN. This model is trained to maximize the probability of an 

output according to the given problem. Probabilistic representation of 

this problem can be stated as 

𝑚𝑎𝑥
𝒚

𝑝(𝒚|𝒙)  .................................................................................. (5.22) 

y is the output sequence whereas x is the input sequence. 
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The encoder RNN reads the input sequence x and it reaches 

various hidden states. The last hidden state is denoted by c. This vector 

is called summary vector. This summary vector is the input to the 

decoder RNN. The decoder RNN produces output using previous 

hidden states, output and also using the summary vector c. The hidden 

states of decoder RNN can be represented by the equation  

𝑠௧ = 𝑓(𝑠௧ିଵ, 𝑦௧ିଵ, 𝑐௧)  ................................................................. (5.23) 

The encoder- decoder p (y|x) is given by 

  ............................................. (5.24)   

 

The conditional probability of the next output in the encoder-

decoder model is given by  

𝑝(𝑦௧|𝑦௧ିଵ, … , 𝑦ଵ, 𝒙) = 𝑔(𝑠௧ , 𝑦௧ିଵ, 𝑐௧)   ................................... (5.25) 

Where g is the softmax function [138]. 

5.5   Proposed News Generation Framework  

The main objective of this research work is to develop a 

framework which generates news from keywords. The proposed news 

generation framework is represented in Figure 5.8. The framework 

discussed here follows a unique process. Ontology is used for generating 

𝑝(𝒚|𝒙) = ෑ  

𝑇

𝑡=1

𝑝(𝑦𝑡|𝑦𝑡−1, … , 𝑦1, 𝒙) 
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keywords whereas RNN-LSTM based neural net models are used for 

generating news from keywords.  

 
Figure 5.8: News Generation Framework based on Ontology 

 

 

As discussed in the literature review, ontology is a proven 

mechanism in representing concepts and its complex relationships. So it 

is widely used in information extraction scenario. RNN is the most 

popular neural networks in text generation. So the proposed framework 

incorporates the power of ontology and Recurrent Neural Networks in 

news generation using keywords. Main processes in the proposed news 

generation framework as shown in Figure 5.8 are explained below. 
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 Archiving Steps 

1) News annotations and corresponding keywords mined by 

ontology are stored in an archive 

 Neural Net Model Training Steps 

1) The news archive is searched and the text annotations of the 

news videos are extracted. 

2) Concept terms / tags / keywords of each news annotation are 

extracted using ontology. 

3) Keywords and corresponding news annotations are provided 

as input for neural network model training. 

 News Generation Steps 

1) Inputs are keywords. Keywords are mapped with ontology to 

get concept terms before entering into the trained model as 

input. 

2) Using the trained model, News is generated. 

Char-RNN and Sequence to Sequence model are the two neural 

net models experimented in this work.  

The Sequence to Sequence language model mentioned in the 

literature [33,156] is a source of inspiration for many applications in 

language translation field [155]. The Sequence to Sequence model 

experimented in this research is adopted from above mentioned works 
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with some changes. The purpose of using Sequence to Sequence 

model in this study is to generate news from keywords. The referred 

works are basically translation models. So here in training phase, 

instead of having text in one natural language as input sequence in the 

translation model, the input sequence is keywords derived by ontology. 

The output sequence consists of news annotations. For testing 

purpose, keywords are used to generate news text. Hyper parameters 

are tuned according to the needs of news generation framework and 

the dataset used. 

There is plenty of literature [55,139] available for generating text 

using Recurrent Neural Networks. Many text generation applications are 

developed based on it including the implementation of Andrej Karpathy 

[157,158]. The Char-RNN model used in this work follows the same 

procedure except in the testing phase. For news text generation, 

keywords are given as input. Hyper parameter tuning is done based on 

framework requirements. 

The detailed explanation of each neural net model is given in the 

following sections. 

5.5.1 Vanilla Char-RNN-LSTM  Model 

A language model is a type of a machine learning algorithm which 

learns the statistical structure of a language and reproduces parts of 

language by predicting the next character based on previous characters. 
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The architecture diagram of Char-RNN model is illustrated in Figure 

5.9. Only news annotations are provided for model training and 

keywords are the input for neural news generation. 

 

 
Figure 5.9: Char-RNN based model 

As shown in the Figure 5.9, two main processes are there namely 

training and text generation. The trained model generates new text one 

character at a time. The detailed working of Char-RNN network is 

shown in Figure 5.10 below. Here LSTM is used for character-level 

language model training. 
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Figure 5.10: Char-RNN 

 

Char-RNN learns to predict the next character in a sequence. A huge 

text data is given as input here and tries to model the probability 

distribution of the next character in the sequence given a sequence of 

previous characters. The detailed working procedure of Char-RNN shown 

in Figure 5.10 is given below 

 Procedure 

1) Unique characters are extracted from the news annotations. 

2) These characters are then mapped to an arbitrary index value 

/ numeric value thereby providing a better understanding for 

the machine. 

3) The conversion from characters to numeric and from numeric 

to original characters are done using two dictionaries 

4) Optimization is done for each character and the gradient loss 

is computed. 
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5) Using the computed gradient, training of the model is done 

by updating the parameters.  

6) Ontology concept terms are the input sequence for testing. 

Each character from every inputted keywords is taken and N 

characters of news is generated 

Algorithm 1 provides training and testing procedure of Char-RNN model. 

Algorithm 1 Vanilla RNN-LSTM model 

Training Steps: 

Input: Input news annotations x 

Output: Trained Vanilla Char-RNN-LSTM Model. 

Start Procedure 
For several epochs of training do 

For each character ci in x    do 

Run encoding on ci 

Run one step of NN optimization and Compute gradients of the loss 

Update the parameters according to this gradient 

End for 
End for 
End Procedure 
Testing Steps: 

Input: Input Ontology Tags x 

Output: News generated 

For each tag tai in x do 
Generate the next n characters of news using the trained model 

End for 
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5.5.2 Sequence to Sequence (Seq2Seq) Model 

In a high-level view, a seq2seq model has an encoder, decoder and 

intermediate step as its main components. The Seq2seq model solves a 

specific limitation of a deep neural network. This particular model 

allows input and output sequence of variable length. Figure 5.11 

represents Seq2Seq model for news generation. Both news annotations 

and ontology keywords are employed in model training. Ontology tags 

are the input for news generation. 

 
Figure 5.11: Seq2Seq based model 

The training and generation processes are the two main processes 

in Seq2Seq model as shown in the Figure 5.11. Figure 5.12 describes the 

encoder-decoder network. Ontology tags are used as input sequence and 

the news annotations are output sequences. 
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Figure 5.12: Encoder-Decoder network 

 

The encoder reads the input sequence, word by word and emits a 

context which provides the essence of the input sequence. Based on this 

context, the decoder generates the output sequence, one word at a time 

while looking at the context and the previous word during each time 

step. The detailed working of Encoder-Decoder network shown in 

Figure 5.12 is given below. 

 Procedure 

1) Data preprocessing is executed by mapping input tags into 

arbitrary numeric values. ‘UNK’ signifies the unknown words in 

the news annotation which are excluded in input vocabulary. 

Zero padding is done to make the sequences of same length 

and unique tags are included in the vocabulary. 

2) The LSTM layer receives the fixed size vector from the input 

sequence generated by the encoder. 
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3) The parameters are updated with the gradient loss which is 

calculated. 

4) The decoder generates the output sequence from vector 

outputted by encoder. 

5) The input is tested using ontology tags. The news is generated 

word by word using the trained model. 

The algorithm 2 given below explains the training and testing steps. 

Algorithm 2 seq2seq model 

Training Steps: 
Input: Input ontology terms x, and news annotations y 
Output: Trained seq2seq model. 

Start Procedure 
For batch of input and output sequences x and y do 
Run encoding on x and get the last encoder state an 
Run decoding by feeding an to decoder and get the 
sampled output sequence 
Calculate the loss and update the parameters 
end for 

End Procedure 
Testing Steps: 
Input: Input Ontology Tags x  
Output: News generated 
For batch of input sequence x do 
Using the trained model, the decoder generates news word by word for the given 
input sequence. 
end for 
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5.6  Uniqueness of Proposed News Generation Framework 

The proposed framework is distinct in terms of process steps 

followed in generating news. Ontology is used for generating keywords 

from news while RNN-LSTM is used for generating news from 

keywords.  There is no direct relation between ontology and neural 

networks. Both these technology is used in the framework developed as 

part of the present study. The reason for using ontology in keyword 

generation is that it is best suited to grasp knowledge in a specific 

domain. Ontology tags / keywords are used for both training and 

testing the neural net model. 

5.7  Conclusion 

Ontology based news generation framework using neural networks 

was proposed in this chapter. The basic concept behind the framework 

was the generation of news from keywords. At the beginning of the 

chapter text generation process in general was detailed. Then the 

mathematical background of Recurrent Neural Network Language Model 

was discussed. The two neural net models experimented here includes 

Sequence to Sequence model and Vanilla Char-RNN model. Sequence to 

Sequence model used ontology tags / keywords for training and 

generating news. Char-RNN model used keywords for news generation 

purpose only. The evaluation approach to test the proposed framework 

discussed in this chapter is described in the next chapter.  

…..….. 
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6.1  Introduction 

The chapter explains the evaluation approach followed in this 

research work. The proposed framework which is discussed in the 

previous chapter is analysed through the evaluation procedure presented 

here. The details of the datasets used for training and testing the 

application are given in this chapter. It also mentions the detailed 

information about the technical environment where the application was 

developed. 

6.2  Evaluation Approach 

A language model can most efficiently be tested by applying it on 

a designated environment to evaluate how the model improves the 

overall experience. The practical side of it is a bit strenuous when the 

cost and dependency on the application is taken into account. There is a 

C
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requirement of a metric which is independent of the environment. The 

evaluation methods used in this work are automatic evaluation and 

human evaluation.   

6.2.1 Automatic Evaluation  

The desirable properties of automatic evaluation metrics include 

affordable cost, fastness and repeatable property. It plays a big role in 

areas of natural language processing. Two commonly used metrics are 

the Bilingual Evaluation Understudy (BLEU) score [74,75] and the 

Recall Oriented Understudy for Gisting Evaluation (ROUGE) [76,77] 

score. Both differ in terms of precision and recall. While precision based 

BLEU measures the quantity of generated text that appears in the 

reference text, recall based ROUGE measures how much of the 

reference text appears in the generated text. BLEU and ROUGE as well 

as the limitations of automatic evaluations are discussed in the following 

sections. 

6.2.1.1 Bilingual Evaluation Understudy (BLEU) 

The main objective of BLEU was to decrease the time and human 

effort in the evaluation of translations. It was first used for evaluating 

machine translation. It is inexpensive, quick, language independent and 

has a high correlation with human judgments. Though BLEU calculates 

the N-gram overlap between the reference sentence and hypothesis, and 

consider penalty for each short sentence, it does not take into account 

the paraphrasing or synonymy. The output of BLEU varies from 0 to 1, 
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with the similarity of candidate text with the reference text increasing 

with value closer to 1. The value 1 indicates a similar candidate text to the 

reference text, which is rare in human translations. Zero corresponds to a 

non-existing overlap. 

6.2.1.2 Recall-Oriented Understudy for Gisting Evaluation (ROUGE) 

ROUGE compares the generated text or its translation with the 

references based on the N gram. There are different variations of this 

metric ROUGE-N, ROUGE-L, ROUGE-W, and ROUGE-S. ROUGE-

N computes the overlap of N-grams. For instance, ROUGE-2 calculates 

the overlap of bigrams between the hypothesis and the references. 

ROUGE-L – measures longest matching sequence of words using LCS.  

LCS does not require consecutive matches (which is an advantage), but 

in-sequence matches that reflect sentence level word order. As for the 

BLEU metric, a ROUGE score of 1 corresponds to a perfect match 

with the reference sequence, whereas a score of zero means no overlap 

at all. 

6.2.1.3 Limitations of Automatic Evaluation 

The task of computationally evaluating generative models is 

challenging unlike classification and information retrieval systems. These 

generation models create the possibility of numerous answers being 

accepted. There is a chance that the generated text can differ from the 

reference text. Evaluation metrics like recall or accuracy or precision 

cannot be easily applied in generative models. The complex nature of 
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the natural language makes automatic evaluation techniques incapable of 

checking the quality of the text. Automatic evaluation has the tendency 

to replicate the text without taking into consideration certain human 

centric factors like grammatical rules, lexical quality, spelling, grammar 

etc. 

Automatic evaluation metrics are not able to analyse synonyms 

since both measures overlap the tokens between the generated sequence 

and reference. The semantic meaning of the source text can be 

generated in the machine text with different words, but it will be judged 

with a poor score of BLEU / ROUGE. Another major problem is with 

distinguishing outputs of good and medium quality text generated. 

6.2.2 Human Evaluation 

Since the end user of the system is a human, there is a necessity 

for some human interaction in both providing inputs and in evaluating 

the results generated by the application. In the human evaluation 

process, human interaction is used in two ways, direct interaction with 

the application and indirect interaction with the application. 

In the evaluation process, two datasets were taken namely a 

Cricket Commentary Dataset and BBC News Dataset. Both these 

datasets were provided to the two models subjected for evaluation 

which are, Char-RNN model and Sequence to Sequence model. Thereby 

there were four cases i.e. Char-RNN model with Cricket Commentary 

dataset, Char-RNN model with BBC news dataset, sequence to 
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sequence model with Cricket Commentary dataset and sequence to 

sequence model with BBC news dataset. Many evaluators were 

employed as a part of human evaluation to cross check the results. Of 

the numerous features, the main features assessed in this evaluation 

process would be fluency, adequacy and total quality. Selection of 

human evaluators, evaluation criteria, methods and limitations of human 

evaluation is discussed below. 

6.2.2.1 Team Selection 

The human evaluation team is selected based on: - 

a) Age: Age is a decisive factor that affects the evaluation process. 

Evaluators were selected from different age groups to receive a better 

sample. There is a chance of a specific age group being influenced by 

similar ideologies or thoughts which can make a discrepancy in the 

evaluation results. Thereby it was necessary to select people of 

different ages. 20 evaluators were from the age group of 20 to 30, 20 

from 30 to 40 age group and 5 from age group 50 to 60. 

b) Gender: Male and Female psychology are marked by significant 

differences. There is a chance for the results to be narrow if a 

specified gender is selected. Thereby 25 male evaluators and 20 

female evaluators were selected. 

c) Computer proficiency: This is a prime factor while dealing with 

the evaluation process. An evaluator who is not an expert in 

computer might come on to his / her own conclusions. There is a 
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possibility that such evaluations can be marred by personal 

judgments and the scores might be less than the actual deserved 

result, whereas a computer expert would know the real ability of 

the networks and would correctly analyse and give apt scores. 

Moreover, a computer expert would be comfortable in direct 

interaction with the application than a non-expert. However, to 

obtain a broader range of evaluation, people from both categories 

were selected.  

d) Language proficiency (basic, expert): There are two categories 

while dealing with language proficiency. Evaluators with a basic 

level of English might see the evaluation scores efficient when 

compared to their skills whereas an English language expert might 

take stringent measures of scrutiny and critically evaluate the 

generated text which would give a serious variation in their scores 

when compared with basic level evaluators. Anyhow, people from 

both categories were selected and the average score of their 

evaluation results was considered while forming the conclusion. 

Assessment consists of evaluating two news text generation 

application models by using two different datasets. 

1) Char-RNN Model 

a) Using Cricket Commentary dataset 

b) Using BBC news dataset 
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2) Sequence to Sequence Model 

a) Using Cricket Commentary dataset 

b) Using BBC news dataset 

6.2.2.2 Evaluation Criteria 

When evaluation of the two models is taken, the main features 

that were analysed were adequacy, fluency and total quality. 

Adequacy is the judgment on how well the translation of a phrase 

transmits the meaning of the original, and specifically it checks if the 

content of the source sentence has been preserved and the sense has not 

been distorted. 

Fluency is a judgment on how well-formed and fluent the 

translation is; it does not scrutinize the information contained in a 

phrase, rather its overall grammaticalness and correctness. 

Total Quality is the extent to which the document maintains the 

expected quality. 

The evaluators were provided with a questionnaire with a score 

level from 0 to 10 except in the judgment of the source of news (human 

or computer). Yes, or no question was included in the questionnaire to 

judge news source and these documents were used to determine the 

final result. Appendix 2 provides the format of the questionnaire. 
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6.2.2.3 Evaluation Method 

Two evaluation methods are chosen in this human evaluation. 

One is direct interaction with the application framework and another is 

the indirect interaction. The details are given below. 

 Direct interaction with application 

As the initial step to test in real environment, the application is 

provided with keywords as inputs and the output is generated. The 

output is then evaluated using the referral text. The application 

would be operated by the evaluators. Their main work is to 

evaluate the quality of the result that is provided by the 

application. In the method of direct interaction, the computer 

experts may find it easy to adapt to the system. 

 Indirect interaction with the application 

In the method of indirect interaction, the referral news is 

compared with automatically generated text and the human 

evaluators come to a conclusion. The referral and the generated 

text for evaluation would be provided to the evaluator in an excel 

sheet for convenience. An interaction with the machine is not 

compulsory in indirect interaction. In this case a non-expert who 

is not familiar with the technicalities of computers would find the 

method comfortable. 
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6.2.2.4 Limitations of Human Evaluation Study 

One prominent feature of human evaluation is that it was highly 

subjective. Human nature is essentially dynamic therefore there was a 

chance that the judgment made by the same person at different time 

periods could be different. Though people from various age groups and 

genders were selected, it was not possible to strictly take into account all 

those traits. Environment plays an important role in shaping perceptions 

of the people and thereby the whole evaluation process got affected by 

it. A person working in a thought provoking and peaceful environment 

can bring out better results than a person working in a noisy environment.  

The health condition and the psychological moods of the person would 

also affect the judgments. Different users from different backgrounds 

would have different judgments. Different people might be familiar with 

different usages of expressions / slangs and pronunciation which can 

affect the quality of the analysis. 

When a language is considered, proficiency is a huge factor. Basic 

level speakers might be using the language as a mere language of 

secondary communication whereas language experts have a tendency to 

scrutinize it critically with their level of knowledge. The experts may give 

lower scores whereas basic level speakers may give a comparatively 

higher level of scores. Another limitation is with variation in the results 

with computer expertise. An issue that come up in human evaluation is 

the use of punctuation marks. While dealing with language proficiency 

many evaluators consider punctuations as a decisive point to evaluate 



Chapter 6 

122   Department of Computer Applications, CUSAT 

the results. As humans, each person would have his / her own version 

of the evaluation criteria which can affect the end result. These are the 

important limitations in human evaluation. 

6.2.3 Evaluation Procedure Followed in This Work 

While automatic evaluation techniques like BLEU and ROGUE 

have proved its efficiency in checking the similarity between texts (like 

translation), there are significant drawbacks while considering text 

generation. But while considering the unreliability of the method and 

the features that the specified end user needs, there arises the necessity 

for a human centric approach. But human evaluation is also highly 

subjective. It might be appropriate to analyse the linguistic quality of the 

generated texts using existing automatic metrics, especially if manual 

evaluations are supplemented by metric evaluations. Figure 6.1 represents 

the evaluation approach followed in this study. 

 

 

Evaluation Approach 

 

 

 

 

 
 

Figure 6.1: Evaluation Approach 

Automatic Evaluation Human Evaluation 

Correlating Automatic and 
Human Evaluation Results 
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As shown in Figure 6.1, a combined approach is used for 

evaluation here. The evaluation of results by correlation of automatic 

metrics with human ratings is the approach followed in this work. Both 

automatic and human evaluation results would be collected and analysed 

to conclude which system is more efficient in generating news. 

6.3  Datasets Used 

Two datasets are used to evaluate the proposed framework. 

BBC news dataset was used to test and train the model which 

consisted of 2225 raw news. The news belonged to different categories 

like politics, sports, entertainment, business and technology which were 

collected in the year 2004-2005 [78]. Two thirds of this dataset was used 

to train models whereas the rest was used for testing purpose. The 

extraction of keywords from each news text in the BBC news dataset is 

done by Open Calais ontology. The news annotations along with 

corresponding concepts / tags are stored as CSV file for training and 

testing the neural net model for news story generation [161]. 

Cricket Commentary dataset was created by scraping 

commentaries of all the matches in IPL (Indian Premier League) 2016 

from Cricbuzz website [79]. Since Open Calais Ontology was not able to 

extract all the key terms in the cricket domain, a cricket taxonomy was 

made by referring different sources including MCC cricket laws [159].  

Custom made taxonomy along with Open Calais ontology was employed 

for mining key terms from IPL 2016 Cricket commentaries. The 
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commentaries were split into small texts based on overs and text length. 

Pre-processing of Cricket Commentary dataset was a time consuming 

job. Commentators often digressed from Cricket. They move to discuss 

on environment, history, venue details, food habits, tourism spots etc. 

Sometimes, pep talks are also a part of the commentary. These were 

irrelevant details and sometimes it could mislead the machine learning 

process. Avoiding or erasing it from the dataset was a strenuous job and 

it took several days of manual work to remove these details and clean 

the dataset. The split commentary text along with the corresponding 

ontology tags was stored in a CSV file for model training and testing. 

The dataset was uploaded to kaggle for reference [162]. 

6.4 Application Development Environment 

The application was developed using Amazon EC2 P2 instance. 

AWS provides a virtual, ready-to-use deep learning environment. AWS 

Deep Learning AMI (Ubuntu 16.04) is used for application development 

in this work. The system was developed in Keras framework using 

Python as front-end language and TensorFlow as backend. The technical 

environment used for application development will be discussed in the 

following sections. 

6.4.1 Aws p2. xlarge Instance 

Amazon EC2 P2 Instances are great, versatile examples that give 

GPU-based parallel register abilities [131]. P2 is a broadly useful GPU 

application which utilizing CUDA and OpenCL, is a perfect world suited 
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for machine adapting, elite databases, computational liquid elements, 

computational finance, seismic examination, atomic model, genomics, 

rendering, and other server-side outstanding burdens requiring gigantic, 

parallel, floating point processing power. 

Amazon Linux AMI with pre-introduced Deep Learning systems, for 

example, Caffe, Mxnet, NVIDIA AMI with GPU driver and CUDA 

toolbox were used for quick on boarding. 

 P2 Features 

P2 instances deliver up to 16 NVIDIA K80 GPUs, 64 vCPUs and 

732 GB of host memory, with a joined 192 GB of GPU memory, 

40 thousand parallel processing cores, 70 teraflops of single 

accuracy floating point execution, and more than 23 teraflops of 

floating point performance. Group P2 instances in a scale-out 

form with Amazon EC2 ENA-based Enhanced Networking can 

run top performance, low-latency computing grid. P2 is appropriate 

for Deep Learning systems, for example, MXNet, that scale out 

with close perfect proficiency [130]. 

 P2 Instance Details 

P2 uses Intel Broadwell Xeon's CPU and is capable for machine 

learning applications which require huge computational power. The 

P2’s support NVIDIA GK210 GPU's and its latest advancement              

P3 run on Tesla V100 which can handle very huge machine learning 

operations. Table 7.1 summarizes the P2 instance capability details. 
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Table 6.1: P2 instance details 

Instance Name GPU’s vCPUs Ram (GB) Bandwidth 
P2.xlarge 1 4 61 High 
P2.8xlarge 8 32 488 10Gbps 
P2.16xlarge 16 64 732 20Gbps 

 

The above table provides P2 instance details and the instances 

used for application development in the present study are P2.xlarge and 

P2.8xlarge. 

6.4.2 TensorFlow 

Machine learning is a complex discipline. In any case, executing 

machine learning models is far less crushing and troublesome than it 

used to be, on account of machine learning systems, for example, 

Google's TensorFlow - that facilitates obtaining data, preparing models, 

serving forecasts, and refining future outcomes [128,132]. 

Made by the Google Brain group, TensorFlow is an open source 

library for numerical calculation and huge scale machine learning. 

TensorFlow brings together a huge number of machine learning and 

deep learning models, making it very valuable. 

 How TensorFlow functions 

TensorFlow enables to make dataflow graphs - structures that 

depict how data travels through a diagram, or a progression of 

handling hubs. Every hub in the chart speaks to a numerical task, 
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and every association or edge between hubs is a multidimensional 

Data exhibit, or tensor. 

Python can be learnt easily and worked with, which gives 

advantageous approaches to express how abnormal state 

deliberations can be coupled together. TensorFlow uses both 

Python and CPP languages. The real math activities are not 

performed in Python. The libraries of changes that are accessible 

through TensorFlow are composed as elite CPP pairs. 

 TensorFlow advantages 

The greatest advantage TensorFlow accommodates is its support 

for machine learning, deep learning and reinforcement learning. It 

offers TensorBoard for visualization. It can be used on multiple 

CPU’s and GPU’s. Google made this software as open source 

considering its importance in the machine learning domain. 

6.4.3 Python 

Python language is modeled as simple to learn and run anywhere. 

It is valuable for various applications, including machine learning 

applications. Popular IT organizations depend on Python broadly, 

including Instagram and Google. 

It is a dynamic programming language like Java, and used as a general 

purpose language as well as used in several application domains. It gives 

solid support to integrate new programming innovations. It is suited for 

substantial and complex undertakings with evolving necessities. 
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Python is one of the quickest developing open source programming 

languages. It additionally frames the base for different top applications 

and is utilized crosswise over various ventures [127]. 

 Easy to use 

The major highlight of Python programming language is it’s easy 

to use format and readability. Due to this ability, the code can be 

easily maintained. Both the experts and beginners would find this 

language comfortable. 

 Direct and rapid 

The Python community offers quick and effective help to clients, and 

a huge number of engineers endeavor to discover and solve bugs and 

to give upgrades to the programming language. The community 

offers quick input from multiple points and Python provides easy 

adaptation of code. Python additionally allows quick adjustment of 

code. This programming language can be named as ready-to-run, 

requiring simply direct code to be executed. Testing and playing 

around the code turns out to be considerably easier with Python. 

 Ease of use with IoT 

The Internet of Things or IoT has opened up colossal 

opportunities, and Python can assume a key job in using these 

opportunities. The programming language is shaping into a 

prominent factor for IoT, with new stages. 
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 Asynchronous coding 

Python has been compelling choice for composing Asynchronous 

code, which uses a single loop for doing work in little units. This is 

due to the reason that it is simpler to write and maintain with no 

difficulty in handling deadlock or different issues. 

 A less restricted programming approach 

When contrasted with Java, Python utilizes a considerably less 

constrained multi-paradigm programming approach. For example, 

it is not necessary to make a different class for printing 'Hi World' 

in Python, While we need to do so in Java. Python is multi-

paradigm and supports almost all programming styles. In Python, 

anything can be an object. 

6.4.4 CUDA 

Numerous algorithms for image handling and pattern recognition 

have been actualized on GPU for quicker computational power. The 

Implementation utilizing GPU experiences two issues. One is the 

requirement of knowing computer graphics and related languages and 

then there is the need for cooperation between CPU and GPU. CUDA 

(compute unified device architecture) is a parallel programming platform 

with which these issues can be solved and can be easily programmed 

which is developed by NVIDIA. Besides, OpenMP (Open Multi-

Processing) is utilized to simultaneously process various inputs with 
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single guidance on multi-core CPU, which results in effectively using the 

memories of GPU. [126] 

6.4.5  AWS Deep Learning AMIs for Machine Learning 
Practitioners 

Deep learning innovation is developing at a quick pace – with 

everything from structures and algorithms to new strategies and 

speculations from the scholarly world and industry, emerging frequently. 

This often causes unpredictability for designers who require apparatuses 

for rapidly and safely testing algorithms, streamlining for particular 

adaptations of structures, running tests and benchmarks, or teaming up 

on undertakings beginnings with a clear canvas. Virtual conditions give 

the opportunity and adaptability to do this. 

The Base AMI comes pre-introduced with the fundamental 

building block for deep learning. This incorporates NVIDIA CUDA 

libraries, GPU drivers, and framework libraries to accelerate and scale 

machine learning on Amazon Elastic Compute Cloud (EC2) instances. 

Base AMI is just like an open platform and user can create the 

environment by selecting their choice of technology [133]. 

 Conda-based Deep Learning AMI 

The Conda-based AMI uses Anaconda virtual environment and it 

is easy to switch between the frameworks. It is a completely 

prepared virtual condition to run deep learning applications. It is 

very user friendly and often updated with the latest version of 
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frameworks. The Conda-based Deep Learning AMI comes bundled 

with the most recent versions of deep learning frameworks [129,134].  

 AWS Deep Learning AMI (Ubuntu 16.04) 

AWS deep learning AMI (Ubuntu 16.04) is used for developing 

the news generation framework in this research study. Deep 

Learning AMI accompanies famous Deep learning frameworks 

upgraded for superior performances on Amazon EC2 instances. It 

Incorporates Apache MXNet, TensorFlow, PyTorch, Caffe, Caffe2, 

Keras, Chainer, CNTK and Theano. The Deep learning systems are 

introduced in Conda situations to give a solid and separate 

condition for machine learning professionals [125]. Deep Learning 

frameworks are pre-configured with most recent updations of 

NVIDIA CUDA, cuDNN and Intel speeding up libraries for 

better performance along with Amazon EC2 instances 

6.5  Conclusion 

The evaluation approach followed for the fulfilment of this work 

is discussed in detail through this chapter. Since it is a text generation 

application both automatic and manual evaluation is done. The dataset 

details are provided in this chapter. In the latter part of the section 

application implementation environment is explained in detail. The 

experimental results and discussion based on results is done in the next 

chapter. 

…..….. 
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7.1  Introduction 

The evaluation approach followed in this work consists of both 

human and automatic evaluation methods. Testing and evaluation 

framework are portrayed in Figure 7.1. Three parameters are used for 

testing the neural net models under human evaluation. They are fluency, 

adequacy and total quality.  

As shown in the Figure 7.1, automatic evaluation uses BLEU 

metric and ROUGE metric. Automatic and human evaluation             

results are correlated and finally, a discussion is done based on the test 

results. 
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 The first section of this chapter provides details about model 

training. Automatic evaluation results are described using tables and 

diagrams in the second section. The third section of this chapter 

elaborates results based on human evaluation. Finally, a discussion is 

done by correlating automatic and human evaluation results.                  

The experiment uses a BBC news dataset as well as a Cricket 

Commentary dataset. The screenshots of dataset CSV files are given 

in Appendix 1.   

One of the generic assumptions made during the implementation 

of the framework is to ensure that the size of the generated news text is 

of a minimum of 1000 characters. This provides a better evaluation 

process using BLEU and ROUGE. The datasets used in this work were 

prepared by including news of almost the same length. This is required 

to reduce the zero-padding to a minimum especially in the case of 

Sequence to Sequence neural net model. News corresponds to the same 

topic were included in the dataset for better learning by the neural net 

models. The BBC news dataset was chosen carefully by including only 

five categories like politics, sports, entertainment, business and 

technology which were collected in the year 2004-2005. Cricket 

Commentary dataset was created from commentaries in IPL (Indian 

Premier League) 2016 from Cricbuzz website. 
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7.2  Model Training 

Two neural net models were trained using the implementation set 

up provided by Amazon. Sequence to Sequence model took more time 

for training than Char-RNN model. Screen shots of training of models 

are provided in Appendix 3. The training details are discussed in the 

following sections. 

7.2.1 Char-RNN model 

Char-RNN model was trained for 10000 epochs. In Char RNN 

model, there are three layers. Each layer consists of 256 nodes. The 

learning rate of Vanilla Char RNN model is 0.003 and loss is calculated 

using softmax_cross_entropy_with_logits. The optimizer used was 

RMSProp. Figure 7.2 provides a graph which represents average training 

loss of the Char-RNN model based on the number of epochs. 

Checkpoints were made for every 100 epochs. 

Activation functions are used to determine the output of neural 

network. The softmax function is a more generalized logistic activation 

function which is used for multiclass classification task. The sigmoid 

function is normally used for binary classification task. The tanh 

function is very similar to the sigmoid function. It is actually just a 

scaled version of the sigmoid function. Sigmoid and tanh functions are 

sometimes avoided due to the vanishing gradient problem. In the neural 

net model used in this work, softmax is used as an activation function 
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since the model tries to predict next character or word and it is similar 

to a multiclass classification task. 

The loss value calculation is an important part in neural net model 

training. Its value decides how good the model is. The value of loss 

should be less for a good model. The loss values can also be in lower 

range when the model is over-fitted. It is possible to understand the 

model’s performance on training and validation set by analysing loss 

score. Normally, the loss is not represented as a percentage. It is the 

total sum of the errors created for each example in training or validation 

sets. 

 
Figure 7.2:  Average training loss of the Char-RNN model 

(BBC news dataset) 
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In Figure 7.2, The X axis represents the number of epochs and 

the Y axis represents the average training loss. After 10000 epochs, 

loss value reaches close to 0.5. The training of Char-RNN model 

took almost 96 hours to complete 10000 epochs. Figure 7.3 shows the 

average training loss of the Char-RNN model with the Cricket 

Commentary dataset. The main aim in a learning phase of the neural 

net model is to reduce the loss function score with respect to the 

parameters set for the model by changing the weight vector values 

using various optimization algorithms.  

 

 
Figure 7.3: Average training loss of the Char-RNN model 

(Cricket Commentary dataset) 
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The graph shown in Figure 7.3 is plotted using the number of 

training epochs and the average training loss. During the initial stage of 

training, the loss value was close to 3 and decreased as the number of 

training epochs increased. A loss is calculated after each iteration. Ideally, 

the loss is expected to be reduced after a sufficient number of iterations. 

7.2.2 Seq2Seq model  

Sequence to Sequence model was trained for 2500 epochs. In 

Sequence to Sequence neural net model, encoder and decoder has 3 

layers each. The number of nodes in each layer is 500. The learning rate 

of Sequence to Sequence neural net model is 0.001. The loss was 

calculated using categorical_crossentropy and optimizer is RMSProp. 

The graphical representation of training loss of Sequence to 

Sequence model with BBC news dataset is shown in Figure 7.4. The 

training of Seq2Seq model with BBC news dataset took longer time than 

the same model with Cricket Commentary dataset. One of the reasons 

was the high vocabulary size required for the BBC news dataset 

compared to the Cricket Commentary dataset. Loss score is often 

utilized to fine-tune the hyperparameter values for the neural net 

models. It is a measure of the inconsistency between the predicted and 

actual value. Ideally, the loss is a non-negative value and is an average of 

the losses at each time step. 
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Figure 7.4: Average training loss of the Seq2Seq model 

(BBC news dataset) 

 
In Figure 7.4, X-axis represents the number of training epochs and 

Y-axis denotes the average training loss. During the initial stage of 

training, loss value reached 6. Training loss of Seq2Seq model with the 

BBC news dataset does not decrease considerably compared with the 

other cases. Figure 7.5 shows the average training loss of the model when 

trained with the Cricket Commentary dataset. A good model is a model 

where the predicted output is close to the training output. The loss 

function sometimes called a cost function. It calculates the loss by 

comparing the predicted character to the target character. The loss is the 
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measure of the mistakes done by a neural net model in predicting the 

output. 

 
Figure 7.5:  Average training loss of the Seq2Seq model 

(Cricket Commentary dataset) 
 
 

Sequence to Sequence model with the Cricket Commentary 

dataset shows decrease in loss after 800 training epochs. Initial training 

loss was above 5 but after the completion of 2500 epochs, the loss was 

in between 2 and 3 as represented in the Figure 7.5. 

An epoch is a hyperparameter which is to be fixed before starting 

the model training. One epoch is completed when the dataset is passed 

both forward and backward through the neural network only once. One 

epoch is not sufficient for proper training of the model. Sometimes, it 

requires several epochs as in the cases discussed in the present study. 
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Sometimes, one epoch is too big to feed to the computer at once. 

So, it is divided into several smaller batches. A batch is the total number 

of training examples present in a single batch and an iteration is the 

number of batches needed to complete one epoch. In this experiment, 

the batch size used for the Char-RNN model is 64 whereas the 

Sequence to Sequence model batch size is 50. 

7.3  Test Results 

The evaluation approach followed in the present study is 

described in Chapter 6. Automatic and human evaluation results are 

given in this section. Automatic evaluation results are presented first 

followed by the human evaluation ratings. BLEU and ROUGE scores 

of generated news are calculated as a part of the automatic evaluation. 

7.3.1 Automatic Evaluation 

The ROUGE scores were calculated using the Python package 

pyrouge using the original Perl script ROUGE-1.5.5.pl. The BLEU 

scores were computed with the built in BLEU method nltk. translate. 

bleu_score from the Python package NLTK 3.2.5 [154]. 

BLEU metric scores are represented using tables and diagrams in 

the following section followed by ROUGE results. 

7.3.1.1 BLEU Metric (Char-RNN model) 

All n-gram matches between reference news and machine generated 

news were obtained and BLEU scores were measured in this work where 
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n = 1 to 4. Table 7.1 and 7.2 summarizes BLEU values of Char-RNN 

model. The BLEU score provides an overall assessment of model quality. 

Table 7.1: BLEU score of Char-RNN model (BBC news dataset) 

Epoch BLEU-1 BLEU-2 BLEU-3 BLEU-4 

100 0.07919291 0.03600362 0.02111043 0.01492017 

200 0.08016491 0.0370115 0.02115638 0.01418193 

500 0.2577802 0.08885826 0.03697561 0.02143184 

1000 0.30320515 0.10988054 0.043327 0.02466201 

2000 0.31102969 0.11991875 0.04701409 0.02580221 

5000 0.31503532 0.11723873 0.0459208 0.02448898 

10000 0.31141876 0.11613108 0.04820172 0.02638924 

 

The table above is a tabulated result of the values obtained with 

the BLEU metric in the case of BBC news dataset. As shown in the 

table, there was no considerable increase in the BLEU value after 5000 

epochs. 

Table 7.2:  BLEU score of Char-RNN model (Cricket Commentary 
dataset) 

Epoch BLEU-1 BLEU-2 BLEU-3 BLEU-4 

100 0.12707224 0.1000 0.07575722 0.0666749 

200 0.11904762 0.06532553 0.05252713 0.05066197 

500 0.34057971 0.13399752 0.07202726 0.04965434 

1000 0.35652174 0.16414127 0.08084437 0.05056503 

2000 0.3364486 0.15757673 0.09030465 0.06972041 

5000 0.35211268 0.1647197 0.08577557 0.06429451 

10000 0.3537415 0.16086022 0.11746087 0.09487732 
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From Table 7.2, it is evident that there was no significant 

improvement in the BLEU score as in the case of Char-RNN model 

with BBC news dataset after 5000 epochs. The Char-RNN model with 

Cricket Commentary dataset provides high BLEU value than the BBC 

news dataset. 

Figure 7.6 is the graphical representation of the BLEU score 

values of the Char-RNN model with the BBC news dataset. BLEU 

score, which indicates how similar the generated news is to the reference 

news, with values closer to one representing more similar news. 

BLEU score value of 0 means that the machine-generated news 

has no overlap with the reference news while a value of 1 means there is 

perfect overlap with the reference news. 

 
Figure 7.6: BLEU scores of Char-RNN model (BBC news dataset) 
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In figure 7.6, The X axis represents the number of epochs and the 

Y axis represents the BLEU score. BLEU score stabilizes after                   

5000 epochs. The BLEU scores of Char-RNN model with the Cricket 

Commentary dataset is graphically represented in the figure below. The 

X axis represents the number of epochs whereas Y axis denotes the 

BLEU score. 

 
 Figure 7.7:  BLEU scores of Char-RNN model                   

(Cricket Commentary dataset) 
 
 

From Figure 7.7, it is clear that maximum value was achieved by 

BLEU when the number of epochs is in between 5000 and 10000. The 

Char-RNN model with the Cricket Commentary dataset has better 

BLEU value than the same model with the BBC news dataset. 
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7.3.1.2 BLEU Metric (Seq2Seq model) 

Table 7.3 and 7.4 provides BLEU scores of Sequence to Sequence 

model with the BBC news dataset and the Cricket Commentary dataset 

respectively.  

Table 7.3: BLEU score of Seq2Seq model (BBC news dataset) 

Epoch BLEU-1 BLEU-2 BLEU-3 BLEU-4 
100 0 0 0 0 
200 0.14849741 0.08573502 0.04949914 0.02857834 
300 0.24622588 0.14215858 0.08207529 0.04738619 
400 0.30858461 0.17816141 0.10286154 0.05938714 
500 0.29816577 0.17214609 0.09938859 0.05738203 
600 0.3454022 0.19941805 0.11513407 0.06647268 
700 0.31843699 0.18384968 0.10614566 0.06128323 
800 0.30592122 0.1766237 0.10197374 0.05887457 
900 0.32209715 0.18596288 0.10736572 0.06198763 
1000 0.34644385 0.18500019 0.11548128 0.06667315 
1100 0.35595514 0.20551079 0.11865171 0.0685036 
1200 0.3520304 0.20324485 0.11734347 0.06774828 
1300 0.34857143 0.20124781 0.11619048 0.0670826 
1400 0.34 0.19629909 0.11333333 0.06543303 
1500 0.31931714 0.18435784 0.10643905 0.06145261 
1600 0.31979427 0.18463331 0.10659809 0.06154444 
1700 0.33428571 0.19299995 0.11142857 0.06433332 
1800 0.30784981 0.17878383 0.10342312 0.05976983 
1900 0.27019035 0.15599447 0.09006345 0.05199816 
2000 0.32018075 0.18485644 0.10672692 0.06161881 
2100 0.32719466 0.18890593 0.10906489 0.06296864 
2200 0.31616669 0.18253893 0.1053889 0.06084631 
2300 0.31706489 0.1830575 0.1056883 0.06101917 
2400 0.31022997 0.17911136 0.10340999 0.05970379 
2500 0.31930302 0.18434969 0.10643434 0.0614499 
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The above table represents the values of BLEU-1, BLEU-2, 

BLEU-3 and BLEU-4 in the case of BBC news dataset. After 1000 

training epochs itself, this model provides better result than the Char-

RNN model. 

 

Table 7.4: BLEU score of Seq2Seq model (Cricket Commentary dataset) 

Epoch BLEU-1 BLEU-2 BLEU-3 BLEU-4 
100 0.0000 0.0000 0.0000 0.0000 
200 0.0000 0.0000 0.0000 0.0000 
300 0.0000 0.0000 0.0000 0.0000 
400 0.0000 0.0000 0.0000 0.0000 
500 0.0000 0.0000 0.0000 0.0000 
600 0.0000 0.0000 0.0000 0.0000 
700 0.17762286 0.10255061 0.05920762 0.03418354 
800 0.3372549 0.19471421 0.1124183 0.06490474 
900 0.34117647 0.19697833 0.11372549 0.06565944 
1000 0.34246682 0.19772331 0.11415561 0.06590777 
1100 0.3541449 0.20446566 0.1180483 0.06815522 
1200 0.37647059 0.2173554 0.1254902 0.0724518 
1300 0.36470588 0.21056304 0.12156863 0.07018768 
1400 0.37254902 0.21509128 0.12418301 0.07169709 
1500 0.38431373 0.22188363 0.12810458 0.07396121 
1600 0.37254902 0.21509128 0.12418301 0.07169709 
1700 0.36470588 0.21056304 0.12156863 0.07018768 
1800 0.34509804 0.19924245 0.11503268 0.06641415 
1900 0.36078431 0.20829892 0.12026144 0.06943297 
2000 0.36078431 0.20829892 0.12026144 0.06943297 
2100 0.38823529 0.22414775 0.12941177 0.07471592 
2200 0.35294118 0.20377068 0.11764706 0.06792356 
2300 0.36470588 0.21056304 0.12156863 0.07018768 
2400 0.34901961 0.20150657 0.11633987 0.06716886 
2500 0.34509804 0.19924245 0.11503268 0.06641415 
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The values shown in the above table indicates that the Sequence 

to Sequence model with the Cricket Commentary dataset has achieved 

higher BLEU score than the Sequence to Sequence model with the BBC 

news dataset.  

Figure 7.8 is a graphical representation of the BLEU score of 

Seq2Seq model with Cricket Commentary dataset. BLEU score 

interpretation in language generation is a difficult task. BLEU score 

below 0.10 is almost useless and in between 0.10 and 0.20, it is very hard 

to make the gist. BLEU score above 0.20 and below 0.30 makes sense in 

text generation scenario. But there is every possibility that there may be 

significant grammatical errors. BLEU score between 0.30 and 0.40 

indicates a good score. BLEU score above 0.40 can be taken as high-

quality text generation 

 
Figure 7.8: BLEU scores of Seq2Seq model (BBC news dataset) 
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The figure above represents the BLEU score of Seq2Seq model 

with the BBC news dataset. The X axis represents the number of epochs 

and the Y axis represents the BLEU score. The BLEU score is better 

here, compared to that of the Char-RNN model. 

Figure 7.9 is a graphical representation of BLEU score of Seq2Seq 

model with the Cricket Commentary dataset. Seq2Seq model with the 

Cricket Commentary dataset gives better BLEU values than BBC news 

dataset. 

 
Figure 7.9: BLEU scores of Seq2Seq model  

 (Cricket Commentary dataset) 
 

In the initial stages, the model with the BBC news dataset gave 

better results than the model with the Cricket Commentary dataset. But 

after 800 epochs, Seq2Seq model with the Cricket Commentary dataset 

showed much improvement in terms of BLEU score as shown in Figure 
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7.9. BLEU metric has several limitations. Tokenizing the reference and 

candidate text before computing BLEU score affects the final BLEU 

score. It performs badly with individual sentences. BLEU is basically a 

corpus-based metric. BLEU metric is not good in capturing the meaning 

and grammatical aspect of the content. 

7.3.1.3 ROUGE Metric (Char-RNN model) 

ROUGE is used to measure recall value and it is best suited to 

evaluate summary. It has several variants. ROUGE concentrates on the 

adequacy of generated news rather than fluency. The ROUGE value ranges 

from 0 to 1. The value closer to 1 obviously points to high quality generated 

news. Table 7.5 provides ROUGE score of the Char-RNN model. Figure 

7.10 graphically represents the ROUGE-L score of Char-RNN model with 

the BBC news dataset and the Cricket Commentary dataset.  

 

Table 7.5: ROUGE score of the Char-RNN model  

Epoch 
ROUGE - L  
(BBC news dataset) 

ROUGE – L 
( Cricket Commentary dataset) 

100 0.06057 0.07407 
200 0.0584 0.07273 
500 0.05758 0.06864 
1000 0.06644 0.06825 
2000 0.06297 0.06766 
5000 0.05537 0.07321 
10000 0.0578 0.064 

 

 The ROUGE values in the above table show that there was no 

considerable change in the ROUGE score after 10000 epochs. The 

ROUGE score of the Char-RNN model with the Cricket Commentary 
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dataset had a slightly better value than the same model with the BBC news 

dataset. 

The figure below is a pictorial representation of Rouge-L scores of 

char-RNN model with the number of epochs. The X axis represents the 

number of epochs and the Y axis represents the ROUGE –L scores. 

 
Figure 7.10: ROUGE-L score of Char-RNN model 

(BBC news dataset and Cricket Commentary dataset) 
 

From the above figure, it is clear that the Char-RNN model with 

the Cricket Commentary dataset performed better in terms of ROUGE 

score. Significant changes were not seen in the case of ROUGE score 

by training the model for 10000 epochs. 

7.3.1.4 ROUGE Metric (Seq2Seq model) 

The type of ROUGE used in this experiment is ROUGE-L. It 

measures the longest matching sequence of words Longest Common 
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Subsequence (LCS). LCS does not require consecutive matches but in-

sequence matches that reflect sentence level word order.  

In general, ROUGE score above 0.20 indicates that the generated 

news makes sense in terms of adequacy. Table 7.6 gives the ROUGE 

score of the Sequence to Sequence model. 
 

Table 7.6: ROUGE score of the Seq2Seq model 

Epoch 
ROUGE – L 
 ( BBC news dataset) 

ROUGE - L  
( Cricket Commentary dataset) 

100 0.0368 0.09808 
200 0.07043 0.09249 
300 0.06941 0.09231 
400 0.08061 0.09405 
500 0.0726 0.09827 
600 0.07326 0.09423 
700 0.06995 0.10232 
800 0.07336 0.09747 
900 0.07038 0.14686 
1000 0.09079 0.22965 
1100 0.07559 0.24263 
1200 0.07931 0.29017 
1300 0.0792 0.32336 
1400 0.07695 0.33013 
1500 0.07338 0.28571 
1600 0.07849 0.37255 
1700 0.11622 0.35196 
1800 0.07352 0.32365 
1900 0.07305 0.4009 
2000 0.06557 0.33333 
2100 0.09034 0.33386 
2200 0.07559 0.32398 
2300 0.07824 0.35874 
2400 0.07415 0.37122 
2500 0.07508 0.39204 
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The values in the above table prove that the Seq2Seq model with 

the Cricket Commentary dataset outperforms the model with the BBC 

news dataset in terms of ROUGE score. 

Figure 7.11 graphically represents the ROUGE-L score of Sequence 

to Sequence model with the BBC news dataset and the Cricket 

Commentary dataset respectively. 

 

 
Figure 7.11: ROUGE-L score of Seq2Seq model  

(BBC news dataset and Cricket Commentary dataset) 
 
 

As seen in the figure above, the Seq2Seq model with the BBC 

news dataset maintains almost a steady ROUGE value till 2500 epochs. 

But the Seq2Seq model with the Cricket Commentary dataset shows a 

sudden jump in the ROUGE score after 800 epochs. This graph is a 
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clear indication of the better performance of the model with the Cricket 

Commentary dataset. 

7.3.1.5 Comparing Two Neural Net Models Using BLEU-2 and ROUGE-L 

The comparison based on ROUGE-L and BLEU-2 scores of 

neural models with the two datasets are illustrated in Figure 7.12 and 

Figure 7.13. In the graph given below, The X axis represents the 

number of epochs while Y axis denotes ROUGE-L scores. 

 
Figure 7.12: Comparison of models based on ROUGE-L 

 

Each of the test cases is shown with differently coloured lines in 

Figure 7.12. The Sequence to Sequence model with the Cricket 

Commentary dataset is the best performing case among the four cases in 

terms of ROUGE score. In the graph given below, X axis represents the 

number of training epochs whereas Y axis represents the BLEU-2 scores. 
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Figure 7.13: Comparison of models based on BLEU-2 

 
 

From Figure 7.13, it is seen that the Sequence to Sequence model 

with the Cricket Commentary dataset performs better than the other 3 

cases in terms of BLEU-2. The second best model is Seq2Seq model with 

the BBC news dataset. The third is the Char-RNN model with the Cricket 

Commentary dataset and the fourth one is the Char-RNN model with the 

BBC news dataset. 

7.3.2 Human Evaluation Results 

Human evaluation approach is detailed in chapter 6. The main 

evaluation parameters are Fluency, Adequacy and Total Quality. The 

results are presented in the following section. 
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7.3.2.1 Based on Evaluation Criteria  

The first feature analysed was Fluency. The individual results from 

human evaluators were collected, its average was taken out of 10   and 

tabulated as given in Table 7.7.  

Table 7.7:  Human ratings (Fluency) 
Model Fluency  (out of 10 ) 
Char-RNN model with Cricket Commentary Dataset 3.4 
Char-RNN model with BBC news dataset 2.8 
Seq2Seq model with Cricket Commentary dataset 6 
Seq2Seq model with BBC news dataset 5.5         

 

As in the Table 7.7, the Sequence to Sequence model with the 

Cricket Commentary dataset shows the highest value for fluency 

followed by Sequence to Sequence model with the BBC news dataset. 

Char-RNN model for Cricket Commentary dataset ranks third, followed 

by the Char-RNN model with the BBC news dataset. The Fluency 

scores are graphically represented in Figure 7.14. 

 
Figure 7.14: Human ratings based on prescribed qualities (Fluency) 
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The figure above represents the evaluation of the quality of 

fluency (on a scale of 10) in the four cases. The results are the average of 

all the individual evaluation results. Table 7.8 is a tabulated result of 

human evaluation in terms of the quality of Adequacy. 

Table 7.8: Human ratings (Adequacy) 

Model Adequacy                
( mark out of 10) 

Char-RNN model with Cricket Commentary Dataset 3.5 
Char-RNN model with BBC news dataset 3 
Seq2Seq model with Cricket Commentary dataset 6.2 
Seq2Seq model with BBC news dataset 6 

                       
From Table 7.8, the maximum value for Adequacy was obtained 

by the Seq2Seq model with the Cricket Commentary dataset and the 

lowest was obtained by the Char- RNN model with the BBC news 

dataset. Adequacy scores are graphically represented in Figure 7.15. 

 

 
Figure 7.15: Human ratings based on prescribed qualities (Adequacy) 
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As shown in Figure 7.15, when the quality of Adequacy is 

considered, the maximum value was attributed to the Sequence to 

Sequence model with the Cricket Commentary dataset with a value of 

6.2 out of 10 followed by the Sequence to Sequence model with the 

BBC news dataset with a numerical value of 6. Then comes Char-RNN 

model with Cricket Commentary dataset and the fourth one is Char-

RNN model with the BBC news dataset. Table 7.9 is a tabular 

representation of the values obtained when human evaluation was 

conducted for the feature of Total Quality. 

Table 7.9: Human ratings (Total Quality) 

Model 
Total Quality  
(mark out of 10 ) 

Char-RNN model with Cricket Commentary Dataset 3 

Char-RNN model with BBC news dataset 2.5 

Seq2Seq model with Cricket Commentary dataset 5 

Seq2Seq model with BBC news dataset 4.8 

                                
 

The table above shows that the maximum score for Total Quality 

was obtained by the Sequence to Sequence model with the Cricket 

Commentary dataset. The figure below is a pictorial representation of 

the values obtained when human evaluation was conducted with the 

four cases for the feature of Total Quality. 
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Figure 7.16: Human ratings based on Total Quality 

Total Quality represents the quality of the evaluated content and 

judges if the content is worth presenting and acceptable. In the ranking 

list, the first was the Sequence to Sequence model with the Cricket 

Commentary dataset with an average score of 5 out of 10. The second 

was the Sequence to Sequence model with BBC news dataset with a 

score of 4.8 followed by the Char-RNN model with the Cricket 

Commentary dataset with a score of 3 and finally the Char-RNN model 

with the BBC news dataset with score of 2.5, as shown in Figure 7.16. 

7.3.2.2 Based on Evaluators Traits 

 The main evaluation criteria were Fluency, Adequacy and Total 

Quality. To understand in detail whether the computer expertise and 

language proficiency of the human evaluators affect the human ratings, 

evaluation is conducted to test those behaviours too. 
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a) Computer Expert’s v/s Non Expert’s  

Two categories of evaluators, experts and non-experts were 

grouped from the selected team for the evaluation. It was 

challenging for the non-experts to have direct interaction with the 

application whereas computer experts found it comfortable to 

have direct interaction with the application. But it did not affect 

the final human ratings. 

b) English Language Proficiency (Basic v/s Expert) 

In this experiment, there were two groups of human evaluators - 

basic level English speakers and expert level English speakers. 

This would be beneficial in collecting results from different strata 

of English language proficiencies. A more critical approach was 

expected from English language experts. The following features 

were analysed to measure language proficiency of the system 

under test. 

 Appropriateness of Words: the efficiency of the system in using 

apt words at appropriate situations.  This feature is important 

as it contributes to the meaning of the sentence as per the 

context. 

 Spelling: if the generated system is dependable with the 

spellings of words. A properly spell checked document is 

needed to make it impressive to the user. 
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 Grammar: If the system follows grammatical rules, tenses and 

correct forms of words.  Using the correct forms of words 

and following grammatical rules are important while 

considering a document. 

 Comprehensibility: how far the result conveys the right meaning to 

the users. If the proper sense is not conveyed, the total process 

would be in vain. Therefore, comprehensibility is important.  

 Table 7.10 provides language proficiency score. The scores are 

average scores out of 10.  It is evident from the scores in the below table 

that the language proficiency results justify the human scores of 

Fluency, Adequacy and Total Quality. 

Table 7.10: Human ratings (language proficiency) 
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Char-RNN model with Cricket 
Commentary Dataset 2 1 2 2 1.75 

Char-RNN model with BBC 
news dataset 1 1 1 1 1 

Seq2Seq model with Cricket 
Commentary dataset 

   4   4   4   4          4 

Seq2Seq model with BBC news 
dataset 

   3   4   3   3         3.25 
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Individual evaluations were collected and the average score was 

calculated for the above features. Language proficiency was calculated as 

the sum of the average values of the above mentioned features. Details 

are shown in Table 7.10. Figure 7.17 provides a graphical representation 

of evaluation results based on language proficiency. 

 

 
Figure 7.17: Human evaluation based on language proficiency 

 

The Sequence to Sequence model with the Cricket Commentary 

dataset showed the highest value for appropriateness of words, spelling, 

grammar and comprehensibility as represented in Figure 7.17. 
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7.3.2.3 Summary of Human Evaluation 

The human evaluation process was carried out successfully. On a 

scale of 10, more number of people concluded that the Sequence to 

Sequence model with the Cricket Commentary dataset gave out the 

best results. The second best result was given by the Sequence to 

Sequence model with the BBC news dataset. Third was the Char-RNN 

model with the Cricket Commentary dataset and the fourth was the 

Char-RNN model with the BBC news dataset. Clearly the Sequence to 

Sequence model proved to be efficient in news generation than the 

Char-RNN model. About 50% out of the 45 people predicted that the 

Sequence to Sequence model with the Cricket Commentary dataset 

was machine generated; about 60 % of the evaluators predicted that 

the second ranked Sequence to Sequence model with the BBC               

news dataset was machine generated; about 90% evaluators thought 

that the third ranked Char-RNN model with Cricket Commentary 

dataset was machine generated; and about 95% of the evaluators 

believed that the Char-RNN model with  the BBC news dataset was 

machine generated. 
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7.4  Sample Output 

Table 7.11 provides a sample output of the Sequence to Sequence 

model with the Cricket Commentary dataset. 

Table 7.11: Sample Output 

Original text  faulkner to rahane one run rahane is hurried by 
this back of a length delivery from round the 
wicket he swipes it awkwardly to midwicket 
faulkner to smith one run smith stays legside on 
this fuller length delivery and then drives it to 
longoff easy single dwayne bravo to smith one 
run slightly misses the line but smith cannot make 
full use of it tickles it off his pads to backward 
square leg for a singledwayne bravo to rahane one 
run bravo is back to what he does best slow ball 
on the stumps rahane is forced to work to 
midwicket 

Ontology Keywords sports, cricket, fielding, ball, length delivery, 
delivery, off, leg, square leg, pads, drives, misses, 
legside, round, swipes, back drives, length 
backward, full, midwicket, smith, Faulkner, 
rahane, Dwayne, bravo 

Machine Generated  faulkner to rahane one run rahane is hurried by 
this back of a length delivery from round the 
wicket he swipes it awkwardly to midwicket 
faulkner to smith one run smith stays legside on 
this fuller length delivery and then drives it to 
longoff easy single dwayne bravo smith smith one 
slightly one run to to to to to to to to to to to to 
to to to to  
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The referral text is given in the first row of the above table. 

Keywords extracted by ontology are given in the second row and the 

final row of the Table 7.11 provides the machine generated text. More 

sample outputs are given in the Appendix 4.  

7.5  Correlating Automatic and Human Evaluation 

BLEU focuses on precision and it is used for measuring the 

fluency of generated texts. ROUGE is often used to measure recall 

value and provides information about completeness or the level of 

satisfaction the generated text provides when compared with the 

reference text. 

The generated news may not be exactly similar to reference 

news since the neural net model is learning from the entire dataset. 

So comparison with the reference news by automatic evaluation is 

not an apt procedure for news generation. BLEU and ROUGE 

metrics are only document similarity measures and its score depends 

on the reference text. Due to these limitations of automatic 

evaluation metrics while dealing with computer generated text, the 

process of testing machine news becomes difficult. There is a 

necessity for automatic evaluation results to be cross verified. The 

quality of the news being generated can be checked if it is actually 

useful to the user of the system. Manual evaluation is therefore 

important for language generation model. 
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Four cases are tested in this evaluation process. 

 Char-RNN model with BBC news dataset 

 Char-RNN model with Cricket Commentary dataset 

 Seq2Seq model with BBC news dataset 

 Seq2Seq model with Cricket Commentary dataset 

When BLEU and ROUGE score of the above four cases are 

examined, they clearly indicate that the Seq2Seq model with the Cricket 

Commentary dataset is the best performing case among the above 

mentioned cases. Another observation that can be derived from 

automatic evaluation results is that the Seq2Seq model is better suited 

for news generation framework than the Char-RNN model. Human 

Evaluators also rated the text generated by the Seq2Seq model with the 

Cricket Commentary dataset as the best case in terms of Fluency, 

Adequacy and Total Quality. Human evaluators assessed the Sequence 

to Sequence model as the apt model for the proposed news generation 

framework. 

The approach chosen in this research is to evaluate the two 

models with automatic and human evaluation. Then the results are 

correlated to draw a conclusion. Here automatic and human evaluation 

results correlate with each other and provide the same results. The tested 

cases are ranked in the following order given below as per the evaluation 

approach followed in this study. 

1) Seq2Seq model with Cricket Commentary dataset 
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2) Seq2Seq model with BBC news dataset 

3) Char-RNN model with Cricket Commentary dataset 

4) Char-RNN model with BBC news dataset 

7.6  Discussion and Inferences   

As per the evaluation results, the Sequence to Sequence model 

outperforms the Char-RNN model. Due to the limitations of Open 

Calais ontology, an ontology in Cricket domain is developed and used 

along with the Open Calais to build the Cricket Commentary dataset. 

The objective was to make more keywords from the commentary and to 

study how the quality of the generated text is affected by the number of 

keywords. This approach was not used with the BBC news dataset due 

to the practical difficulty in creating custom ontology in different topics 

which are included in the BBC news dataset. A detailed discussion is 

done in the following sections based on the test results. 

7.6.1 Char-RNN-LSTM Model 

One of the advantages of the Char-RNN model is its smaller 

discrete working space. The number of characters in English language 

including all punctuation marks is only less than 100.  Character based 

models may generate uncommon words with small probability. Some of 

them are meaningful words whereas some words can be utter nonsense 

too. Since the generation is based on characters, there may be plenty of 

words with incorrect spelling and generated text may not be meaningful. 

Since the working space is small (97 English characters), the required 
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computational power is reasonable. It is the simplest model in the 

domain of Recurrent Neural Network and so it is pretty simple to learn. 

Char-RNN does not have the skill to scrutinise spelling in addition to 

syntax, semantics etc., and it is one of the major limitation of Char-

RNN to be used in the language generation domain. 

The character based models may perform well provided that the 

dataset should be big enough and require more hidden layers for 

training. It should be trained for a longer period of time too. But the 

above mentioned changes will require more computational power.  

 Char-RNN-LSTM model with BBC news dataset and Cricket 

Commentary dataset 

The Char-RNN model was trained for 10000 epochs and after 5000 

epochs, there was no considerable improvement in the performance. 

The test results clearly show that the model is working better with the 

Cricket Commentary dataset. Automatic evaluation metric scores are 

correlated with the human evaluation. One of the reasons is that the 

Cricket Commentary dataset has lesser number of unique words 

compared to the BBC news dataset. Cricket Commentary dataset only 

deals with the Cricket domain and the details are about twenty-twenty 

matches in one Indian Premier League season. So prediction space is 

low. Whereas in BBC news dataset, it consists of several topic areas like 

politics, technology, sports etc. 
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Another important reason is the increase in the number of 

keywords in the Cricket Commentary dataset compared to the BBC 

news dataset. Since keywords are used for generating commentary, the 

number of keywords is a prominent factor influencing the text 

generation. 

7.6.2 Sequence to Sequence Model 

Word RNN is used in the Sequence to Sequence model used in 

this work. When compared to Char-RNN, here discrete working space 

is large since vocabulary consists of thousands of words. In Char-RNN, 

only less than 100 characters needs to be addressed. Since there are 

fewer characters than words, it results in smaller input space. Word-

RNN requires huge memory compared to Char-RNN because of the 

large size of vocabulary. 

Word RNN has an important edge over character-level models. 

The Word RNN takes input sequence as words whereas Char-RNN takes 

it as characters. Character based models have to consider more 

dependencies over more time steps than word based models. So the 

learning task is difficult for character model than the word model. 

Obviously, word language models result in lower number of spelling 

errors than character models. 

If you want to generate a text based on words, then Word RNN 

may be the right option. Misspelled words or other words not appearing 

in the vocabulary are treated as special "unknown" tokens in Word 
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RNN. So it is evident that word RNN models are not flexible. Choosing 

the right neural net model depends on certain points like dataset size, 

the languages and the pre-processing required. The Word RNN models 

take more time for the training process and generate more consistent 

texts compared to Char-RNN model. Choosing Word RNN or Char- 

RNN is more of a trial and error decision as well as a trade-off between 

data and computational power available.  

 Sequence to Sequence Model with BBC news dataset and Cricket 

Commentary dataset 

The model was trained for 2500 epochs and the testing results clearly 

indicate that the model works better with the Cricket Commentary dataset. 

One reason is that the vocabulary of the Cricket Commentary dataset is 

smaller compared to the BBC news dataset. Another reason is the number 

of keywords for generation and training. The Cricket Commentary dataset 

has more keywords than the BBC news dataset.  Data on a single topic is 

covered in Cricket Commentary dataset whereas in BBC news dataset, 

there are news on different topics. It is clearly understandable from the 

output that the inefficiency in extracting more number of keywords by the 

ontology from the original news hindered the skill of the neural net model 

to understand word relations. 

7.6.3 Comparing Char-RNN and Sequence to Sequence Model 

The inputs given in the Seq2Seq approach for generating news are 

keywords derived by the ontology from the original news. The model 
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was expected to perform better as ontology keywords are inputs and 

Word RNN is used in Sequence to Sequence model instead of Char-

RNN. Seq2Seq model overtakes the Char-RNN model when its 

performance is considered. After 1000 epochs itself, the Sequence to 

Sequence model shows better result than the Char-RNN model. 

7.7  Conclusion 

This Chapter sums up the experimental results. The chapter 

provided a discussion based on test results towards the end. An 

automatic evaluation was done using BLEU and ROUGE metrics. Then 

the results were compared with human evaluation results. BBC news 

dataset and Cricket Commentary dataset were used in training and testing 

the framework. Char-RNN model was trained for 10000 epochs while 

Seq2Seq model was trained for 2500 epochs. Seq2Seq model took more 

time for training compared to Char-RNN model due to the complexity of 

the Sequence to Sequence model. BLEU and ROUGE scores showed 

that both models performed better with the Cricket Commentary dataset 

than the BBC news dataset. Human ratings also provided the same 

results. The experiment raises the necessity for sufficient number of 

ontology tags / keywords for the proposed news generation framework 

to perform better. As per the test results, Seq2Seq model was the suitable 

neural net model for the proposed news generation framework. The next 

Chapter summarizes the present study and its outcome. 

…..…..  
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8.1  Introduction 

This Chapter summarises and concludes the thesis. Section 8.2 

provides an overview of the thesis, summarising the research motivation 

and objectives. Section 8.3 discusses the implications of the research 

outcomes reported in this work. Section 8.4 includes the academic, 

community and industrial contributions of this study. Limitations of the 

present research is mentioned in Section 8.5 and future directions to 

enhance the work are detailed in Section 8.6. Finally, a conclusion is 

presented in section 8.7. 

8.2  Summary 

This section recapitulates the essence of this work. The main 

objective was to evolve a news generation framework using keywords 
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mined by ontology. A secondary objective of this study was overcoming 

the limitations of statistical models, traditionally used in natural language 

generation tasks. N-gram models were used mostly in statistical 

modelling. One defect of N- gram models was the performance 

degradation with the increasing amount of data training. Obviously, it 

required a large memory. Another limitation of these models was the 

limited power of handling long histories of input. Long-term 

dependencies are significant for an efficient text generation model since 

the connections between words often span across several sentences. 

Recurrent neural network language modelling provides a far better 

performance in the aspects mentioned above than statistical models. 

The model selected for this research was Recurrent Neural Network 

language model to avoid these drawbacks.  

Two neural net models were studied out of which sequence to 

sequence model provided a better result in the technical environment 

specified in this work. One of the hurdles faced in achieving this research 

objective in the implementation stage was computational power and the 

issue of getting a suitable dataset. The model may get a better chance to 

learn semantic relations if a huge number of interrelated news stories are 

incorporated into the dataset. The evaluation stage posed another 

problem. The evaluation task was hectic since the models were generative 

models. Though it was possible to identify how close the automatically 

generated news was to the human generated news based on BLEU and 
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ROGUE scores, a human evaluation was still required due to the 

limitation of automatic evaluation techniques. 

So the evaluation approach used metrics like BLEU, ROGUE              

and human evaluation. Then the results were correlated to derive a 

conclusion. 

Another major objective of this research work was to make a 

study with regard to the quality of the generated news and the number 

of keywords. Thereby, the framework was tested with two datasets and a 

number of keywords. Open Calais ontology extracted only minimum 

number of keywords from the BBC news dataset. So, a new Cricket 

term ontology was developed and used along with Open Calais ontology 

to extract more concept terms from a cricket commentary dataset. This 

process was inapplicable in the case of the BBC news dataset since it 

contained news of different topics and building comprehensive 

ontology for each domain was a massive task. The experiment showed 

that both the models studied, viz. the Char-RNN model and the 

Sequence to Sequence model performed well with the Cricket 

Commentary dataset than the BBC news dataset. The rate of success in 

the process of making semantically enriched machine news by using 

Cricket Commentary dataset showed that the standard of machine 

generated news depended on the number of keywords extracted by the 

ontology used. 
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There are plenty of applications developed for generating text 

using Neural Network and some of the significant works are discussed 

in the literature review chapter [55,56,57,58,59]. The approach followed 

in the above-mentioned works are different from the study discussed in 

this thesis and the major difference is in the input data. All these 

applications use text as input for training the neural net model. The 

framework proposed in this work follows a unique process in generating 

news. Here keywords are used as input for generating news and that 

makes this framework highly applicable and practical in any information 

extraction scenario. The power of ontology in representing domain 

knowledge is used here for the preparation of training data as well as for 

the news generation task too. Here, the keywords or tags extracted by 

the ontology from the training news data is used for generating news 

using the framework. Thus the framework proposed in this work is 

unique and performance comparison with existing text generation 

applications may not be appropriate. 

One of the uniqueness of this work is the use of ontology in 

preparing training data for the neural net models used in the proposed 

framework. Ontology is an efficient knowledge representation tool and 

provides a structure for the training data. It is less ambiguous and 

scalable too when comparing with other techniques. So here, ontology is 

used for generating keywords and utilized as background knowledge for 

deep learning tasks. The news is generated by the architecture using the 

keywords extracted by the ontology from the news data.  
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Another novel fact that this research work emphasizes is the need 

for completeness property of the ontology which is used in the news 

generation framework. The Ontology used in this work is Open Calais 

and the limitation of this ontology in representing all concepts in the 

news domain was discussed in Chapter 4. The results show that both 

the neural net models discussed in this work provide better results with 

Cricket Commentary dataset than BBC news dataset. The reason for the 

better performance is that each news in the Cricket Commentary dataset 

has many keywords associated with it. The quality of the output depends 

on the number of keywords. The number of concept keywords 

extracted by the ontology increases when the ontology is 

comprehensively representing the knowledge in the specific domain. 

That is, a high degree of ontology completeness is significant in deciding 

the quality of the news generated using the proposed framework.  

8.3 Implications of the Study 

The findings presented in this thesis have broader implications in 

terms of enhancing the current news creation as well as digital archiving 

process. News story creation is a time consuming task considering the 

availability of a huge volume of news stories and insufficient archiving 

tools. The journalist may not get the required news events related to the 

latest update from a first search of the archive. So he / she is forced to 

do several searches and time-consuming screening of the search results 

to get the apt materials. The process suggested in this research helps to 

improve this current scenario and would provide the user a customized 
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experience. By using the suggested framework, news story generation 

will become faster and easier to manage.  

Providing useful information for the public good, in a timely 

fashion is a challenge in the development of responsive public services. 

The study conducted here had wide-ranging implications in this 

scenario. Information extraction from public archives using the 

framework developed in this work would provide potentially valuable 

information with a rich content to the public. 

The research done here has implication on any digital archives like 

cultural heritage, traditional knowledge, indigenous medical knowledge 

etc. These domains have a significant role in the social life of humans, 

by preserving social characteristics and knowledge for the next 

generation. There is scope for a wide range of possible innovations 

using traditional knowledge that can contribute to the development of 

various domains. The framework developed as a part of this study can 

be effectively used in information extraction from digital archives. 

Another implication of this study is that it emphasises the 

advantages of using ontology in every information extraction domain. 

The usage of ontology provides customization based on needs. The 

study proved that quality of news generated had increased with the 

number of keywords which emphasised the need for developing 

comprehensive ontology in any domain where there is a need for 

information extraction systems.  
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8.4 Contributions 

The significance and implications of this study in academic, 

societal and industrial arenas are pointed out here. 

a) Contributions to the Academia: 

 Through this research, it was proven that carefully chosen 

keywords derived from ontology can be used to generate quality 

text. Further work can focus on improving the quality of the 

generated text by using different deep learning algorithms. 

 The study emphasises on the necessity of ontology completeness 

in respective domains to become the knowledge effectively 

readable by machines. 

b) Contributions to the Society: 

 The application developed in this research can be used in 

digital archives in public libraries. It will help the public to get 

the relevant information for their requirements 

 The application developed in this study can be used in 

information kiosks to get updated details based on user 

requirements within a short time period. 

c) Contributions to the Industry: 

 The results obtained are directly applicable in news media 

libraries and the journalist can get a customized experience 

when they search for news content. 



Chapter 8 

180   Department of Computer Applications, CUSAT 

 Considering the huge amount of news generated and the 

increasing number of news media houses, those news 

organizations which use the application developed in this 

research work will get a competitive platform over other news 

organizations. 

8.5 Limitations 

The results of this work were subject to some constraints which if 

solved, can result in fruitful developments. Though a few constraints are 

specific to the study, others hold hope for the possibility of future works 

if they are effectively solved.  

One main clampdown specific to this research was the non-

availability of suitable datasets. This challenge is common in deep 

learning research. Both dataset used in this work has less than 3000 

news text. The BBC news dataset consisted of news with different 

topics too. As the number of inter-related news in the BBC news dataset 

are lesser, the learning process may suffer in comprehending the 

semantic relations between the news items. The availability of apt 

datasets may not be an issue in future since there are a lot of ongoing 

research work in deep learning. The contributions of these research 

works will improve the availability of suitable datasets. 

The training details of Seq2Seq model with BBC news dataset 

showed that there is no considerable decrease in training loss after 500 
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epochs. That means the model with BBC news dataset is not converging 

as expected. It can happen due to several reasons including the selected 

dataset, algorithm issues, hyperparameter values etc. This can be 

overcome by hyperparameter tuning, selecting suitable algorithms and 

datasets etc. This issue was not concentrated in the present study since 

the main purpose was to construct a framework that can generate news 

from keywords derived by ontology. 

The effectiveness of BLEU and ROUGE metric in measuring the 

quality of machine generated news is yet to be proved. It is evident from 

some of the experimental results of this work. For example, BLEU 

score of Sequence to Sequence model with Cricket Commentary dataset 

is very poor up to 600 epochs while ROUGE shows better value. It 

points to the need for a more suitable automated evaluation technique 

to judge language generation models.  

Another challenge common in research which involves deep learning 

is the need for high computational power which would find a solution in 

the future with the fast pace of growth in the computer hardware field.  

Though Open Calais ontology used for the evaluation can extract 

higher level concepts, it was less efficient in extracting lower level 

concepts which reduces the number of keywords and affects the news 

generation process. The unavailability of a comprehensive ontology 

especially in specific news domain demands the development of 

advanced ontological systems. The rapid development of technology 
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holds the promise for better innovations in ontologies and thereby 

provides a scope for better news generation systems. 

8.6  Suggestions for Future Research  

Presented here are a few ideas that can be used in the long run to 

enrich or extend the work mentioned in this thesis. The proposed 

framework effectively carries out its ability of news generation. The 

necessity of a suitable dataset is evident from the results obtained. The 

results are indeed promising, encouraging further research in this area. 

Yet with more training and hyperparameter tuning with suitable 

datasets, these systems would provide encouraging results. 

With the advancements happening in the deep learning field as 

well as with rapid technological growth, there arises a need to research 

the possibility about making a hybrid model using different deep 

learning algorithms to upgrade the framework discussed in this research. 

The requirement for an optimum automatic evaluation technique 

to measure the quality of machine generated text is evident from the 

present study. BLEU and ROUGE are state-of-the-art techniques in 

the machine translation field, but fails to prove their capability in 

assessing the quality of generated text. There is a scope for further 

research in this domain. 

The adequacy of the generated news and its fluency can be improved 

by increasing the number of input ontology tags. The ontology that the 
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framework employs was not fully effective in extracting low level key words 

/ concept terms. It is indeed hectic challenge to create a comprehensive 

ontology capable of doing this, particularly in the news domain. Different 

information generation domains can also utilise this research work to make 

their effort fruitful. So, developing comprehensive ontologies that are 

domain specific can be considered as one of this work’s prime extensions. 

8.7  Conclusion 

This final Chapter of the thesis summarizes the entire research 

work. It begins by providing an introduction in Section 8.1 regarding 

what all topics are broadly covered in this Chapter. In the next section 

8.2, a summary was provided by revisiting the main objectives of this 

research work. The main objective was to evolve a news generation 

framework using keywords extracted by the ontology. Then this section 

mentioned secondary objectives including finding alternatives to the 

traditionally used statistical models. It was then mentioned and 

elaborated that neural network models were found to be a much more 

practical and effective alternative. The two neural net models studied in 

this work viz. Char-RNN model and Sequence-to-Sequence model were 

briefly explained. Finally, in this section, another key objective of this 

study viz. finding any possible correlation between the number of 

keywords and the quality of news generated, was mentioned. In Section 

8.3, the implications of this study were mentioned, not only in news 

generation but in searching public archives in various domains. 
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Especially, the effectiveness of using an ontology, as found in this 

research, implies that ontology may be put to effective use in all 

domains where automated archiving and retrieval of knowledge are 

required. In Section 8.4, contributions possible from this study in three 

broad domains of Academia, Society, and Industry were listed out in 

detail. While academia can use this study to experiment further with 

better deep learning algorithms and better ontology completeness, 

society can use this framework in applications like digital archives and 

information kiosks. Industry use of this research will be mainly in media 

organizations, where implementing this framework would provide a 

competitive edge in digital archiving and automated news generation. In 

Section 8.5, the limitations of this study were elaborated upon, including 

the non-availability of suitable datasets and the need for better automated 

evaluation tools than BLEU and ROUGE. The fact that a greater 

completeness of the ontology can improve the results was stressed upon 

here. Some of the limitations would progressively get solved as greater 

computational power is developed and as newer technologies enable 

better ontology completeness. Finally, in Section 8.6, a few suggestions on 

future research directions based on this study were mentioned, with the 

prime suggestion being the development of detailed domain specific 

ontologies for greater success in similar applications. 

…..….. 
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Appendix 2 

Format of questionnaire 
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Appendix 4 

Sample Outputs 

1. Char-RNN model sample outputs 

1.1 BBC news dataset 

Original news 

football manager scores big time  for the past decade or so the 

virtual football fans among us will have become used to the annual 

helping of championship manager cm indeed it seems like there has 

been a cm game for as many years as there have been pcs  however 

last year was the final time that developers sports interactive si and 

publishers eidos would work together they decided to go their 

separate ways and each kept a piece of the franchise si kept the 

games code and database and eidos retained rights to the cm brand 

and the look and feel of the game so at the beginning of this year 

fans faced a new situation eidos announced the next cm game with 

a new team to develop it from scratch whilst si developed the 

existing code further to be released with new publishers sega under 

the name football manager so what does this mean well football 

manager is the spiritual successor to the cm series and it has been 

released earlier than expected at this point cm looks like it will ship 

early next year but given that football manager  is by and large the 

game that everybody knows and loves how does this new version 

shape up  a game like fm could blind you with statistics it has an 

obscene number of playable leagues an obscene number of 
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manageable teams and a really obscene number of players and staff 

from around the world in the database with stats faithfully 

researched and compiled by a loyal army of fans but that does not 

do justice to the game really what we are talking about is the most 

realistic and satisfying football management game to ever grace the 

earth  you begin by picking the nations and leagues you want to 

manage teams from for instance england and scotland that will give 

you a choice not just of the four main scottish leagues but the 

english premiership all the way down to the conference north and 

south of course you might be looking for european glory or to get 

hold of abramovichs millions in which case you can take control at 

chelsea or even barcelona real madrid ac milan  the list goes on a 

very long way once in a team you will be told by the board what 

they expect of you sometimes it is promotion or a place in europe 

sometimes it is consolidation or a brave relegation battle it might 

even be a case of champions or else obviously the expectations are 

linked to the team you choose so choose wisely then it is time to 

look at your squad work out your tactics seeing how much cash if 

any you have got to splash having a look at the transfer market 

sorting out the training schedule and making sure your backroom 

staff are up to it then bring on the matches which are once more 

available in the everimproving top down d view with the exception 

of the improved user interface on the surface not much else seems 

to have changed  however there have been a lot of changes under 
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the bonnet as well  things like the manager mindgames which let 

you talk to the media about the opposition bosses the match engine 

is also much improved and it is more of a joy than ever to watch in 

fact just about every area of the game has been tweaked and it leads 

to an ever more immersive experience  with a game that is so 

complex and so openended there are of course a few glitches but 

nowhere near the sorts of problems that have blighted previous 

releases with so many calculations to perform the game can take 

some time to process in between matches though there have been 

improvements in this area and a sport like football which is so high 

profile and unpredictable itself can never be modelled quite to 

everybodys satisfaction but this time around a great deal of hard 

work has been put in to ensure that any oddities that do crop up are 

cosmetic only and do not affect gameplay and if there are problems 

further down the line sports interactive have indicated their usual 

willingness to support and develop the game as far as possible in all 

there are many more tweaks and improvements if you were a fan of 

the previous cm games then fm might make you forget there was 

anything else before it if you are new to the genre but like the idea 

of trying to take margate into the premiership spurs into europe or 

even putting rangers back on the top of the tree fm could be the 

best purchase you ever made just be warned that the family might 

not see you much at christmas  football manager  out now for the 

pc and the mac 
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Ontology Keywords 

sports, barcelona, eidos, europe, united kingdom, scotland, christmas, 

name football manager, championship manager, timefootball manager, 

manager scores, football manager, manager mind-games, software, 

windows games, classes of computers, gaming, championship 

manager, football manager, sports interactive, championship 

manager, football 

Generated news 

football managers he spubled electore firm record with mr kilroysi 

was all browked the right for the score of earlier  right was first 

hours the grenk bad has not drived project and thanou starring the 

principles wco said he added we   footballtis said the fact massist 

will manually using the review of ups to says alweytoprees evening 

the bid to digit said it is their band and first version is still one of 

the nicknamed shadow call has the shock of industri  europexpentis 

to covert mr sigarchi deem is a commontlosing to write million 

links is out on mobile phones defrect growth in jack stren poll 

previously featured a very a millwall but  sonys prosecutor a scorier 

cockbain bro  softwarestoring highfracts supports in the s when 

had been worried the company had agreed to speak the war was not 

concerned about content as a subscription wants to come up at a 

fijm compared to making it on specuearity in    windows games 

finished the prime minister the election level where publicipation is 
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well and why thought i have a back dvds had proved the law firmly 

protein that he added most tight for western european budget  af 

information of   classes of computerst tory leader michael howard 

may have risen with a performance for the bill of one to speak this 

first six nations fear and ronating a lot mole heavill multiply despite  

and an individuals industry while working clips  barcelonamera  

goals after despired there are requiring the right deal with twe year 

had a victory while soon is very well in the  us dollar contenders  

win over and it most she said and controversy with british games 

connecte  gaming rosemors measures a year carolina mcilroy said 

the world things are the football was the survey is a win a court in 

for a band let the web although its media production will be very 

states are should be on the next e  championship manager 5s of the 

quangisleament end injury actor there which could be driven out of 

and gazprom and queen culture  the accounts of additions last year 

the rightfook of which proved connect to the first month two 

section is ex  championship managere were to impair up adbateries 

of banking firm school seek ticket  british occharge said en repert 

more concerned he has turfolder in seriason union hit back and i 

want to win middight allies there was issued adulian   united 

kingdomorned with the comments comic which were trieding for 

course fosters links this we have two months but rip has been 

taking in charge flaticia for end the internet rather than an 

emergency gadget in advertisers and sil  sports interactive virtual 
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vetil help to bn brother glound in the coming costine in ways of the 

iffishest and the tributy to number  stars in a single reputation 

process and drived to its legislation will be a sight hard and i was 

the   christmas r chinas training their messages first tivorolipilit the 

reforms cultuented they are open more pcs the machines are 

structured in  but it suspects from the glasgow emin was blamed on 

contrabuting speech between own a  timefootball managereland the 

dilip developers from as this is being time will have to recognises 

but they have cun  if the election defauts in a larger imelda  roddick 

mujfold at philip will put yet to pull or the mac milanza smarpe in   

manager mind-gamesites a celebration while eu doves tony blair 

broker the chancellor has socialline has no aware efeative holding  

public indian edinburgh said the brown have arrived from a wall 

just lficerary  up the centre for mobile  scotlandirach  namonsit 

british judges also are effectively to be madrid their much of her 

rising autter they are too but which gives over m rossignities to use 

the studio launched respective crisis who have build films and e  

eidos it got the cheapest visa on more egons to the european 

central investor rates moutheadoid buzzword programmes said his 

home may should be held at resports said groups promises we will 

living over you know i see some  sports a word used to the game 

this may happened their dip in council would be the election 

company the uk industries this indexiction yaho tally she said 

reading a secondhall mpp is and his attempting to record step 
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teleph  manager scores resident pulled maximums of the pace  film 

since the referee actor minds to increase a sloxfent published it 

enough players for your public industrys race for some of  

manufacturing is mean the pasi indeqdeds the app  name football 

managervice was reached the code of securities and you read well 

recently who the umproving issue if the consumer spending the 

case by  from economy dain tory roddick those sends the territory 

some pc users to unhappen with labour m 

 

1.2 Cricket Commentary dataset 

Original news 

he is already backing away to open up his favourite inside out but 

he has taken himself too far away from the line of the ball which is 

already pretty close to the tramline cant reach out boult to brendon 

mccullum no run a solid back foot defence an event when 

mccullum is batting but early indications are that the new ball is 

coming on beautifully boult to brendon mccullum four a tasty little 

full toss on the pads and its been devoured by mccullum who is on 

a sugar rush flicks it well in front of square and beats deep square 

leg boult to brendon mccullum no run down the track an 

agricultural waft and a miss a little bit of inswing from boult which 

is enough to beat the bat 
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Ontology Keywords 

sports, brendon mccullum, cricket, brendon mccullum, mccullum, 

ball, front, foot, pads, line, square, deep, favourite, back, close, 

inswing, full, new ball 

Generated news 

square leg murugan ashwin to harbhajan faulkner  favourite no slip 

but kohli didnt time it well lu  inswinght handed bat comes to the 

creaserp sing  fulll from his bat hits in the air but milli  crickethe 

toeend will oper as luckion and that deepull in front of square u 

yadav to bipul   ballegside and short and misses on a back of  

brendon mccullumaxwell to warneris four chahal to ashish  

mccullumple line drops his bravo yadav has remai  new balllick a 

brutach yashb arrows the sticksth  liner twiel four thats ammle 

straightens in   backe a bracet perera to kohli one run fligh  foot did 

it easily into the climp narine to   closer one towards extra and will 

open the ba  frontabraiz shamsi to rahane fiven runs a leg  pads 

been square on the back foot and swung  sports into a crisks and 

again around middle sandeet ste 
 

2. Sequence to Sequence model sample outputs 

2.1 BBC news dataset 

Original news 

fockers retain film chart crown  comedy meet the fockers has held 

on to the number one spot at the north american box office for a 
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second week  it took m m at the weekend making its overall takings 

more than m m in  days according to studio estimates it took m m 

on christmas day alone the highest takings on that day in box office 

history the sequel to the ben stiller comedy meet the parents stars 

robert de niro dustin hoffman and barbra streisand the success of 

meet the fockers could help produce record box office revenue for  

said paul dergarabedian president of the industrys tracker exhibitor 

relations weve had a much stronger than anticipated final week of 

the year that helped the industry end on a high note said mr 

dergarabedian  meet the fockers also broke the box office records 

for the most money taken on new years eve when it made m m and 

new years day when it took m m the previous new years eve record 

was set in  by cast away with m m the lord of the rings the return of 

the king had held the new years day title with m m however 

christmas takings were down  on s figures  which was blamed on 

christmas falling over a weekend this year this weekends top  films 

took an estimated m m a  increase on the same weekend last year 

but there were no major releases last week to provide competition 

to meet the fockers or lemony snickets a series of unfortunate 

events which finished in second place with m m the aviator starring 

leonardo dicaprio as howard hughes ended up in third position 

after taking m m comedy fat albert  cowritten by bill cosby  moved 

down the chart to fourth place after taking m m 
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Ontology Keywords 

entertainment, human interest, howard hughes, new year's day, 

christmas day, christmas, new year's eve, lemony snicket's a series 

of unfortunate events, meet the fockers, new year's day, robert de 

niro, bill cosby, barbra streisand, leonardo dicaprio, paul 

dergarabedian, dustin hoffman, king, president, cinema of the 

united states, english-language films, american comedy films, films, 

american film directors, meet the fockers, meet the parents, ben 

stiller, barbra streisand, lemony snicket's a series of unfortunate 

events, robert de niro, the lord of the rings: the return of the king 

Generated news 

fockers retain film chart crown comedy meet the fockers has held 

on to the number the spot at the north american box office for the 

second week it took m m at the weekend making its overall takings 

more than m m in days according to studio estimates its took m m 

on christmas day alone the highest takings on that day in box office 

office the sequel UNK ben ben meet comedy meet parents stars de 

de UNK UNK UNK UNK UNK UNK UNK UNK UNK meet 

meet meet fockers fockers howard produce produce office office 

revenue office office paul paul president president president 

relations relations relations relations relations relations anticipated 

anticipated anticipated anticipated the the the the the the the the  
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2.2 Cricket Commentary dataset 

Original news 

chawla to d miller no run flatter delivery from chawla miller punches it 

firmly back towards the bowler chawla to d miller wide sliding down 

leg miller misses with his tuck rightly adjudged as a wide chawla to d 

miller no run outside off from chawla miller drives it back towards the 

bowler who stops it on his followthroughchawla to d miller four 

drifting down leg miller sinks on one knee and takes it on the half 

volley to paddle it to fine leg deft touch from him there is no one out 

there at fine leg and as a result nice placement from miller 

Ontology Keywords 

Chawla,d miller,sports,bowler, kkr, bowling ,scoring, wide ,kings xi 

punjab, sports, delivery, off leg, fine leg, drifting drives, misses, sliding, 

paddle, knee, wides, volley, back drives, one, bowling, half,four 

Generated news 

chawla to d miller no run flatter delivery from chawla miller 

punches it firmly back towards the bowler chawla to d miller wide 

sliding down leg miller misses with his tuck rightly adjudged as a 

wide chawla to d miller no off outside off from drives miller drives 

UNK back bowler the bowler who stops to on to on leg on leg on 

leg on leg on leg on leg on leg on leg on leg on leg on leg on leg on 

leg on leg on leg on leg on leg on leg on leg  

…..….. 
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