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ABSTRACT 

KEYWORDS: Hypersonic Wind Tunnel; Settling chamber pressure; Optimized            

H-infinity controller; Hybrid controllers; Modified Adaptive Controller. 

Wind tunnels are test facilities that acquires the characteristic properties of specific 

objects by subjecting them to controlled flow fields. This helps in investigating their 

dynamics before real time implementation. They find applications in varied fields, 

viz: testing of architectural structures like buildings and bridges, aero and space 

vehicles, land carriers, characterization of automobile parts etc. Hypersonic wind 

tunnels are ground based facilities specially operated at high speeds intended for the 

characteristic study of aerodynamic performance of space vehicles thereby ensuring 

real time flight conditions during their mission. This is achieved by testing the object 

or specimen to meet the performance requirements by placing them in the test section 

of the hypersonic wind tunnel. However, the test duration lasts for a maximum time 

period of 40 seconds. The air from a high storage tank is straightened and regulated in 

the settling chamber before reaching the test section. The valve opening to the settling 

chamber of the wind tunnel system is controlled for maintaining a steady air flow 

through the test section which is achieved using a precise controller. Thus, our 

research work focusses on designing a suitable controller for regulation of settling 

chamber pressure inside the Hypersonic wind tunnel. For this purpose, appropriate 

controllers are designed to regulate the flow through the pressure regulator valve. 

Initially, the system is modelled incorporating the important nonlinearities and its 

stability is ensured using different methods. Sensitivity analysis is conducted to find 

out the variation in pressure with variation in stem movement.  
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Linear, Robust, Hybrid and Adaptive control schemes are designed and analyzed for 

the control of settling chamber pressure in the Hypersonic wind tunnel system. A 

comparison based on the transient performance in terms of its rise time, settling time 

and percentage overshoot is carried out using Linear Quadratic Regulator, H-infinity, 

Optimised H-infinity, Backstepping, Sliding mode controllers, Hybrid controllers like 

Backstepping Sliding mode and Sliding mode Fuzzy controllers and Adaptive 

controllers like Model reference adaptive controller and Modified adaptive 

controllers. The performances are evaluated for a range of set points from        Pa 

to          Pa. From the analysis, it is observed that Modified Adaptive controller 

which is a modification of Model Reference Adaptive controller gives settling time of 

0.56 s, rise time of 0.11 s without any overshoot and chatter effect. From these 

results, it can be concluded that Modified Adaptive Control scheme is best suited for 

the regulation of pressure in the settling chamber of Hypersonic wind tunnel system. 

Verification of the suggested algorithm adds credibility to the system performance 

and determines the accuracy of the performance characteristics. The design of 

Modified Adaptive control scheme is verified using a validated model of the existing 

INCAS Supersonic wind tunnel. This Modified Adaptive control exhibited the 

performance in the tolerable range as that of the INCAS Supersonic wind tunnel with 

Adaptive Fuzzy PI control algorithm. The effectiveness of the Modified Adaptive 

control scheme is thus verified and can be proposed for regulation of settling chamber 

pressure inside the Hypersonic wind tunnel system.  

The limitations and future scope are also discussed in detail. 

  



  

v 

 TABLE OF CONTENTS  

ACKNOWLEDGEMENTS ------------------------------------------------------------- i 

ABSTRACT ------------------------------------------------------------------------------ iii 

LIST OF TABLES -------------------------------------------------------------------- viii 

LIST OF FIGURES --------------------------------------------------------------------- ix 

ABBREVIATIONS ------------------------------------------------------------------- xiv 

NOTATION ---------------------------------------------------------------------------- xvi 

CHAPTER 1  INTRODUCTION  ---------------------------------------------- 1 

1.1  General Classification of Wind Tunnels ------------------------------ 4 

1.2  Hypersonic Wind Tunnel ------------------------------------------------ 9 

1.3  Motivation and Objective --------------------------------------------- 12 

1.4  Methodology ------------------------------------------------------------ 15 

1.5  Thesis Outline ----------------------------------------------------------- 15   

CHAPTER 2  LITERATURE REVIEW ------------------------------------ 18 

2.1  Wind Tunnels History ------------------------------------------------- 19 

2.2  Hypersonic Wind Tunnel ---------------------------------------------- 25 

2.3  Controllers --------------------------------------------------------------- 28 

2.3.1  Linear Quadratic Regulator Controller ------------------------------ 30 

2.3.2  H-infinity Controller  -------------------------------------------------- 30 

2.3.3             Optimisation Techniques ---------------------------------------------- 31 

2.3.4  Backstepping Controller ----------------------------------------------- 32 

2.3.5  Sliding Mode controller ----------------------------------------------- 37 

2.3.6  Backstepping Sliding Mode Controller ----------------------------- 43 

2.3.7  Fuzzy Logic Controllers ----------------------------------------------- 44 

2.3.8 Sliding mode Fuzzy Controllers -------------------------------------- 46 

2.3.9  Adaptive Controllers --------------------------------------------------- 46 

2.4  Controllers Applied to Wind Tunnels ------------------------------- 51 

2.4.1  Subsonic and Transonic Wind Tunnels ----------------------------- 52 

2.4.2  Supersonic wind tunnels ----------------------------------------------- 53 

2.4.3  Hypersonic wind tunnels ---------------------------------------------- 58 

CHAPTER 3  MODELLING AND ANALYSIS OF HYPERSONIC 

WIND TUNNEL SYSTEM ------------------------------------ 61 

3.1  Introduction-------------------------------------------------------------- 61 

3.2  Modelling of Hypersonic Wind Tunnel ----------------------------- 64 



  

vi 

3.2.1 Assumptions and Approximations for Modelling ----------------- 66 

3.3  Sensitivity Analysis ---------------------------------------------------- 72 

3.4 Perturbation Analysis -------------------------------------------------- 77 

3.5 State space Model ------------------------------------------------------ 81 

3.6 Open Loop Response -------------------------------------------------- 82 

3.7  Stability Analysis ------------------------------------------------------- 87 

CHAPTER 4 DESIGN AND ANALYSIS OF ROBUST 

CONTROLLERS ---------------------------------------------- 96 

4.1 LQR Controller --------------------------------------------------------- 98  

4.2  Robust Controllers----------------------------------------------------- 107 

4.2.1  H-infinity Controller  ------------------------------------------------- 107 

4.2.2 Optimized H-infinity Controller ------------------------------------- 115 

4.2.3  Backstepping Controller ---------------------------------------------- 125 

4.2.4  Sliding mode controller ----------------------------------------------- 132 

4.3 Performance Analysis ------------------------------------------------- 138 

CHAPTER 5 DESIGN AND ANALYSIS OF HYBRID 

CONTROLLERS ----------------------------------------------- 144 

5.1 Backstepping Sliding Mode Controller (BSMC) ----------------- 146 

5.1.1  Design ------------------------------------------------------------------- 147 

5.1.2 Results and Discussion ----------------------------------------------- 155 

5.2 Sliding Mode Fuzzy Controller (SFC) ----------------------------- 158 

5.2.1 Design ------------------------------------------------------------------- 159 

5.2.2  Results and Discussion ----------------------------------------------- 164 

5.3 Performance Analysis of the Hybrid Controllers ----------------- 166 

CHAPTER 6 DESIGN AND ANALYSIS OF ADAPTIVE 

CONTROLLERS --------------------------------------------- 170 

6.1  Model Reference Adaptive Controller (MRAC) ------------------ 173 

6.1.1  Design  ------------------------------------------------------------------ 174 

6.1.2 Results and Discussion ----------------------------------------------- 177 

6.2  Modified Adaptive Controller (MAC) ----------------------------- 182 

6.2.1 Design  ------------------------------------------------------------------ 183 

6.2.2 Results and Discussion ----------------------------------------------- 184 

6.3 Verification of Modified Adaptive Controller -------------------- 191 

 



  

vii 

6. 3.1 Modified Adaptive Controller Design for INCAS Supersonic 

Wind Tunnel ----------------------------------------------------------- 195 

6.3.3 Verification of Results ------------------------------------------------ 196 

CHAPTER 7 PERFORMANCE COMPARISON OF                      

NONLINEAR CONTROLLERS --------------------------- 201 

7.1 Result and Discussion ------------------------------------------------- 204 

7.2 Performance Analysis ------------------------------------------------- 209 

7.3 Verification of Modified Adaptive Controller -------------------- 212 

CHAPTER 8  CONCLUSION AND FURTHER SCOPE -------------- 214 

8.1  Conclusion -------------------------------------------------------------- 214 

8.2  Future Scope ----------------------------------------------------------- 220 

APPENDICES ------------------------------------------------------------------------ 221 

REFERENCES ----------------------------------------------------------------------- 228 

LIST OF PAPERS SUBMITTED ON THE BASIS OF THIS THESIS ---- 251 

CURRICULUM VITAE ------------------------------------------------------------ 252 

 

  



  

viii 

LIST OF TABLES 

Table                                               Title                                Page No 

Table 3.1  The Physical Parameters of the system -------------------------------- 70 

Table 3.2  Percentage of Stem movement versus Pressures, P2 and P3 ---------- 73 

Table 3.3  Sensitivity versus Stem movement for Heater Pressure ------------ 74 

Table 3.4  Sensitivity versus Stem movement for Settling chamber 

pressure -------------------------------------------------------------------- 76 

Table 3.5  The Parameters of the system for modeling -------------------------- 82 

Table 4.1 Performance parameters of settling chamber pressure 

using LQR controller with Q = (1 0 0; 0 1 0; 0 0 1) --------------- 104 

Table 4.2 Performance parameters of settling chamber pressure 

using LQR controller with Q = (100 0 0; 0 100; 0 0 0 

100) ----------------------------------------------------------------------- 106 

Table 4.3  Details of parameter values initialized in KH Algorithm --------- 118 

Table 4.4  Optimized values of the multiplicative uncertainty 

weight function, Wu. --------------------------------------------------- 119 

Table 4.5 Performance Comparison of H-infinity controller and 

optimized H-infinity control Technique for Hypersonic 

wind tunnel -------------------------------------------------------------- 124 

Table 4.6  Performance comparison of the designed controllers ------------- 140 

Table 5.1 Fuzzy Rules ------------------------------------------------------------- 162 

Table 5.2 Performance Comparison of Hybrid Controllers ------------------ 167 

Table 6.1 Performance Comparison of MRAC and MAC -------------------- 189 

Table 6.2  Performance Comparison of Modified Adaptive 

Controller (MAC) with Adaptive Fuzzy PI (AFPI) 

Controller for a set point of 250 Bar --------------------------------- 197 

Table 7.1 Performance comparison of Different Controllers ----------------- 204 

  



  

ix 

LIST OF FIGURES 

Figure                                               Title                                                 Page 

Fig. 1.1  General Schematic of wind tunnel system  ---------------------------------- 2 

Fig. 1.2  Schematic of a specimen placed in the test section ------------------------- 3 

Fig. 1.3  Wind tunnel classification based on Mach number ------------------------ 5 

Fig. 1.4  Block Schematic of Hypersonic Wind Tunnel ------------------------------ 10 

Fig. 1.5  1 m Hypersonic Wind Tunnel in VSSC, Trivandrum – Mach 

number 6  ------------------------------------------------------------------------- 11 

Fig. 3.1  Process Modelling --------------------------------------------------------------- 62 

Fig. 3.2  Modeling Technique ------------------------------------------------------------ 63 

Fig. 3.3  Block Diagram of Hypersonic Wind Tunnel -------------------------------- 65 

Fig. 3.4  Block diagram of the system for Modelling --------------------------------- 67 

Fig. 3.5  Variation in Heater pressure for different levels of valve 

opening ---------------------------------------------------------------------------- 73 

Fig. 3.6  Sensitivity of heater pressure -------------------------------------------------- 75 

Fig. 3.7  Variation of Settling chamber pressure for different levels of 

valve opening -------------------------------------------------------------------- 76 

Fig. 3.8 Sensitivity of Settling chamber pressure ------------------------------------- 77 

Fig. 3.9  Response of pressure, P3 of nonlinear model-------------------------------- 83 

Fig. 3.10 Settling chamber pressure with sine wave input ---------------------------- 84 

Fig. 3.11  Response of pressures, P1 and P2 of nonlinear model ---------------------- 85 

Fig. 3.12  Response of pressure, P3 of linear model ------------------------------------ 86 

Fig. 3.13  Settling Chamber pressure, P3 of linear and nonlinear model. ------------ 86 

Fig. 3.14  (a) Plot of P1P2 (b) Plot of P2P3------------------------------------------------ 90 

Fig. 3.15  (a) Plot of P3P1 (b) Plot of P3 ̇  ------------------------------------------------ 90 

Fig. 3.16  Root locus of the Hypersonic wind tunnel system ------------------------- 91 

Fig. 3.17  Bode plot of the Hypersonic wind tunnel system --------------------------- 92 

Fig. 4.1  Full state feedback representation of the system --------------------------- 101 

Fig. 4.2 (1) Settling chamber pressure with LQR controller for the set 

points 50 × 10
5
, 70 × 10

5
, 100 × 10

5 
Pa and Q = (1 0 0; 0 1 0; 

0 0 1) (2) Zoomed portion of (1) ---------------------------------------------- 103 



  

x 

Fig. 4.3 (1) Settling chamber pressure with LQR controller for the 

setpoint  50 ×10
5
, 70×10

5
, 100×10

5 
Pa  and Q = (100 0 0; 0 100 

0; 0 0 100) (2) Zoomed portion of (1)--------------------------------------------- 105 

Fig. 4.4  Block diagram of H-infinity controller with weights ---------------------- 108 

Fig. 4.5  Design of Multiplicative uncertainty weight, Wu ------------------------------- 109 

Fig. 4.6  Combined plot of sensitivity and complementary sensitivity 

function for the tunnel system ------------------------------------------------- 110 

Fig. 4.7  The performance requirement for selection of weight 

function, Wp ---------------------------------------------------------------------- 111 

Fig. 4.8  Nominal performance criteria for selection of weight 

function, Wp ---------------------------------------------------------------------- 112 

Fig. 4.9  (1) The response of settling chamber pressure with H-infinity 

controller for the set points of 100 × 10
5
 Pa, 70 × 10

5 
Pa and 

50 × 10
5
 Pa (2) Zoomed portion of (1) --------------------------------------- 113 

Fig. 4.10 Selection of Multiplicative uncertainty weight, Wu for the set 

point of 50 × 10
5
 Pa ------------------------------------------------------------- 120 

Fig. 4.11 Selection of Multiplicative uncertainty weight, Wu for the set 

point of 70 × 10
5 

Pa ------------------------------------------------------------- 121 

Fig. 4.12 Selection of Multiplicative uncertainty weight, Wu for the set 

point of 100 × 10
5
 Pa ----------------------------------------------------------- 121 

Fig. 4.13  (1) Settling chamber pressure with Optimised H-infinity 

controller for the set point of 50 × 10
5
 Pa (2) Zoomed portion 

of (1) ------------------------------------------------------------------------------ 122 

Fig. 4.14  (1) Settling chamber pressure with Optimised H-infinity 

controller for the set point of 70 × 10
5
 Pa (2) Zoomed portion 

of (1) ------------------------------------------------------------------------------ 123 

Fig. 4.15  (1) Settling chamber pressure with Optimised H-infinity 

controller for the set point of 100 × 10
5
 Pa (2) Zoomed 

portion of (1) --------------------------------------------------------------------- 123 

Fig. 4.16 Settling chamber pressure with Backstepping controller for 

the set point 100×10
5
, 70×10

5
 and 50×10

5 
Pa ------------------------------- 130 

Fig. 4.17 Backstepping controller output, u --------------------------------------------- 130 



  

xi 

Fig. 4.18 Settling chamber pressure using Backstepping controller with 

disturbance in temperature, T3 for a set point of 70 ×10
5
 Pa -------------- 131 

Fig. 4.19  (1) Pressures in the three vessels, P1, P2 and P3 with Sliding 

mode controller for the set point 50 × 10
5
 Pa (2) Zoomed 

portion of (1) --------------------------------------------------------------------- 136 

Fig. 4.20  (1) Pressures in the three vessels, P1, P2 and P3 with Sliding 

mode controller for the set point 70 × 10
5
 Pa (2) Zoomed 

portion of (1) --------------------------------------------------------------------- 136 

Fig. 4.21  (1) Pressures in the three vessels, P1, P2 and P3 with Sliding 

mode controller for the set point of 100 × 10
5
 Pa (2) Zoomed 

portion of (1) --------------------------------------------------------------------- 137 

Fig. 4.22 Sliding mode controller output, u for a sample set point of 

100 × 10
5
 Pa ---------------------------------------------------------------------- 138 

Fig. 5.1  Block Diagram for Backstepping Sliding mode controller ---------------- 149 

Fig. 5.2  Sliding surfaces, S1, S2, S3 ----------------------------------------------------- 152 

Fig. 5.3  Pressure in the settling chamber, P3 with BSMC for the set 

points (a) 50 × 10
5
 Pa, (b) 70 × 10

5
 Pa and (c) 100 × 10

5
 Pa 

respectively ----------------------------------------------------------------------- 155 

Fig. 5.4  Zoomed portion of Pressure in the settling chamber, P3 with 

BSMC for the set points (a) 50 × 10
5
 Pa, (b) 70 × 10

5
 Pa and 

(c) 100 × 10
5
 Pa respectively -------------------------------------------------- 156 

Fig. 5.5  Equivalent Controller input for the set points 100 × 10
5
 Pa --------------- 157 

Fig. 5.6  Input membership functions “error” ------------------------------------------ 160 

Fig. 5.7  Input membership functions “error rate” ------------------------------------ 161 

Fig. 5.8  Output membership functions ------------------------------------------------- 161 

Fig. 5.9  Surface view of the Fuzzy system -------------------------------------------- 162 

Fig. 5.10  Block diagram of Sliding mode Fuzzy controller -------------------------- 163 

Fig. 5.11  Pressure in the settling chamber, P3 with SFC for the set 

points 50 × 10
5
 Pa, 70 × 10

5
 Pa and 100 × 10

5
 Pa respectively ----------- 165 

Fig. 5.12 Zoomed portion of the settling chamber Pressure, P3 with 

SFC for the set points 50 × 10
5
 Pa, 70 × 10

5
 Pa and 100 × 10

5
 

Pa respectively ------------------------------------------------------------------- 165 



  

xii 

Fig. 6.1  Block diagram of MRAC system --------------------------------------------- 174 

Fig. 6.2  The error signal, e(t) without control for the set point of 100 × 

10
5 
Pa ----------------------------------------------------------------------------------- 178 

Fig. 6.3  (a) Settling chamber pressure,    (      and reference model 

output,       with MRAC for set point of 100 × 10
5 

Pa (b) 

The corresponding error signal,      ----------------------------------------- 179 

Fig. 6.4  Pressures in the settling chamber P3, (      and reference 

model output,       with MRAC for the set point 70 × 10
5 

Pa ---------------------------------------------------------------------------------------- 180 

Fig. 6.5  Pressures in the settling chamber P3, (      and reference 

model output,       with MRAC for the set point 50 × 10
5 

Pa ---------------------------------------------------------------------------------------- 181 

Fig. 6.6  Settling chamber Pressure,    incorporating modification in 

the cost function of MRAC (a) for the set point 100 × 10
5 

Pa 

(b) for the set point 70 × 10
5 

Pa (c) for the set point 50 × 10
5 

Pa ------------------------------------------------------------------------------------ 185 

Fig. 6.7  Zoomed portion of Fig. (6.6) (1) chatter effect (2) Percentage 

Overshoot (a) for the set point 100 × 10
5
 Pa (b) for the set 

point 70 × 10
5
 Pa (c) for the set point 50 × 10

5 
Pa -------------------------- 185 

Fig. 6.8  Settling chamber pressure for set point of 100 × 10
5 

Pa with 

MAC (a) Settling chamber pressure,           (b) Reference 

model Pressure,            ---------------------------------------------------- 186 

Fig. 6.9  Settling chamber pressure for set point of 70 × 10
5 

Pa with 

MAC (a) Settling chamber pressure,           (b) Reference 

model Pressure,             --------------------------------------------------- 187 

Fig. 6.10  Settling chamber pressure for set point of 50 × 10
5 

Pa with 

MAC (a) Settling chamber pressure,           (b) Reference 

model Pressure,             --------------------------------------------------- 188 

Fig. 6.11  Settling chamber Pressure,    with MRAC and MAC (a) for 

the set point 100 × 10
5 

Pa (b) for the set point 70 × 10
5 

Pa (c) 

for the set point 50 × 10
5 

Pa ---------------------------------------------------- 189 

Fig. 6.12  General layout for a Blowdown Supersonic Wind Tunnel ---------------- 193 



  

xiii 

Fig. 6.13  Plenum chamber pressure of INCAS Supersonic wind tunnel 

with Modified adaptive control for a setpoint of 250 Bar ----------------- 196 

Fig. 7.1  (a) Comparison of Settling Time for the setpoints, 50  10
5
,
 
70   

10
5
 and

 
100  10

5 
Pa (b) Comparison of Percentage Overshoot for 

the setpoints, 50  10
5
,
 

70  10
5
 and

 
100  10

5
 Pa (c) 

Comparison of Rise Time for the setpoints, 50  10
5
,
 
70  10

5
 

and
 
100  10

5 
Pa ----------------------------------------------------------- 205-206 

Fig. 7.2  Performance comparison of Modified Adaptive controller with 

existing Adaptive Fuzzy PI controller of INCAS Supersonic 

Wind Tunnel ----------------------------------------------------------------------- 212 

 

  



  

xiv 

ABBREVIATIONS 

AFPI  Adaptive fuzzy Proportional + Integral 

BS  Backstepping 

BSMC  Backstepping sliding mode controller  

CLF  Control Lyapunov function  

CMRAC  Model reference adaptive control  

DIF   Diffuser  

EDL  Entry and landing  

FLC  Fuzzy logic controller 

FS  Fuzzy set 

H1  Heater  

HI  H-Infinity 

HIO  H-Infinity Optimisation 

HP  High pressure system  

HSP  Human space flight project  

HSTDV  Hypersonic Testing Demonstrator Vehicle  

IAE   Integral of absolute error  

ISE   Integral of square of errors  

ITAE   Integral of time absolute errors  

KH  Krill Herd 

LaRC   Langley Research center  

LQR   Linear Quadratic Regulator  

MAC  Modified Adaptive controller 

MF  Membership function 

MIMO  Multiple-input multiple-output  

MIT  Massachusetts Institute of Technology 

MRAC   Model reference adaptive control  

NOZ   Nozzle  



  

xv 

ODE  Ordinary Differential Equation 

PI  Proportional + Integral 

PID  Proportional + Integral + Derivative 

PO  Percentage overshoot. 

PRV  Pressure regulator valve  

RLV  Reusable launch vehicle air breathing vehicles 

RS  Rise time 

SC   Settling chamber  

SFC  Sliding mode Fuzzy controller 

SMC  Sliding mode controller 

SRP   Supersonic retropropulsion  

ST   Settling time  

STR  Self tuning regulator  

T & E   Test and Evaluation  

TS   Test Section  

TSTO   Two stage to orbit 

V   Vacuum chamber  

VMFN  Variable Mach number Flexible Nozzle  

 

 

   

 

  



  

xvi 

NOTATIONS 

English Symbols 

    Valve coefficient 

    Constant for engineering units 

    Pipe geometry constant 

   Molecular weight 

   Compressibility factor 

    Critical pressure drop ratio factor 

QC   Controllable matrix 

QO   Observable matrix 

     Transfer function corresponding to input disturbance 

G   Plant transfer function 

M  Molecular Weight of air 

Greek Symbols 

    Sum of effect due to the presence of food and the effect due to the 

current krill’s best fitness value recorded 

δ   Random directional vector 

   Equivalent control law 

      Virtual control 

      Adjustment parameter 

    Adaptation gain of the controller 

     Updated adaptation gain of the controller 

Miscellaneous Symbols 

P(t)  Solution of the Riccati equation 

Ni   Motion induced on i
th

 krill individual due to the other krill individuals 



  

xvii 

Fi   Foraging motion  

       Maximum induced speed 

     Inertia weight 

  
      Previous motion induced.  

      Foraging speed,  

    Inertia weight of the foraging motion  

   
     Last foraging motion value. 

D
max

   maximum diffusion speed 

V(x)  Lyapunov function 

   Cost function 

 



CHAPTER 1 

INTRODUCTION 

Whenever relative motion occurs between a solid object and atmospheric air, the 

molecules present in the atmosphere and that of the object gets disturbed thus 

generating aerodynamic forces which influences the relative motion critically 

depending on the shape, mass and speed of the object as well as the viscosity and 

compressibility of the air (Lee et al., 2014; Savino et al., 2009). Hence an in depth 

and detailed study of the aerodynamic processes occurring during such relative 

motion need to be conducted using an experimental setup with the objects or their 

scaled models especially when the relative motion falls in high speed ranges. Wind 

tunnels are such large scale test facilities used for acquiring the characteristic 

properties of specific objects by subjecting their full or scaled models to the desired 

conditions of air velocity, pressure and temperature. Wind tunnels find applications in 

varied fields like testing of aero vehicles, space crafts, land carriers like high speed 

trains, sports vehicles and architectural structures like buildings and bridges.  

This chapter, first outlines the basics of Wind tunnel, its classifications, following which 

hypersonic wind tunnel is introduced and reviewed its applications. This is followed by 

objectives and methodology behind the contributions of the thesis. Following this, the 

structure of the thesis, highlighting the research to be presented is discussed. 

Wind tunnels were invented at the end of the 19
th

 century for the purpose of 

aerodynamic research like measuring the force and pressure distribution under 

controlled flow field. The first wind tunnel was setup by British aero engineer Frank 
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Wenham (1824–1908) in 1871. Later, large scale wind tunnels were invented during 

the Second World War to test the flight characteristics of supersonic aircrafts and 

missiles (Jones et al., 2014; Baals and Corliss, 1981]. With the advancement of 

aerodynamic research, wind tunnels also developed and flourished to encompass 

varied fields of applications like, the study of flow conditions around large structures 

such as bridges and buildings for strengthening against workloads, characterization of 

automobile parts to identify suitable methods for reduction of power requirement, 

applications like investigation of submarine flow characteristics and the like 

(D’Souza et al., 2015; Libii, 2011; Lohan , 2002; Flay, 2015; Rini et al., 2011a; Jacob 

and Binu, 2009; Jones et al., 2011b).  

Wind tunnel is a facility which provides controlled air flow used for testing aerospace 

vehicle. The main advantage of the wind tunnel system is that testing can be carried 

out under controlled flow field than open ended experimentation. A general schematic 

of a wind tunnel facility is shown in Fig. 1.1 (Wikimedia, 2016). 

 

Fig. 1.1 General Schematic of wind tunnel system (Wikimedia, 2016). 

Fig. 1.1 represents a Supersonic wind tunnel (Wikimedia, 2016; Nott et al., 2008; 

Braun et al., 2008) in which the main elements of the tunnel system includes high 
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pressure tank, pressure regulating valve, settling chamber, nozzle, test section and 

exit. Wind tunnel usually has a tube like appearance with which wind is allowed to 

flow over the testing object or a model of it. The object to be tested is fastened in the 

tunnel so that the air moving around the still object shows what would happen if the 

objects were moving through the air. To achieve uniform, high quality flow in the test 

section, the settling chamber and the contraction area are used to smoothen the flow. 

The model or space specimen to be tested is injected into the test section. The test 

section is generally designed based on the utility and aerodynamic considerations 

with uniform flow velocity (Jones et al., 2011a; Jacob and Binu, 2009). The 

schematic of a particular space vehicle placed in the test section is shown in Fig. 1.2 

(Gayon et al., 2013; Bhoi and Suryanarayana, 2008). 

 

Fig. 1.2 Schematic of a specimen placed in the test section (Gayon et al., 2013). 

As the test duration is short, uniform regulated flow is crucial in the test section. For 

this purpose, we carry out a comparative study of various control scheme and propose 

the most suitable one to regulate the pressure which matches the desired 
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specifications of minimum overshoot and short settling time (Pope and Goin, 1965; 

Arbuckle, 2016; Kegelman et al., 2014; Arnaiz, 1980; Kakate et al., 2014). The 

general classification of wind tunnel is discussed in the section below. 

1.1 GENERAL CLASSIFICATION OF WIND TUNNELS 

Aerodynamic forces depend on Reynolds number and Mach number which are 

crucial parameters that must match with the flight conditions (Lee et al., 2014; Savino 

et al., 2009). Wind tunnels are basically classified according to the air flow velocity 

expressed in terms of Mach Number which is the ratio of speed of the object to speed of 

sound in air. The aerospace facilities available has different types of wind tunnels 

which suites many applications ranging from very slow speed to hypersonic speeds. 

Generally, wind tunnels fall under four major classes viz: Subsonic - with Mach number 

less than 0.8, Transonic - with Mach number between 0.8 and 1.2, Supersonic - with 

Mach number from 1.2 to 5 and Hypersonic - with Mach numbers greater than 5 (Lee et 

al., 2014; Savino et al., 2009). Based on the mode of operation, shape of the tunnel and 

specific applications, tunnel systems are again categorized into different groups. The high 

speed tunnels are classified as open loop and closed loop based on the shape of the 

system (Savino et al., 2009; Bruce et al., 2015; Botasso et al., 2014).  Open loop wind 

tunnels are open at both ends in which air is drawn from surroundings and is rejected 

back to the surroundings whereas in closed loop wind tunnels, the outlet. of the tunnel 

system is fedback to the inlet. Based on the type of operation, wind tunnels are classified 

as Continuous tunnels where the required test conditions are maintained for longer time 

span and Intermittent tunnels where the test procedure is completed within a very short 

duration. Thus, the Wind tunnels are generally classified based on the following 

(Jones et al., 2014; Lohan, 2002; Pope and Goin, 1965; Arbuckle, 2016). 



5 

1. Velocity of flow. 

2. Shape of the tunnel system. 

3. Type of operation 

4. Based on application 

1. Velocity of flow: 

The flow velocity of air in wind tunnels are expressed in terms of the velocity of flow 

in the test section with respect to velocity of sound in the free air. Mach number is 

defined as the ratio of speed of the object to speed of sound in gas. The variation in 

Mach number is based on compressibility effect which affects the design of the test 

section. The temperature and flow rate changes in accordance with Mach number which 

means the operating condition is different for different Mach number. For a fixed Mach 

number, in order to get. the required flow, the percentage of valve opening varies 

which results in minor nonlinearities in valve characteristics. Based on the flow 

velocity in the test section, wind tunnel classification is shown in Fig. 1.3. 

 

Fig. 1.3 Wind tunnel classification based on Mach number. 
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I. Subsonic or low speed wind tunnels: This type of wind tunnels operates at low 

speeds usually in the range of 135m/s with Mach number less than 0.8. Here the 

compressibility effect is neglected to determine the Mach number and area of 

cross section of the test section is small. They are easy to design and cost 

effective. These wind tunnels are usually used in the area of fluid dynamics 

(Libii, 2011; Lohan, 2002; Flay, 2015). 

II. Transonic wind tunnels: Transonic wind tunnels operate with Mach number 

between 0.8 and 1.2, with a flow velocity of 340m/s. These tunnels are used to 

study the aerodynamic properties since most of the aircrafts operate in this 

range. Transonic wind tunnel applications are extended to military aircraft & 

weapons, testing of space access vehicles, passenger & commercial aircraft, 

air turbines etc (Libii, 2011; Lohan, 2002; Flay, 2015). 

III. Supersonic wind tunnels: These tunnels operate with Mach number from 1.2 

to 5 which is accomplished using convergent - divergent nozzles. These 

tunnels are used in applications including aircraft and missile development, 

Inlet. performance and operability, jet. and rocket. engines, and projects 

including the high-speed civil transport, space shuttle, entry and landing 

(EDL) technology, development for parachutes and other decelerators (Nott et 

al., 2008; Braun et al., 2008; Bhoi and Suryanarayana, 2008; Pope and Goin, 

1965; Arnaiz et al., 1980; Hwang and Hsu, 1998; NASA). 

IV. Hypersonic wind tunnels: This type of tunnels have Mach numbers greater 

than 5 usually in the range 5 to 15 which is achieved by convergent - 

divergent nozzles similar to supersonic wind tunnels. Hypersonic wind tunnels 
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are used for investigating the aerodynamic properties of vehicles during re-

entry missions. These wind tunnels are used to facilitate hypersonic flow 

regime, operating at Mach numbers above 5, to characterise the aero thermal 

properties of the vehicle to be tested. Intermittent blow-down Hypersonic 

wind tunnels are more cost effective than the continuous type systems and are 

hence carefully calibrated for effective utilization of the limited testing time 

(Jones et al., 2014; Baals and Corliss, 1981; D’Souza et al., 2015; Libii, 

2011). The technical problem in design includes maintaining high 

temperatures and pressures during the test run (Pope and Goin, 1965; Bruce et 

al., 2015; Bottasso et al., 2014). 

2. Shape of the tunnel system. 

Based on the shape of the system (Flay, 2015; Pope and Goin, 1965), wind tunnels 

are classified as open loop and closed loop.  

I. Open loop or Open return wind tunnel: These type of tunnels are open at both 

ends in which air is drawn from surroundings and is rejected back to the 

surroundings. Open loop type is classified into Suckdown tunnel and Blower 

tunnel. In Suckdown type, the inlet. is open to the atmosphere and the blower 

is connected at the outlet. In Blower type, the blower is connected at the inlet. 

which sucks air into the tunnel from the atmosphere. 

II. Closed loop (Closed return) wind tunnel: Here the outlet. of the tunnel system 

is fedback to the inlet. This is a good choice as the flow remains uniform 

compared to open loop. Moreover, in a closed circuit wind tunnel, high 

quality flow is assured in the test section and its power requirement is less. 
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3. Type of operation 

Wind tunnels are classified into Continuous and Intermittent depending on the test 

duration (Flay, 2015; Pope and Goin, 1965). 

I. Continuous (for all speed ranges): These wind tunnels operate in Mach 

numbers ranging from 0.05 to 1 and are used where the test conditions are 

maintained constant for the entire test run. The advantage is that the test 

condition can be held constant over long period of time over which more 

accurate measurement is possible.  

II. Intermittent: These types of tunnels are used for Mach numbers ranging from 

0.5 to 5. The main advantage of these types of tunnels is that a single drive 

can run various tunnels meeting the performance requirements. Moreover, the 

design is simple, cost effective and model testing is very convenient with 

extra power availability to start the system.  

Based on the operational procedures, Intermittent type are further classified into; 

a) Blowdown: The Mach number for Blowdown tunnels ranges between 0.5 and 

5. The advantages include high Mach capability (up to 4), easy tunnel starting, 

large size test section, lower construction/operating costs, superior design for 

propulsion experiments and smoke visualization. 

b) Indraft: These tunnels use vacuum as the medium instead of pressure which 

helps to handle its operation easily and safely. The main advantage of these 

types of tunnels is that pressure regulators are not necessary to regulate the 
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flow. Moreover, temperature and pressure inside the tunnel system is constant, 

the airstream is free from contaminants and less noisy. The Indraft tunnels can 

operate at higher Mach numbers. 

c) Intermittent pressure vacuum tunnel: These tunnels operate at Mach numbers 

>5 with the advantage that these tunnels are cost effective. These tunnels are 

applicable to variation in Mach number and Reynolds number. 

4. Based on application 

Wind tunnels are classified into a wide range according to their applications in varied 

fields such as aeronautical wind tunnel, automobile wind tunnel and aero acoustic 

wind tunnels. 

1.2 HYPERSONIC WIND TUNNEL 

With the development of space research, speed of space vehicles has been increasing 

over the past few decades from the speed of sound to hyper speeds. The study of 

aerodynamic performance of space vehicles has thus become very critical for 

optimizing the design of launch vehicles so as to ensure safe return of the vehicle 

during re-entry [Savino et al. (2009), Jones et al., 2014; Libii, 2011; Jones et al., 

2011a; Jacon and Binu, 2009; Jones et al., 2011b). Ground-based testing facilities like 

the Hypersonic wind tunnel systems are very essential for such purposes wherein real 

time flight conditions with specific high Mach numbers are simulated. Applications 

of Hypersonic wind tunnels include solving critical problems in aerodynamic and 

aerothermal design of launch vehicles, Human space flight project (HSP), Reusable 
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launch vehicle (RLV), Air breathing vehicles, Two stage to orbit (TSTO), Single 

stage to orbit (SSTO) and Inter planetary missions [Lee et al., 2014; Savino et al., 

2009; D’Souza, 2015). Full scale vehicles or parts are tested using this approach 

thereby serving the growing demands of strategic systems. Research in this direction 

is progressing in organizations, viz: Defense Research and Development Organization 

(DRDO), Bharat Dynamics Limited for setting up wind tunnels to boost missile 

production (Jones et al., 2011a; Jacon and Binu, 2009; Jones et al., 2011b, Pope and 

Goin, 1965; Kakate et al., 2014; Bruce et al., 2015).  

Hypersonic flow is defined as the flow at Mach 5 or greater at which physical 

properties of the flow changes rapidly and the speeds are much larger than the local 

speed of sound.  Hypersonic wind tunnel systems consist of a high pressure storage 

tank (HP), Pressure regulating valve (PRV), heater (H1), settling chamber (SC), nozzle 

(NOZ), test section (TS), diffuser (DIF) and a vacuum vessel (V) as shown in Fig. 1.4.  

 

Fig.1.4 Block Schematic of Hypersonic Wind Tunnel  

Hypersonic Wind Tunnel in VSSC, Trivandrum with Mach number 6 with length 1m 

is shown in Fig. 1.5 (Vikram Sarabhai Space Centre, VSSC).   
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Fig.1.5 1 m Hypersonic Wind Tunnel in VSSC, Trivandrum – Mach number 6 

(Vikram Sarabhai Space Centre, VSSC) 

The atmospheric air is compressed and stored in the high pressure storage tank. This 

compressed air from the storage tank is released through a pressure regulating valve, 

heater and the settling chamber to the test section. Testing is carried out by passing air 

at high speeds over the specimen kept in the test section. From the test section, air is 

released to a vacuum vessel through a diffuser which reduces the flow velocity. The 

heater helps to avoid liquefaction of air when it is expanded through the nozzle to 

achieve the required Mach number for the hypersonic flow in the test section.  

A constant hypersonic flow is to be maintained in the test section throughout the test 

run. However, the storage tank pressure decreases continuously during a test run 

which will indirectly reduce the settling chamber pressure. Therefore, settling 

chamber pressure is to be controlled by pressure regulator valve with variable stem 

movement facility. The relation between the stem movement and flow rate through 
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the control valve generally expresses the valve characteristic. Here, PRV is an equal 

percentage valve wherein the stem movement versus flow rate is nonlinear. An equal 

percentage flow characteristic is a nonlinear curve in which the slope increases as the 

valve opens, while a linear flow characteristic depicts a linear relationship. A diffuser 

decelerates the air from test section and air is collected in the vacuum vessels. 

Vacuum pumps are used to evacuate the vacuum vessels.  The control of the valve 

opening is extremely important in maintaining the settling chamber pressure in the 

hypersonic regime. This is achieved by properly designing a suitable controller for 

the regulation of settling chamber pressure.  

Hypersonic wind tunnel facility focuses on testing the aerodynamic properties of 

parts or space vehicles as a whole which are well suited for applications during re-

entry. These are also used to test systems for missiles, aircraft and re-entry vehicles 

flying at hypersonic speed (above Mach 5) as against the present facilities to test 

vehicles of speed up to Mach 5 (Savino et al., 2009; Pope and Goin 1965; Bruce et 

al., 2015; NASA). 

1.3 MOTIVATION AND OBJECTIVE 

One of the challenges in the aerodynamic design is to satisfy the requirements of the 

space vehicles during re-entry into the Earth’s atmosphere like Deceleration, Heating, 

Accuracy of landing or Impact. During Re-entry, possible disturbances occur due to 

variation in velocity, atmospheric gases and aerodynamic heating leading to disaster. 

The most important requirements is to ensure these operating conditions of space 

vehicles when it crosses atmosphere to space and its return to Earth. This crucial 

performance parameters plays significant role during the launch, Re-entry and landing 
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phases of space missions and hence makes it extremely important to simulate and test 

these flight conditions before implementation on real launch vehicles. This is achieved 

by modelling of Hypersonic wind tunnel system for similar hypersonic flow conditions. 

Hypersonic wind tunnel is a technological innovation in aeronautical research which 

pinpoints the need of continuous flow regime in the test section. Testing is to be 

carried out with constant settling chamber pressure in the test section. However, 

during the acceleration of air through the tunnel, the mass reduces continuously 

which leads to an unsteady pressure in the settling chamber. Therefore, the pressure 

in the SC has to be maintained constant using suitable control technique (Savino et 

al., 2009; Jones et al., 2014; Jones et al., 2011a; Jacon and Binu, 2009; Jones et al., 

2011b) for obtaining stable air flow. A constant hypersonic flow is required to be 

maintained in the test section throughout the test run. The settling chamber pressure is 

to be controlled by PRV with variable stem movement facility. Therefore, the control 

of the valve opening is very crucial and is achieved by properly designing a suitable 

controller for regulating it. Thus, regulation of pressure inside the settling chamber of 

Hypersonic wind tunnel is maintained in the SC and thereafter in the TS throughout 

the test run which lasts for a duration of 40 seconds (Savino et al., 2009; Jones et al., 

2014; Libii, 2011; Pope and Goin, 1965). The purpose of designing a control scheme 

for the tunnel system is to appropriately tune its dynamics so as to achieve the desired 

performance characteristics incorporating the important nonlinearities in the system. 

Numerical simulations are highly important for studying the performance of a 

particular control design in situations where real time experiments are expensive or 

dangerous considering all the input and output variables as well as possible 

disturbances to the system. The control scheme has to be designed based on the 
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information obtained from this open loop study as well as the performance parameters 

of the existing implemented linear control output values. Further improvement in the 

control design using nonlinear approach as well as possible modifications of existing 

control technique will definitely lead to more accurate real world lab test facility 

(Jones et al., 2011a; Jacon and Binu, 2009; Jones et al., 2011b; Pope and Goin, 

1965). Discussions with the expert teams working on Hypersonic wind tunnel, it is 

found that the settling chamber pressure is regulated from the initial value of the 

pressure and is applied to an appropriate feedback controller like conventional PI, 

wherein this pressure is the input to the controller. As the SC pressure increases, the 

percentage of valve opening decreases and vice versa. 

The main objective of this work is to develop an improved control algorithm for 

regulation of pressure inside the settling chamber of Hypersonic wind tunnel. This 

objective has intrinsically several tasks combined to attain the final goal. The tasks 

include the following. 

 System modeling incorporating significant nonlinearities ensuring its stability. 

 Open loop performance analysis 

 Design and simulation of LQR, Linear, Robust and Nonlinear controllers. 

 Identify the most suitable controller for this model. 

 Verification of performance of the proposed controller. 
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1.4 METHODOLOGY 

Basic controllers, Robust, Hybrid and Adaptive control schemes are designed for 

regulation of pressure inside the settling chamber of Hypersonic wind tunnel. The 

designed controllers are simulated, analyzed, compared and the best suitable 

controller is proposed.  A case study on Supersonic wind tunnel plenum pressure 

regulation is analyzed and validated using designed Adaptive controller. Based on the 

above validation, the Adaptive controller design for Hypersonic wind tunnel pressure 

regulation is verified. The proposed algorithm is highly efficient in controlling the 

settling chamber pressure in terms of their transient performance parameters. 

1.5 THESIS OUTLINE 

In the present chapter, basics of tunnel system and its various classifications are 

explained. The working of the Hypersonic wind tunnel system is explained to point out 

the significance of the design of a highly accurate controller that is best suited for the 

pressure regulation. 

Chapter 2 provides the background material relevant to this thesis. As this thesis 

focuses on regulation of pressure inside the settling chamber of Hypersonic wind 

tunnel, basics of wind tunnel system, various controllers and their advantages and 

disadvantages are reviewed in this chapter.  

Chapter 3 deals with the system model incorporating the important nonlinearities. The 

state space model of the proposed system is discussed and stability of the system 

using various techniques, (1) Lyapunov stability theorem (2) phase portrait method 
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(3) Bode plot (4) Root locus (5) Kalman’s test for controllability and observability are 

explained in detail.  

Chapter 4 presents design and results of numerical simulation of LQR controller and 

three types of Robust controllers, (1) H-Infinity controllers (2) Backstepping 

Controller (3) Sliding mode controller.  

Chapter 5 deals with design and numerical analysis of combination of different 

controllers, Viz: Backstepping Sliding mode controller (BSMC) and Sliding mode fuzzy 

controller (SFC). Appropriate combination of controllers that guarantee stability and 

robustness to parametric uncertainties with minimal chatter effect is also explained. 

Chapter 6 describes the design and analysis of Adaptive controllers, viz: Model 

Reference Adaptive Control (MRAC) and Modified Adaptive control (MAC). The 

suitable modifications incorporated in the design of MRAC to obtain the control law of 

MAC is also explained in detail. A review of INCAS (National Institute for Aerospace 

Research “Elie Carafoli” is Romania's leading research establishment in aerospace 

sciences.) Supersonic wind tunnel with existing Adaptive Fuzzy PI controller and 

verification of results with the Modified Adaptive controller is also presented. 

Chapter 7 presents performance comparison of all the controllers designed to propose 

the best suitable one for the pressure regulation inside the Hypersonic wind tunnel.  

Chapter 8 summarizes the work presented in this thesis and provides an outlook of 

future work. A summary of results, discussion and conclusion of all the controller 

designs are also presented in the chapter.  
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To identify the best controller suitable for pressure regulation in Hypersonic wind 

tunnel, a detailed literature survey of aerodynamic research and wind tunnel systems 

are to be carried out. The existing controller strategies and their limitations are also 

very important from this point of view. A review on background knowledge of all 

these facts are incorporated in the forthcoming chapter 2. 



CHAPTER 2 

LITERATURE SURVEY 

With the advancement in aerospace research, the speed of the space vehicles 

increases over a few decades from speed of sound to hyper speed. The space vehicles 

usually travel through atmosphere before reaching space and earth.  The study of 

aerodynamic performance of space vehicles is carried out by measurement of 

aerodynamic forces and its dynamic analysis (D’Souza et al., 2015; Libii, 2011; Pope 

and Goin, 1965; Kegelman et al., 2014; Kakate et al., 2014). Ground-based testing 

facilities like the wind tunnel systems are very essential for such purpose wherein 

flight conditions of space vehicles are simulated. Wind tunnel depicts the functions of 

the objects in space vehicles and promotes testing of full size versions as well as 

scaled models of the specimen which are expected to move in space. The aerospace 

facilities available in various countries have developed wind tunnels to study the 

movement of space vehicles in air. The approximate flight conditions are simulated 

inside the tunnel system to study the dynamic behavior of the space vehicles. The 

specimen to be tested is fastened inside the tunnel so that it is immovable [27-30].  

The aerodynamic forces depend on Mach number and Reynolds number which should 

match with flight conditions for valid experiments (Lee et al., 2014; Savino et al., 

2009). Mach number is a dimensionless quantity which is the ratio of flow velocity to the 

speed of sound in air whereas Reynold's number is also a dimensionless quantity that 

determines whether the type of flow pattern is laminar or turbulent. Based on Mach 

number, tunnels are classified as Subsonic with M < 0.8, Transonic with Mach number 
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0.8 < M < 1.2, Supersonic with 1.2 < M < 5.0 and Hypersonic with Mach number M > 

5.0 (Lee et al., 2014; Savino et al., 2009; Jones et al., 2014; Kakate et al., 2014). 

Hypersonic Wind Tunnel is a facility used to investigate the aerodynamic properties 

of objects by passing a stream of velocity controlled air over them. Heart of Wind 

Tunnel is a test section where a scale model is supported in a controlled airstream for 

a maximum duration of 40 seconds. Thus, regulation of pressure inside the test 

section is important for realizing the real time flight condition from the ground based 

model.  This is achieved by a suitable controller capable of accurately controlling the 

air flow in the test section (Lee et al., 2014; Savino et al., 2009; Jones et al., 2014; 

Pope and Goin, 1965; Reddy, 2007; Owen and Owen, 2007; Smith and Baxter, 1989; 

Cristofolini et al., 2008; Hollis and Wayland, 1991; Daikert et al., 1995; Lin and 

Wang, 2008; Alfyorov, 1995; Vargese and Binu, 2009).   

In this chapter, a brief survey of literature on aerodynamic research and wind tunnel 

facilities is conducted. A review on background literature is carried out to assess the 

state of the art of designs of controllers for the purpose of settling chamber pressure 

regulation in hypersonic wind tunnels. The basics of various wind tunnel systems and 

different existing control schemes used to achieve the desired system characteristics 

for particular applications are also reviewed here. 

2.1 WIND TUNNELS HISTORY 

A rich theory was experimented in aviation in the 17
th

 century and the first 

aerodynamic test device, a whirling arm apparatus was developed by Benjamin 

Robins for the ground based testing facility of aircraft. Sir George Cayley in early 
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80’s used this facility to determine drag and lift of various airfoils, attaining top 

speeds between 10 and 20 feet per second.  But whirling arm could not produce 

reliable, steady, controllable flow of air for testing and hence detailed analysis was 

found difficult. The first tunnel system setup was established in 1871 by Frank 

Wenham, a Council member of the Aeronautical Society of Great Britain. This tunnel 

was built with a length between 10 and 12 ft and driven by a fan blower steam engine. 

In 1880, Horatio Phillips developed a wind tunnel to carryout tests. Osborne 

Reynolds introduced the factor, Reynolds number as a basic parameter in the 

description of all fluid-flow situations like shape, turbulence and ease of heat transfer.  

This becomes a scientific justification for the use of models in wind tunnels to 

simulate real life phenomena (Jones et al., 2014; Baals and Corliss, 1981; Flay, 2015; 

Arbuckle, 2016; Bruce et al., 2015; Bottasso et al., 2014).  

Wind tunnels were first developed and used for aerodynamic study in 19
th

 century 

(Baals and Corliss, 1981; Flay, 2015). In 1916, a wind tunnel was built at Washington 

Navy Yard by US Navy and another was built by France to test full size aircraft in 1929 

and this was the largest tunnel system till second world war. In 1919, a Duplex wind 

tunnel was used for high-speed tests with a maximum speed of 110 ft per second. 

During World War One, National Physical Laboratory made major contributions to 

advances in theoretical and practical aspects of the stability of aero planes, airships, 

space vehicles, military applications and parachutes. Later, the use of wind tunnel was 

extended to second world war. For this purpose, Brits build a Supersonic tunnel in 1922 

and Germans made three different Supersonic wind tunnels. Later, the use of tunnels 

was extended for testing bridges, buildings and so on. These days tunnel systems were 

used to study the effect of wind on objects or structures thereby to ensure the strength 
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of such buildings and tall structures. An appraisal of the advances in wind tunnel test 

techniques can be readily obtained by comparing the modern wind tunnel facilities with 

their historical predecessors till 1930. Later, the use of tunnel facility was extended to 

automobiles, to study the effect of forces required to move the vehicle on road. The 

wind tunnel test equipment facility built and used by the Wright Brothers in the early 

1900's paved the way for the development of the early flying machines of this century. 

One of the largest wind tunnels was built in 1941 by US at Wright Field in Ohio. Later 

on, at the end of Second world war, US built 8 new wind tunnels which includes the 

largest one in Moffett Field in California. The first tunnel built specifically for human 

flying was designed and built by Jean St-Germain in 1978 in Montreal, Canada (Jones 

et al., 2014). 

The high-speed flow theory was developed by German scientists, in the early 1940’s, 

following the successful operation of their Supersonic wind tunnels up to Mach number 

4.4. The research in the area of hypersonics was motivated by threat of the cold war and 

the race for space research in the 1950s and 1960s (Lee et al., 2014; Savino et al., 

2009; Jones et al., 2014; Bhoi and Suryanarayana, 2008; Kegelman et al., 2014; 

Arnaiz et al., 1980; Owen and Owen, 2007). Hypersonic wind tunnels are used for 

investigating the aerodynamic properties of vehicles during re-entry missions where 

these vehicles need to travel from space to earth (NASA, VSSC). Hypersonic wind 

tunnel to study re-entry and a plasma wind tunnel to study the behaviour of materials at 

high speed, were set up at the Vikram Sarabhai Space Centre (VSSC) in 

Thiruvananthapuram in 2005 (NASA). This wind tunnel facility is used to characterize 

aero thermal properties and to optimize the launch vehicle design to ensure safe return 

of the vehicle during re-entry. A 1 metre Hypersonic Wind Tunnel with test section of 
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1m diameter and enclosed free jet with Mach number 6 was implemented. 

Simultaneously, a 1 metre shock tunnel with Mach numbers 8 was commissioned at the 

same centre. India’s second largest 0.5m Hypersonic wind tunnel facility is located in 

Indian Institute of Science (IISC), Bangalore. 

These facilities can be used for conducting tests on a larger scale, like the Hypersonic 

Testing Demonstrator Vehicle (HSTDV), aerospace related project testing, testing 

smaller planes and missiles.  These facilities developed in our country would help in 

reducing the expenditure incurred during testing as undertaking these tests in other 

countries would be costly. Moreover, this would help to prevent keeping the latest 

capabilities under wraps due to strategic reasons as such tests outside the country can 

give immediate clues on what we are up to in the field of defense and in developing 

other such capabilities (Kegelman et al., 2014; NASA, VSSC).  Some of the other 

High speed tunnels available in the world includes, (i) NASA Langley Eight-Foot 

High Speed Tunnel (ii) NASA Langley Hypersonic 31 Inch Mach 10 (iii) NASA 

Langley Hypersonic 20 Inch Mach 6 (iv) NASA Langley Hypersonic Propulsion 

Integration Arc-Heated Scramjet (v) NASA Langley Hypersonic Propulsion 

Integration Combustion Scramjet (vi) NASA Langley Hypersonic Propulsion 

Integration Supersonic Combustion (viii) NASA Langley Hypersonic Propulsion 

Integration 15 Inch Mach 6 High-Temperature Tunnel in Hampton, Virginia, USA, 

NASA Glenn Hypersonic Test Facility in Sandusky, Ohio, USA, NASA Ames 

Hypersonic Propulsion Integration 16 Inch Shock and NASA Ames Hypersonic 

Propulsion Integration Direct-Connect tunnel in Mountain View, CA, USA (Baals 

and Corliss, 1981; Libii, 2011; Arbuckle, 2016; NASA), MARHy wind tunnel 

(Experimental plateform FAST) in Laboratoire ICARE, CNRS, Orleans, FRANCE. 
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The applications of different winds tunnels used in various fields are discussed below. 

The new dynamic test rig is designed in 1995 by S V Kabin et al. to investigate the 

aerodynamic damping derivatives of the aircraft models in wind tunnels at high 

subsonic and transonic speeds (Imraan, Sharma and Flay, 2011). The dynamic test rig 

is equipped with the five component strain gage balance. Both direct and cross 

aerodynamic damping derivatives were measured. The feasibility of using 

luminescent coatings for surface pressure measurement in a cryogenic wind tunnel 

was discussed by Asai et al. (National Aerospace Laboratory, Tokyo). This technique 

is based on a new coating technology in which luminescent molecules are directly 

deposited onto the model surface by an electrochemical process. This capability 

allows us to measure the pressure field on the model surface in a cryogenic wind 

tunnel. A cryogenic wind tunnel has a capability to handle high Reynolds number air 

foil testing using a small air foil model in 1999 (Yamaguchi et al., 1999). The 

Barnwell-Sewall and the Murthy methods are the readily available corrections, and 

were applied to the experimental pressure distributions. From the experimental study, 

the simple global correction to the main stream conditions works in some degree for 

the experimental data of low aspect ratio cases. Based on the calculation of physico-

chemical processes taking place in nozzles of wind tunnel facilities it is noticed that 

the chemical air composition differs noticeably from the natural air composition 

(Klfyorov et al.). The algorithm was compiled using the experimental data obtained 

in the TsAGI MHD-gas acceleration hypersonic wind tunnel. It was able to note 

variation in both the initial burning stage and mole fractions of combustion products. 
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In 2003, an experimental analysis on the performance of the wind tunnel was 

conducted by Kotwani et al. (2003). The work focused on various losses at different 

sections and total pressure drop across the tunnel system estimation. It could also 

determine the input power required at flow velocities beyond maximum achievable 

flow velocity in tunnel. From the experiments, it is concluded that the efficiency of 

the present system goes down in the range of 25m/s. A high speed cavity ringdown 

scheme involving simultaneous LASER and cavity sweeping was presented by 

Debecker et al., (2005). By performing fast measurements, it is seen that system 

fulfils the requirements to analyze transient flows in Hypersonic wind tunnels. 

Performance criteria for a full-scale open atmospheric boundary layer wind tunnel 

which replicates various quasi-steady and turbulent flow states on low-rise building 

models up to 1:25 scale was studied by Boudreau (2009). A Supersonic wind tunnel 

intended to use the difference between atmospheric pressure and the pressure inside 

the vacuum chamber to achieve desired flow velocities was developed by Butler et al. 

(2010). The tunnel was intended to achieve a test section Mach number of 3.68.  The 

development of a wind tunnel used for wind turbine testing in a controlled 

environment was presented by Dolan et al., (California Polytechnic State University). 

It was designed to provide wind speeds of up to 20 m/s depending on the cross-

sectional area of the chamber. This system allows repeatable and controlled 

environmental conditions that are unavailable in the field. In 2015, a LASER-aided 

vision technology based high precision pose measurement in wind tunnel was 

performed by Wei et al. which proposed an image acquisition method for small high 

speed target with multi dimensional movement in wind tunnel. Simulation 

experiments were conducted on measuring the position and attitude of high speed 
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rolling targets and the accuracy was experimentally verified (Wei et al., 2015). Later, 

NASA Langley Research center (LaRC) designed a standard package consisting of an 

accelerometer and vibration isolation pads to measure the pitch attitude of wind 

tunnel models under smooth operating conditions (Jones and Lunsford, 2005). A 

Supersonic wind tunnel with Mach number 2.5 was designed and fabricated by 

Bharath (2015). The design was based on assumptions of 2D in viscid flow and 

normal shock pressure recovery in the diffuser. Calibration of the system was carried 

out and comparison of Reservoir pressure with pressure in the test section was carried 

out to verify the effectiveness of this facility. 

2.2 HYPERSONIC WIND TUNNEL 

In earlier days, a few works were carried out in subsonic and transonic tunnels. 

Nowadays, works are on supersonic and more concentrated on Hypersonic wind tunnels 

having greater speed (Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b).  

A ground based test facility which mimics the original flight parameters has to be 

analyzed before its real time execution. This is achieved using various wind tunnel 

configurations with different operating conditions like flow velocity, temperature, 

pressure etc (Lee et al., 2014; Savino et al., 2009; Jones et al., 2014; Baals and 

Corliss, 1981; Flay, 2015; Owen and Owen, 2007; Smith and Baxter, 1989; 

Cristofolini et al., 2008; Hollis and Wayland, 1991; Daikert et al., 1995; Lin and 

Wang, 2008; Alfyorov, 1995; Vargese and Binu, 2009).  

An experimental study of hypersonic wind tunnel diffuser was conducted by Wegener et 

al. (1953). Data on overall pressure ratios for starting and maintaining hypersonic flow 

for various diffuser configurations were presented. It was found that starting pressure 
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ratio was equal to pitot pressure ratio, thus making additional starting devices not 

necessary.  It was also observed that air condensation in the test section at high Mach 

number had only minor effect on the diffuser performance. Techniques for transitional 

and turbulent flow measurement techniques was reviewed in 1990 (Owen et al., 1990) 

and the status of these research in support of turbulence modeling programs are 

discussed. The results of experiments conducted in two Hypersonic wind tunnels are 

compared with previous hot wire turbulence measurements.  Thus, a new concept for the 

measurement of the compressible shear stress terms combining both techniques are 

demonstrated. Laser-spectroscopic techniques was used to obtain measurements of 

temperature, density, and their turbulent fluctuations at Hypersonic wind tunnel 

conditions with uncertainties of less than 5% (McKenzie and Fletcher, 1992). Probative 

research is being conducted at ONERA on a new technique for measuring heat transfer 

measurements in wind tunnels in 1993. This method was based on the heat sensitivity of 

a luminescent coating applied to the model (Le Sant and Edy, 1993). The main advantage 

of this new technique was to provide thermographic measurements. Electron beam 

fluorescence technique was used to perform local and non intrusive measurements of 

density, vibrational and rotational temperatures and velocity in a low density flow of 

nitrogen or air (Mohamed et al., 1995). It was applied to study the interferences between 

shock waves issued from two models placed in a Mach 10 flow. Velocity measurements 

have also been carried out. The future of Hypersonic wind Tunnel was discussed by C. 

Tirres in 1999, where the existing ground test capabilities, gaps in existing Test and 

Evaluation (T & E) infrastructure, and efforts to mitigate those shortfalls were discussed 

which helped to identify potential hypersonic systems that satisfy requirements for 

tactical missiles, aircraft and space lift systems (Tirres, 1999).  
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In heat transfer measurements of hypersonic wind tunnel (Simeonides, 1991), infrared 

thermography was used for the acquisition of high quality two-dimensional heat 

transfer data over aerodynamic surfaces by G Siimenides et al.  in 1991. It is shown 

that the availability of an infrared scanning radiometer and a standard Digital Image 

Processing (DIP) system in the laboratory provides the means for the performance of 

highly efficient heat transfer measurements. The main advantage is providing a black 

and white intensity output signal than a colour wavelength output signal. At hypersonic 

Mach numbers, the separated boundary layer from the model base develops as a shear 

layer and separates the outer in-viscid hypersonic flow from low subsonic flow in the 

base region [58]. Suitable sensor and instrumentation are developed to characterize the 

base flow of blunt body at hypersonic speeds in short duration facility. The flow 

conditions over bodies in a free flight were compared with those realized 

experimentally in the test section of the hypersonic wind facility at the same flow 

velocities. The advantage of applying MHD-gas acceleration facilities to solve 

problems was demonstrated and the data on possible gas dynamic and electrodynamic 

parameters of these facilities and their design versions are presented (Alfyorov, IEEE 

Xplore). An experiment was conducted in the 20 inch Hypersonic wind tunnel to assess 

non-isentropic effects on the test section Mach number (Buck and Draper, IEEE 

Xplore). The pressures measured were then compared with a Parabolized Navier-Stokes 

code to define the freestream Mach number. The results indicate that there was no 

significant non-isentropic effects. The research program of the aerodynamics, 

aerothermodynamics and plasmadynamics discipline of NASA’s Hypersonic Project was 

reviewed in 2007 (Salas, NASA). The Aerodynamic, Aerothermodynamics, and 

Plasmadynamics discipline of NASA’s Hypersonic Project has an extensive research 
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effort to develop and validate predictive tools to enable NASA’s critical missions. The 

critical components of this effort was described in detail including some of its 

modelling, computational and experimental activities. The free-jet test sections of 

Korea Aerospace Research Institute can reduce choking and test larger models 

compared with solid wall test sections. In 2014, Y J Lee et al. designed an air ejector 

system to simulate a test section with a Mach 3.5 test section. The existing Hypersonic 

wind tunnel system had an efficiency of 58%, and hence the ejector system of this was 

modified to conduct a Scramjet intake test with Mach 6.7 condition whose efficiency 

was originally 40% (Lee et al., 2014). With these modification, it is found that Scramjet 

testing efficiency was improved from its original value. The institute designed and 

constructed a blow-down type, high enthalpy wind tunnel facility for hypersonic air-

breathing engines like ramjet and scramjet engines. 

The performance of the Hypersonic wind tunnel system depends on its regulated air 

flow through the test section where the specimen to be tested is kept. This regulated 

air flow is achieved by designing suitable controllers and the research in this direction 

are progressing. 

2.3. CONTROLLERS 

Control systems are primarily characterized by its dynamic behavior which 

determines the scope and quality required to regulate the system parameters. One of 

the conventional control schemes is PID controller. In 1942, Zeigler and Nichols 

developed the PID Controller tuning concept for open and closed loop system which 

perform well in terms of disturbance rejection. In 1953, Cohen and Coon proposed 

the open loop tuning method which requires limited process knowledge, but it offers 
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lower damping and high sensitivity to the system. Later in 1962, Wills proposed the 

tuning maps concept for three mode controllers. In 1967, Miller et al. proposed a 

comparison of both Ziegler Nichols and open loop controller tuning techniques which 

investigated the process reaction curve method. In 1972, Parker introduced the 

concept of the design of Proportional Integral Derivative (PID) Controllers by the 

optimal linear regulator theory. In 1985, based on the dominant pole design Hagglund 

et al. developed the auto tuning technique for the Proportional Integral Derivative 

(PID) Controller. In 1986 Rivera et al. introduced the design procedure of the Internal 

Model Controller to establish PID rules with a well described approach. Deshpande in 

1988 introduced optimization methods to obtain the PID parameters by the 

optimization of the Integral Square Error (ISE), Integral Absolute Error (IAE), 

Integral Time Square Error (ITSE) as the performance indices. Porter and Jones in 

1992, proposed the concept of the Genetic Algorithm based technique for finding the 

tuning parameter of the digital PID Controller. Wang and Kwok (1994) proposed the 

optimal design of the Proportional Integral Derivative (PID) Controller, based on the 

Genetic Algorithm. Later in 1995, Zibo and Naghdy proposed the concept of the 

application of the Genetic Algorithm for system identification. Now a number of 

control schemes are available (Jones et al., 2014; Ogunnaike and Ray, 1994; Aslam 

and Kaur, 2011; Jeng and Lee, 2012).  

In the PID control system analysis, design and technology (Ang and Yun Li, 2005), an 

overview of functionalities and tuning methods in software packages and its 

implementation in commercial hardware modules was presented. By including system 

identification and intelligent techniques in software based PID systems helps automate 

the entire design using tuning process. PID controllers are considered as an extreme form 

of a phase lead-lag compensator with one pole at the origin and the other at infinity. This 



30 

will help in future development of plug-and-play. PID controllers can operate optimally 

for enhanced productivity and improved quality. In 2013, Debabrata Roy et al. designed a 

proportional derivative (PD) feedback controller for pitch attitude control of a rocket. 

(Roy et al., 2013). 

2.3.1 Linear Quadratic Regulator Controller 

Linear Quadratic Regulator (LQR) is theory of optimal control that operates the 

dynamic system at minimum cost. The system dynamics described by a set of linear 

differential equations and the cost by a quadratic functional is called the LQ problem 

(Ogata, 2002; Purnawan et al., 2017). This involves a mathematical algorithm that 

minimizes a cost function with weighting factors supplied by a human. The cost 

function is defined as a sum of the deviations of key measurements from their desired 

values. Thus, this control algorithm finds those controller settings that minimize the 

undesired deviations, like deviations from desired altitude or process temperature. The 

LQR algorithm is an automated way of finding an appropriate state-feedback controller. 

However, the important aspect is to specify the weighting factors and compare the 

results with the specified design goals and this becomes the limitation with the LQR 

controller (Mohammad et al., 2013; Mauricio et al., 2012; Yin and Zhang, 2006; 

Huang and Zhou, 2004). A double inverted Pendulum was controlled optimally by an 

LQR controller by S K Yadav et al in 2012. The method is based on selecting the 

weighing matrices, Q and R. This optimisation based control technique was proposed 

considering the performance and control requirements (Yadav et al., 2012). 

2.3.2 H-infinity Controller   

H-infinity control is a robust control technique that comes from the name of the 

mathematical space over which the optimization takes place. H-infinity methods are 
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used in control theory to synthesize controllers achieving robust performance or 

stabilization. H-infinity is a member of spaces introduced by the scientist, Hardy. This 

control is a Robust control technique which was suggested by Zames in 1981 whose 

design involves more analytical calculations (Mary et al., 2012; Yilmaz et al., 2012; 

Hassibi et al., 2006; Vikalo et al., 2005). In 1989, Doyle et al. found state space H-

infinity solutions using Riccati equations (Doyle et al., 1989). To use H-infinity 

methods, a control designer expresses the control problem as a mathematical 

optimization problem and then finds the controller that solves this. H-infinity 

techniques can be used to minimize the closed 3 loop impact of a perturbation 

depending on the problem formulation, the impact will either be measured in terms of 

stabilization or performance. In a tutorial in 1993 on robust control (Lenz, 1995), 

minimization of the infinity-norm of the sensitivity function of single-input-single-

output linear feedback system is considered. This is limited to single-input-single-

output (SISO) control systems. Minimization of the mixed sensitivity criterion results 

in optimal robustness. Mixed sensitivity problem is a special case of the so-called 

standard optimal regulation problem.  

2.3.3 Optimisation Techniques 

The optimization technique has three basic parameters defined, viz: objective function, 

unknown variables and a set of constraints about the system (Yang and Gandomi, 2012; 

Gümüssoy, 2004). There are three types of optimisation techniques, viz: traditional, 

modern and intelligent methods. The traditional optimisation technique was established 

by Walvekar and Lambert (1970). A number of optimisation problems were carried out 

from 70’s and research in this area is progressing. Swisher et al. in 2000 provided a more 
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comprehensive review on various optimisation techniques (Swisher et al., 2002). In order 

to reformulate a design problem as a mixed sensitivity problem, Robust controller is 

designed by H-infinity optimization by Kwakernaaak (1993). Minimization of this 

sensitivity problem results in optimal robustness. This method also minimizes the peak 

value of closed loop frequency response functions. H-infinity optimization is concerned 

with the minimization of system norms. Prempain and Postlethwaite (2004) extended this 

control technique using output loop shaping method. A number of Optimisation control 

algorithms are developed in recent years (Wang et al., 2014; Wu et al., 2011; Gandomi 

and Alavi, 2012; Alfi and Modares, 2011; Ali et al., 2010). Robustness is of crucial 

importance in control system design because real engineering systems are vulnerable to 

external disturbances and measurement noise and there are always differences between 

mathematical model used for design and the actual system (Gu et al., 2005), which was 

studied in 2005. A control system is robust if it remains stable and achieves certain 

performance criteria in the presence of possible uncertainties. The robust design is to find 

a controller for a given system, such that closed loop system becomes robust. 

2.3.4 Backstepping Controller 

Backstepping is a novel non-linear control method, in the control theory. Backstepping 

control technique was developed by Peter V. Kokotovic et al to design and stabilize 

controls for nonlinear dynamical systems in 1990. Because of this recursive structure, 

the design process starts at the known-stable system and back out new controllers that 

progressively stabilize each subsystems of the main system until the final external 

control is reached. Hence, this process is known as Backstepping (Cooper, 2005; 

Skjetne and Fossen, 2004; Madani and Benallegue, 2006; Joseph and Geetha, 2007; 
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Peng and Yang, 2008; Farrell et al., 2009; Rudra and Barai, 2012; Sonneveldt et al., 

2007; Yang et al., 2013). 

Backstepping controller design was applied to the spacecraft maneuvers by Krstic & 

Tsiotras in 1999 and Kim & Kim in 2003 (Kim and Kim, 2003; Krstic and Tsiotras, 

1999). A tracking controller for a class of underactuated mechanical systems, based on a 

Backstepping procedure [103] was proposed by Frazzoli et al. (2000). This design 

focused on approximation of small helicopter dynamics and the control design provides 

asymptotic tracking for an approximate model of small helicopters, and bounded tracking 

when more complete models are considered. A nonlinear approach to flight path angle 

control was proposed by HarkegArd and Glad (2000). Using Backstepping controller, a 

stabilizing control law is derived and the free parameters that spring from the 

Backstepping design are used to achieve a desired linear behavior around the operating 

point. A strategy to design a time-varying stabilizing controller of the position and the 

orientation of an underactuated autonomous airship was proposed by L Beji et al. in 2002 

using time averaging and Backstepping approach (Beji et al., 2002). The airship cannot 

be stabilized to a point using continuous feedback law. However, the stabilization 

problem is solved with an explicit homogeneous time varying control law, based on an 

averaging approach. The paper by Benaskeur and Desbiens (2002), addresses analysis 

and design issues in Adaptive PID control for linear second-order minimal phase 

processes using the Backstepping algorithm. This involves adding an integral action to 

the basic Backstepping algorithm to obtain a zero static error. An integrator is therefore 

added to the plant model and is then slid back to the controller equation to obtain the 

control law.  
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In the note by Zhou et al. (2004), a class of uncertain dynamic nonlinear systems 

preceded by unknown backlash-like hysteresis nonlinearities, where the hysteresis is 

modeled by a differential equation in the presence of bounded external disturbances is 

presented. A robust Adaptive Backstepping control algorithm was developed and is 

observed that the proposed controller not only can guarantee global stability, but also 

transient performance characteristics. Abdulgalil and Siguerdidjane (2005), 

developed a nonlinear Backstepping design for the control of rotary drilling system 

that is capable of dealing with the torsional oscillations. This work is motivated by 

the complex problem of the nonlinearity in drill string, which is rotated at a constant 

angular velocity by an electric motor. An Adaptive Backstepping controller was 

designed by A Ebrahim in 2005 to stabilize an inverted pendulum that is mounted on 

a moveable cart (Ebrahim and Murphy, 2005). The Adaptive Backstepping control 

synthesis technique results in the design of a controller for non-linear state differential 

equations with unknown parameters and generates a control law for this system with 

the measured states. The performance is evaluated based on the transient 

characteristics, complexity of implementation, and the impact of the system 

characteristics on the system stability. Ghommam et al. (2006) addressed the problem 

of controlling the planar position and orientation of an autonomous underactuated 

surface vessel. A time-invariant discontinuous feedback law based on Backstepping 

design is derived to guarantee global uniform asymptotic stabilization of the system 

to the desired configuration.  To obtain high performance and good robustness for the 

flight simulator, an Adaptive Backstepping controller, which is robust to the 

parameter uncertainties and load disturbances was proposed by Wang et al. (2006). 

The parameter update law and control law are designed based on Lyapunov stability 

theorem. A nonlinear dynamic model for a quadrotor helicopter using Backstepping 

control design was presented by Madani and Benallegue (2006). Due to the under-
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actuated property of quadrotor helicopter, the controller can set the helicopter track 

three Cartesian positions (x, y, z) and the yaw angle to their desired values and 

stabilize the pitch and roll angles. A Backstepping control based on the Lyapunov 

stability theory is presented to stabilize the whole system.  

An Adaptive Backstepping control scheme for precise trajectory tracking of a 

piezoactuator-driven stage was proposed by Shieh and Hsu (2007). Based on the 

linear state-space model, an Adaptive Backstepping control for the trajectory tracking 

was developed. By using the proposed control approach to trajectory tracking of the 

piezoactuator-driven stage, improvements in the tracking performance, steady-state 

error, and robustness to disturbance was obtained. A novel decentralized PID 

controller design procedure based on Backstepping principles was presented by 

Zhang and Zhu (2007) to operate multiple-input multiple-output (MIMO) dynamic 

processes. First, a control Lyapunov function (CLF) and virtual control variable based 

on the Backstepping method was derived recursively for each loop and a 

multivariable controller is obtained. Sufficient stability conditions are then derived 

for two-input two-output and MIMO closed-loop systems, respectively. In order to 

achieve good handling (or flying) qualities in longitudinal axis for all flight 

conditions, an Adaptive Backstepping flight control law was presented by Ju and Tsai 

(2007). With the Backstepping technique, an adaptive controller is designed for the 

purpose of accomplishing desired responses under a wide range of flight envelope. In 

comparison with other conventional control methods, the proposed control law is 

much simpler and easier to implement. A new control methodology is introduced by 

E S Kazerooni in 2008 for nonlinear and MIMO heating, ventilating and air 

conditioning (HVAC) systems (Kazerooni et al., 2008). A full information feedback 
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of states and disturbances is used for disturbance decoupling and model linearization 

purposes. Simulation results show that the closed-loop system has good and fast 

tracking, offset-free and smooth response with high disturbance decoupling and 

optimal energy consuming properties in the presence of time-varying loads. A robust 

nonlinear attitude control method for aircraft based on partitioned Backstepping and 

input-to-state stability theory was proposed by Bi et al. (2009). With this strategy the 

coupling of the model attitude can be dealt naturally. The control design can be 

applied directly to an aircraft with thrust arising from gas fuel. The state feedback 

control problem was addressed by C Hua et al. in 2009 for a class of nonlinear time-

delay systems (Hua et al., 2009). The time delays appear in all state variables of the 

nonlinear system, which brings a challenging issue for controller design. With the 

help of a Backstepping method, a memoryless state feedback controller was designed, 

which does not need the precise knowledge of time delays. The developed method 

was applied to the control design of a two-stage chemical reactor with delayed 

recycle streams, and the simulation results verify the effectiveness of the main results. 

Farivar et al. in 2011 proposed the chaos control and modified projective 

synchronization method for unknown heavy symmetric chaotic gyroscope systems 

using adaptive Backstepping control (Fariyar et al., 2012). In the paper, using Neural 

Backstepping control technique, control laws was established which guarantees the 

chaos control. Here Gaussian radial basis functions are utilized to on-line estimate the 

system dynamic functions. The proposed method allows us to arbitrarily adjust the 

desired scaling by controlling the slave system. The simulation results show that the 

proposed method is very effective and robust against system uncertainty. 
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2.3.5 Sliding Mode controller 

Sliding mode controller (SMC) is suitable for a large number of industrial applications 

because of their properties like robustness, invariance, order reduction and chattering 

control. Variable structure control utilizes a high speed switching control law to drive 

the non linear plants state trajectory onto a specified and user chosen surface in the state 

space and to maintain the plants state trajectory on this surface for all subsequent time. 

The state variables of the plant dynamics are required to satisfy and reach another set of 

equations which defines the switching surface. This control scheme is widely used due 

to its robustness against parameter variations and disturbances (Saravana Kumar et al., 

2009; Musmade et al., 2011; Utkin, 1977; Tan et al., 2005; Utkin, 1993; Shyu and 

Shieh, 1996; Li et al., 2012; Moura et al., 2007; Mondal and Mahanta, 2013; Ding et 

al., 2013; Hong et al., 2005, Iggidr et al., 1996). 

Chattering reduction and error convergence in Sliding mode control for a class of 

nonlinear systems was done by Pushkin Kachroo and Massayoshi Tomizuka (Kachroo 

and Tomizuka, 1996). To reduce chattering in Sliding mode control, a boundary layer 

around the switching surface is used and a continuous control is applied within the 

boundary. The above principle is used to generalize the design for the class of nonlinear 

systems being considered. In 1999, a survey paper (Young et al., 1999) was written by 

Young et al. as a guide to sliding mode control for practicing control engineers. The 

paper incorporates an accurate assessment of chattering phenomenon perceived as 

motion which oscillates, providing a frame of reference for future Sliding mode control 

research. The important property of the control action is discontinuous nature, referred as 

variable structure control (VSC), where the primary function is to switch between two 

distinctively different system structures. The paper investigated various Sliding mode 
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control designs that focused on guaranteeing the robustness in the presence of practical 

constraints and realities. It was also concluded that introducing discontinuous SMC and 

restructuring the SMC design in a sampled data system framework is appropriate and 

positive step in SMC research.  

Novel induction motor control optimizing both torque response and efficiency was 

proposed by Rodic and Jezernik (2002). The main contribution of the paper is a new 

structure of rotor flux observer aimed at the speed-sensor less operation of an 

induction machine servo drive at both low and high speed, where rapid speed changes 

can occur. In principle, the proposed method is based on driving the stator flux 

toward the reference stator flux vector defined by the input command and the 

reference rotor flux. The magnitude and orientation angle of the rotor flux of the 

induction motor are determined by the output of the closed-loop rotor flux observer 

based on Sliding mode control and Lyapunov theory. Simulations and experimental 

tests are provided to evaluate the consistency and performance of the proposed 

control technique. Sensor less Direct Field Oriented (SDFO) control of three-phase 

induction motors based on Sliding mode has been studied and applied to domestic 

washing machine drives by Xu et al. (2005). In this paper, three related techniques, 

Sliding mode flux observer, sliding mode speed controller and direct rotor speed 

estimator are presented for the application of SDFO Sliding mode in induction motor 

control system. The investigations focused on how speed regulation is improved for 

systems with robustness and it also concentrates on specific technical issues in 

washing machine drives. An experimental evaluation of a dynamical Sliding mode 

control for power converters was recently proposed by Cortes et al., (2006). This 

controller is endowed with notable characteristics predicted in theory and observed in 
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simulations. It is observed that the system is robust under load and input voltage 

variations and does not require current measurements. 

In 2007, A. F. Gonzalez et al. (Gonzalez et al., 2007) presented a multi-variable DC-

to-DC converter of the Boost-Boost type constituted by two cascaded Boost 

converters in continuous conduction mode. A Sliding mode feedback controller, 

based on the Generalized Proportional Integral (GPI) approach, was developed for 

this application. Here, robustness of the feedback scheme is tested by non-modelled 

sudden load resistance variations in the resistive load of the circuit. Position control 

of synchronous motor drive by Modified Adaptive Two-phase Sliding mode 

controller was designed in 2008 by Mohamed Said Sayed Ahamed, Ping Zhang and 

Yun-Jie Wu (Ahmed et al., 2008). Chattering occurs when control signal input 

switches discontinuously across the boundary, which damages the electrical systems 

and causes vibrations in the mechanical systems. In this paper two-phase variable 

structure control is designed to control chattering and retain robustness of the 

systems. Here the first phase controls the steady states and disturbed states, whereas 

the second phase is used in the case of disturbed states. Important improvements have 

been incorporated including control of the performance of the reaching mode and 

reduction in chattering.  

A system converting solar energy to electricity and connecting to the utility network was 

proposed by Jiao and Luo (2009). In order to obtain a stable output DC voltage, an 

improved Sliding mode controller was investigated in the paper. The reaching time was 

made to zero by using the designed sliding surface. The additional integral term in the 

improved sliding surface is used to suppress the steady-state error. In order to improve 
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dynamical performances with static and dynamic specifications, a systematic procedure to 

compute the gains of the controller based on an optimization scheme was proposed by Alaa 

et al. (2009) for a boost converter. Given a system with large variations of input voltage 

and load, it is necessary to guarantee good performance of the controller for large variations 

of operating point. A higher order Sliding mode control with self-tuning law algorithm for 

uncertain non-linear systems was proposed by Q Zong et al. (2009). The method can be 

viewed as the finite time stabilization based on geometric homogeneity and integral SMC. 

In order to reduce chattering and solve system uncertainties with unknown bound, a bipolar 

sigmoid function on-line adaptation and an adjustable control gain tuning approach without 

high frequency switching was developed. Control system stability was ensured using the 

Lyapunov method. The control input chattering is reduced. Two different approaches to 

achieve robustness with respect to the input voltage, the reference voltage and the load 

variations in a step-down multiphase power converter were presented in D Biel et al. 

(2010). This control algorithm regulates the output voltage to a given reference and 

minimizes the current ripple. An Adaptive Sliding mode speed and position observer for 

sensor less control of brushless DC motor (BLDCM) was proposed in 2010 by SHI Tingna 

et al., 2010. According to the mathematical model of BLDCM, the sliding surface was 

defined based on the errors between actual and estimated currents. Equivalent control and 

Model Reference Adaptive Control (MRAC) are used to obtain position and speed signals 

of the rotor. The Lyapunov theory is introduced to prove the convergence of this system. 

The result of simulation shows that the proposed method can correctly estimate the speed 

and position of the rotor, and thus attaining good dynamic and static performances to the 

system.  
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Chattering reduction of Sliding mode control by low-pass filtering the control signal 

was done in 2010 (Tseng and Chen, 2010). In the presence of high level noise, the 

traditional boundary layer design is found to be ineffective in chattering reduction. In 

the boundary layer design, a smooth continuous function is used to approximate the 

discontinuous sign function in a region called boundary layer around the sliding 

surface. However, to achieve this, control accuracy need to be sacrificed and 

boundary layer width should be larger. In the proposed model, the sliding variable is 

estimated by a disturbance estimator and is achieved by placing an integrator in front 

of the system, which allows low pass filtering thereby reducing chattering. This 

approach has better noise immunity than conventional approach, maintaining control 

accuracy by a sufficiently large disturbance estimator gain. Focusing on uncertainty 

in singularly perturbed non-linear systems with its control performance, K J Lin 

(2014), discussed the use of fuzzy models, a proposal to use Neural Network based 

Adaptive Sliding mode control for stabilization and better convergence time. The 

sliding surface was determined by a Linear matrix inequality design procedure and 

the Lyapunov stability theorem. Simulation using an inverted pendulum model 

controlled by a DC motor shows the system as feasible, satisfactory, and with a 

comparatively better convergence time. In discussing the benefits of modified design 

of controllers for improving their performance against varying external factors, Jinhui 

Zhang and Wei Xing Zheng in 2014, use the output data as a means to develop 

Sliding mode controllers for more realistic (real-life) systems. This uses an iterative 

programming method to progressively reach the desired results for a class of linear 

systems with matched external disturbances. Sliding mode controllers are known to 

be effective and robust controllers, yet affected by uncertain systems. They gave a 
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singular framework design using a memory-based approach to adapt the Sliding mode 

controller results using output values, that showed better transient performance 

(Zhang and Zhang, 2014). 

Contrary to existing PID and Adaptive Robust Control (ARC), Modified SMCs have 

shown better robustness and tracking performance. Chuansheng Tang et al. in 2014 

proposed a new algorithm using a similarly Adaptive Sliding mode controller schema, 

considering a Permanent magnet synchronous linear motor (PMSLM) direct - drive – 

servo system (Tang et al., 2014). This again considers the Adaptive modelling 

approach with the Sliding mode control approach to handle system uncertainties such 

as including the unknown system parameters, load disturbance, nonlinear friction. 

Tang et al. in 2014, established through simulation that such Adaptive SMC models 

provide a better response performance and smaller tracking error, when compared to 

more traditional models. Shen et al. in 2014, studied the sliding motion of the SMC, 

in detail and derived a new relationship for the same using sliding motion analysis of 

a discretized system for real-time modelling (Shen et al., 2014). The relationship 

proposed use of discrete time version equations for the SMC based on two new 

quantities (   and     ) describing the sliding motion, which was in line with the 

Filippov’s equivalent control theory (Fillipov in 1960). This modification of the 

system equations was done focusing on reducing the amplitude of the switching part 

of SMC. Shen et al. in 2014 addressed a key drawback of SMC, the chattering 

phenomenon, through focus on the magnitude of the controllers switching part. Most 

earlier studies focused on reducing/slowing down variance in the control input, 

whereas Shen et al. in 2014 dealt with the chattering in the other direction. The 

effectiveness of such an endeavor was proved through simulation results of Rossler 

system. An Adaptive Robust Sliding mode control for time-varying delay systems 
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with uncertainties was proposed by Jiangfan Ni et al. (2014). Initially, an Integral 

Sliding surface is designed so that the reaching phase has been eliminated. In this 

approach a new adaptive law was designed to estimate the unknown upper-bound of 

uncertainty and thereafter a Sliding mode controller is proposed so that system state 

stay on surface where the discontinuous signal function is replaced by its continuous 

approximation to reduce chattering. The effectiveness is proved by a numerical 

example. 

2.3.6 Backstepping Sliding Mode Controller  

In 2006, M Smaoui presented a paper on synthesis of a nonlinear controller to an 

electropneumatic system. The nonlinear model of the electropneumatic system is 

transformed to be a nonlinear affine model and a coordinate transformation is then 

made possible by the implementation of the nonlinear controller (Smaoui et al., 

2006). Two kinds of nonlinear control laws were developed to track the desired 

position and desired pressure. A new Adaptive Backstepping Sliding mode controller 

of the electronic Throttle system in modern automobiles was developed in 2014 (Bai 

and Tong, 2014). Electronic throttle is a DC motor driven valve with nonlinear 

dynamical characteristics of unknown disturbances. This valve is used to regulate air 

in flow into vehicles combustion system and improve the vehicle drivability, fuel 

economy and emissions. The proposed design scheme can not only guarantee the 

robust stability of the perturbed systems but also realize the output tracking to the 

reference input. In 2005, Baric et al. proposed a Neural Network based Sliding mode 

controller for an electronic throttle system in which a static Neural Network is used as 

an estimator of the state dependent uncertainties in the system (Barić et al., 2005). 

During the Backstepping design process, parameter adaptive law is designed to 
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estimate the unknown parameter and sliding mode term is applied to compensate the 

unknown disturbances. A Robust Chattering Free Backstepping Sliding Mode 

Control Strategy for the attitude stabilization and trajectory tracking control of 

quadrotor helicopter with external disturbances was proposed by Basri et al. (2014). 

This combines the systematic and recursive design methodology for nonlinear 

feedback control strategy of Backstepping control with reliable and robust properties 

of Sliding mode controller. To eliminate chattering, a Fuzzy system can be utilized in 

the control inputs of the Backstepping Sliding Mode Controller. 

2.3.7 Fuzzy Logic Controllers 

Fuzzy controllers are intelligent artificial decision makers that provides a formal 

method for representing, manipulating, and implementing a human’s heuristic 

knowledge to controllable form. The Fuzzy Logic set theory was first proposed by 

Lotfi A. Zadeh in 1965 and the concept was elaborated by Mamdani and Assilian in 

1975 to apply Fuzzy Algorithm for approximation, reasoning and design of 

controllers in industrial applications (Yager and Filer, 1994; Mendel, 1995). In 1970s, 

King and Mamdani investigated applications of Fuzzy logic for the control of 

nonlinear industrial processes that are typically controlled by human operators. In 

recent years, Fuzzy logic control finds application ranging from automation of 

industrial process to control of electronic devices in consumer products (Jäkel et al., 

1990). These controllers also find application in several wind tunnels in NASA’s 

Langley Research Center in Hampton (Jones et al., 2014), VA. The intelligent 

controller provides the required scope for tunnels to be more efficient, safe, and 

economic. This approach helps to meet the desired performance of current wind 
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tunnels in reducing harmful emissions, maximization of run time, minimization of 

noise and improvement in system affordability and safety. 

K. Gowrishankar et al. proposed Adaptive Fuzzy controller to control turbine speed 

which is capable of locating high performance areas in complex domains 

(Gowrishankar and Elancheralathan, 2005). Initially, an Optimised PID controller 

was designed and to improve the performance further, Adaptive Fuzzy controller with 

adjustable scale factors was designed. Performance of a Simple Tuned Fuzzy 

Controller and a PID Controller on a DC Motor was analyzed by Montiel et al. 

(2007). This control technique is found to be easier than PI tuning methods. An 

Adaptive Fuzzy PID Controller for Speed control of BLDC Motor was designed 

which has the ability to satisfy desired controller characteristics by Kandiban and 

Arulmozhiyal (2012). From the experimental verification, it is clear that for the same 

operating condition, the BLDC speed control using Adaptive Fuzzy PID controller 

has better performance than the conventional PID controller and Fuzzy PID controller 

when the motor was working at lower and higher speeds. In 2015, a study of 

Membership Functions on Mamdani-Type Fuzzy Inference System for Industrial 

Decision-Making was conducted by Chonghua Wang (2015). The thesis focused to 

control the relations between input and output variables by making the fuzzy 

inference system to be transparent by adjusting the membership functions. By 

increasing the quantity of fuzzy sets for input variables, the linearity of input-output 

relation and the controllability of non-linear fuzzy inference system is enhanced. 

Fuzzy Logic finds applications in Road Traffic and Parking Space Management, 

which was designed by Ahmed Tijjani Dahiru (Dahiru, 2015). In this paper, Fuzzy 

logic is used in developing an inference for managing traffic flow and parking 
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allocation with generalized feature that is open for modification, where the travel time 

to the parking space is the output variable. The rule is found to efficiently control, 

accurately predict and conveniently adjust the performance parameters. 

2.3.8 Sliding mode Fuzzy Controllers 

Combination of Sliding mode with Fuzzy controller makes the system insensitive to 

parametric uncertainties without chattering in the output response [162]. This 

approach utilizes fuzzy rules to select the sliding surface. In 1994, R Palm proposed a 

robust control using Fuzzy Sliding mode controller. This approach ensures good 

tracking in the presence of uncertainties. However, the rules increases for higher 

order systems. A self-learning Fuzzy Sliding mode controller based on genetic 

algorithms was proposed and was analyzed using mass-spring-damper system by Lin 

and Chen (1997). Genetic-based Sliding Mode Fuzzy Controller is designed for an 

inverted pendulum by Wong et al. (2001). Here, the fitness function is found by 

selecting parameters with the combination approach and is observed that system has 

high global performance with less hitting time and chattering. 

2.3.9 Adaptive Controllers 

Adaptive systems were formally introduced in 1957 by Drenick and Shahbender with 

the view that they are nonlinear systems derived from linear or nonlinear systems in 

which parameters are adjusted using input-output data. The two distinct approaches of 

adaptive controller are Model reference adaptive control (MRAC) and Self tuning 

regulator (STR). MRAC was proposed by Whitaker , Yamron and Kezer in 1958 which 

uses a reference model whose output represents the desired output of the system. There 

are a number of Adaptive control applications in aerospace, robotics, process control 
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etc. (Enbiya and Hossain, 2011; Mirkin et al., 2008). In their paper, on Indirect Model 

reference adaptive control (MRAC), M. A. Duarte and K S Narendra in 1996 

developed a method that dynamically adjusted both plant parameters and controller 

parameters, describing the system by a set of non-linear differential equations, as in 

case of direct Adaptive control methods. This helped to bypass the issues in indirect 

methods of Adaptive control, while retaining its benefits (Duarte and Narendra, 1996). 

M. Makoudi et al. in 1999, discussed discretization and presented a Model reference 

adaptive control (MRAC) system that is decentralized to allow for poor communication 

and connectivity within the discrete portions of the system under study (Makoudi and 

Radouane, 1999). M. A. Duarte et al. in 2002, presented a similar experimentally 

validated combined Model reference adaptive control (CMRAC) for complex processes 

like PH control of a solution in a tank reactor (Duarte et al., 2002). They compared the 

results favorably with those from more conventional controllers like PID (Proportional 

– Integral - Derivative) and MRAC (Model reference adaptive control). The studies 

showed that knowledge of initial conditions had a great impact on controller tuning, 

improving performance of the controllers with respect to the performance of the PID 

controllers. M. T Yassen in 2003, in his work with the chua’s circuit discusses how 

several different approaches, involving conventional linear control techniques and 

advanced non-linear control techniques, fail to consider the practicality of having 

system parameters with unknown values (Yassen, 2003). He further demonstrated how 

an Adaptive controller can be derived for resolving the control and synchronization 

problems of the modified Chua’s circuit systems, handling unknown parameters. 

Among the approaches for control of dynamic plants with unknown parameters, direct 

and indirect Adaptive controls is the conventional approach till the last decade and now 
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focus directed towards the 2-staged Indirect Adaptive control (Liu et al., 2014). This 

usually involved dynamically estimating plant parameters using online input-output 

information and using algebraic equations to calculate the related control variables or 

control parameters. 

The study of MRAC systems was also extended to nonlinear systems extensively, to 

carry forward the robustness of the Adaptive controllers to variable systems affected by 

disturbances (Yang et al., 2006). L. Yang et al. in 2006 extended this to modify the 

standard MRAC using three non-linear differential equations, solved through eigen-

values. The modified algorithm is applied to experimental system with a non-smooth 

dead zone characteristic and shown to give stable and robust control. K A Wise et al. in 

2006 applied Adaptive control for the control of aircraft and weapon systems (Wise et 

al., 2006). This algorithm uses a reference model of the baseline control and adapt to 

make the modified variant fly close to the reference model. A class of uncertain 

dynamic nonlinear systems preceded by unknown backlash nonlinearity was discussed 

in (Zhou et al., 2007) by J Zhou in 2007. The control design is achieved by introducing 

a smooth inverse function of the backlash and using it in the controller design of 

Backstepping technique. It is noted that the proposed controller not only can guarantee 

stability, but also transient performance. A new smooth adaptive inverse to compensate 

the effect of the unknown backlash was also proposed. 

An optimal control modification to Model Reference Adaptive control for fast 

Adaptation was proposed by Nguyen and Kalmanje (2008). This control scheme 

exhibits high-gain control behaviours when a large adaptive gain is used to achieve 

fast adaptation to reduce tracking error rapidly. The fast adaptation method helps to 
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reduce squares of tracking error rapidly which is formulated as an optimal control 

problem. The optimal requirement is used to derive adaptive law using the gradient 

method which results in uniform boundedness of tracking error by Lyapunov’s direct 

method. The ability for an Adaptive control algorithm to modify a pre-existing 

control design is considered as a strength and at the same time a weakness. It is a fact 

that the fast adaptation can result in high-frequency oscillations which can excite 

unmodeled dynamics that could affect the stability of MRAC law. Here, a new 

approach to fast adaptation in MRAC framework is used where the optimality 

condition results in introducing a damping term proportional to persistent excitation. 

This optimal control is observed to determine convergence and stability 

characteristics. The simulation results show that tracking performance is achieved at a 

faster rate than existing MRAC approach and that the law can tolerate a much greater 

time delay in the system. Simulation of Adaptive systems using MIT rule was done 

by C Adrian et al. (2008). 

A Modified Adaptive control method for synchronization of some fractional chaotic 

systems was developed by Agarwal and Das (2013). The new algorithm introduced 

modification on adaptive synchronization and parameter identification method with 

unknown parameters based on Lyapunov stability theorem. The proposed method 

exhibits its simplicity and suitability for a large class of fractional order as well as 

integer order chaotic systems. E Kharisov et al. in 2013 compared the architecture of 

closed loop system in sufficient detail, showing the similarities and difference 

between the Adaptive controllers, viz: direct and indirect Model reference adaptive 

controllers (MRAC) and L1 Adaptive controller, using frequency domain tools 

(Kharisov et al., 2013). They show how fast adaptive gains reduces the phase margin 
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of an MRAC to zero showing a necessary trade off between performance and 

robustness. While a disturbance to external parameters may affect an MRAC 

adversely for a L1 Adaptive controller, provided adaptive gains prove beneficial to 

both performance and robustness. Here, the trade off is resolved in the selection of a 

low-pass filter, which also helps to improve the disturbance – rejection tendencies 

within the bandwidth of the controller. A brief survey on Simple Adaptive control, a 

stable direct Model reference adaptive control methodology was carried out in 2013 

by Itzhak Barkana (Barkana, 2013). The application of Model reference adaptive 

control (MRAC) methodology, however, faced practical issues. The standard 

Adaptive control method was the MRAC approach, which basically adapted the plant 

parameters to follow the control parameters starting with linear combination of the 

model state variables. Furthermore, in real life, plant parameters may vary under 

various operational and environmental conditions, which advocated the Adaptive 

control methodologies.  Itzhak Barkana in 2013 shows the basic features of such 

models and presents a very detailed survey on how most of the drawbacks of the 

MRAC were addressed and eliminated by the Simple Adaptive control methodology 

(SAC). He also established how the same information used for a robust classical 

design, can be used to implement robust Simple Adaptive controllers. In 2014, T. 

Garikayi et al. developed a Model reference adaptive controller of the Plantarflexion 

and Dorsiflexion movements within the Sagittal plane (Garikayi et al., 2014). The 

controller design based on dc motor actuator and empirical analysis supported with 

parameter estimation technique was developed. The control technique could 

effectively control small and precise angle movements. A survey on Adaptive 

systems, its history, techniques, issues and perspectives was conducted by Black et al. 

(2014). The focus was on linear plants and discussed on practical issues encountered 
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in making these systems stable and robust with respect to additive and multiplicative 

uncertainties. It was also discussed on extending these methods on nonlinear systems. 

A Lyapunov design based on  MIT rule for Model reference adaptive control systems 

was presented by Chetaswi et al. (2015). In this method, a cost function is defined 

which is a function of error between output of plant and reference model, where the 

controller parameters are adjusted so that the cost function is minimized. This method 

effectively eliminates the error and thus optimal performance of the system is 

obtained. In 2015, Mait et al. proposed a new higher order Model reference adaptive 

control (HO-MRAC), following Direct Adaptive control that estimates the unknown 

time varying parameters (Maity et al., 2015). This follows the Lyapunov MRAC 

update law, with observer type parameter predictor dynamics. This consists of stable 

known part, feedback of parameter error and unknown parameters which are updated 

using Lyapunov design and the effectiveness of the proposed approach was 

demonstrated using two examples. 

2.4. CONTROLLERS APPLIED TO WIND TUNNELS 

The performance of a controller decides the precision and accuracy at which the 

tunnel system operates. The function of the controller in wind tunnel system in our 

study is to regulate the settling chamber pressure for the nonlinear model of the 

Hypersonic wind tunnel system. This section presents various control approaches for 

Subsonic, Transonic, Supersonic and Hypersonic applications in varied fields. 
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2.4.1. Subsonic and Transonic Wind Tunnels 

A synthetic approach for control of Intermittent wind tunnel was introduced in 1997 

by Zhang et al. Due to the unpredictable variations in process dynamics and 

restriction of air storage volume of the wind tunnel it is difficult to control Mach 

number in the test section (Zhang et al., 1997). This is achieved by the synthetic 

approach which combines Adaptive and auto-tuning with Feedforward control 

strategy. The Feedforward control strategy is used to compensate the loss of air 

storage pressure. Auto – tuning is done in open loop and to reduce the effect of noise 

and external disturbance, data filtering is required before identification. This approach 

has excellent performance of setpoint tracking and load disturbance rejection. In 

2001, control design for a mathematical model of a modern arc heated Plasma wind 

tunnel used to test parts of space vehicles during re-entry was presented (Ambrosino 

et al., 2001). This facility permits to study the effects of aerodynamic and 

thermodynamic phenomena arising on some parts of space vehicle during re-entry 

phase by reproducing on suitable test models.  The mathematical model, based on 

ordinary differential equations and Neural Networks, was designed for Plasma wind 

tunnel system. In 2012, R. Mark Rennie et al. proposed Neural Networks to manage 

wind tunnel performance data (Rennie and Cain, 2012). The Neural Network is 

accurately trained and calibrated to simulate the behaviour of subsonic closed circuit 

wind tunnel. Here, Neural Networks are used to efficiently extract information from 

large database to organize and manipulate data for mathematical modelling and 

control of facility. The proposed approach trains Neural Network to estimate values 

of useful parameters which are not directly measured based on the control variables 

that are monitored frequently. 
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2.4.2. Supersonic wind tunnels 

A PC-based pre-programmed controller was developed by J. Matsumoto in 2001 for a 

Supersonic blowdown wind tunnel with short run time. It starts the tunnel very 

quickly without any overshoot of the stagnation pressure. The control system consists 

of a pressure transducer, a multifunction PC board and an automatic valve 

(Matsumoto et al., 2001). An ideal valve opening profile for a particular test was 

developed based on the preceding test results with the same test conditions. The 

profile is stored in the system memory before a test and the multifunction board sends 

an analog output to the automatic valve during a test. After several tests and 

corrective interpolations, the pressure disturbances in the plenum chamber are 

typically reduced to one percent of the stagnation pressure. 

Performance of Supersonic wind tunnel using PI controller was evaluated by Silva 

and Filho (2007). It is important to estimate the best test configuration with the 

required stagnation pressure, geometrical configuration of nozzles and diffuser before 

experimental run. This method concluded that Isentropic approach could be used for 

preliminary project of control and that sensitivity analysis coupled with Isentropic 

approach could be used in the choice of measuring instrument. In 2008, American 

Institute of Aeronautics and Astronautics worked on controlling a Supersonic 

Blowdown wind tunnel in LabVIEW (Braun et al., 2008). Here a PI control for the 

wind tunnel was developed in LabVIEW and experimental verification was carried 

out. In these, stagnation pressure is constant and is considered equal to plenum 

pressure which was controlled by one or more pressure regulators. Here the real time 

error between setpoint and output pressure is used by LabVIEW PI controller to 

output the control valve opening angle. Real time values of valve opening must be 
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acquired in LabVIEW from the control valve with a new value passed to it during 

each step of the program. The LabVIEW PI control program was designed to have 

maximum flexibility for the wind tunnel configuration.  In this paper, LabVIEW 

offers ability for user to edit control program to perform variety of functions both 

before and during a blowdown run. PI controllers are significantly less complex to 

operate than Neural Network controllers, but they are susceptible to organ piping 

unless correct control constants can be predicted. From the experimental results, it 

was observed that the error in plenum chamber pressure was minimized with the 

developed PI algorithm in LabVIEW. In a rapid valve opening technique (Lu et al., 

2008) proposed by E M Braun et al. in 2008, it was a desire to bring the Supersonic 

tunnel to its operating condition as fast as possible. A computer-based controller was 

developed which is able to start a Supersonic wind tunnel very quickly without any 

overshoot of the stagnation pressure. An ideal valve opening profile for a particular 

test was developed based on test data. The profile is stored in the system memory 

before a test and the multifunction board sends an analog output to the automatic 

valve during an actual test. After several tests and corrective interpolations, the 

pressure disturbances in the plenum chamber are typically reduced to one percent of 

the stagnation pressure. Unlike a PID controller, a Pre-programmed controller is not 

truly a real-time system. The advantages of having a Pre-programmed controller are 

that it can compensate for the time delays of the inputs and slow response devices, it 

can shorten the starting process, and provides a unified control and monitoring 

system. The major disadvantage of this approach is that it takes several training test 

runs to optimize the performance. In 2008, design and application of simple Gain 

scheduled PID controller using a Neural Network model of Variable throat, 

Blowdown Supersonic wind tunnel was described by Nott et al. (2008). Thereafter 

with minimal assumptions, it was optimised on a Neural Network model of the tunnel 
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using Genetic algorithm to reduce the run time. Thus, the plenum pressure and test 

section control was done using Genetic algorithms, Neural Networks and gain 

scheduled PID algorithms. The above said PID control is implemented with the time 

variant properties of control problem by determining a functional form of integral 

term of the controller. The controller is optimised using Genetic algorithm on a 

Neural Network model of the tunnel and compared with conventional PID controller 

using the same Neural Network model. The process was repeated for different throat 

settings to find control gains for each settings. Here two Neural Networks were 

created to model the system to accommodate parallel training on two PCs. The results 

show that the Neural Network effectively modelled wind tunnel characteristics, 

uncertainties, sensor dynamics, and time delays. The proposed optimised controller 

designed is proven to work well at every throat settings for time dependent and 

nonlinear systems. In 2008, S R Bhoi et al. made characteristic study to predict the 

time histories of settling chamber pressure and storage tank pressure for a given 

trajectory of opening of pressure regulating valve. Minimum valve opening is 

predicted to maintain settling chamber pressure higher than estimated minimum at 

high Mach numbers (Bhoi and Suryanarayana, 2008). It is also proposed to add a 

Variable Mach number Flexible Nozzle (VMFN), by which it is started at low Mach 

numbers and required one is reached by changing the Nozzle contour. 

M G Silva, in 2009, proposed two controllers, one to control stagnation pressure in 

the settling chamber and second based on the relation between stagnation pressure 

and temperature at the settling chamber which represents the Reynolds number 

specified for test (Silva, 2009). For a given Mach number, it is important to maximize 

test duration while running the tunnel at lowest stagnation pressures, considering 

undesirable variations of Reynolds number in the test section. Performance of the 
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tunnel system for different Mach numbers and Stagnation pressures were tested. 

Supersonic retro propulsion (SRP) has been proposed by N M Bakhtian, as a 

candidate enabling technology for future high-mass Mars missions (Bakhtian and 

Aftosmis). In AIAA meeting held on 2010, the application of Proportional-Integral-

Derivative control to Supersonic wind tunnel was proposed (Busa, 2010). The 

existing pressure control system of wind tunnel was investigated and found to be 

inefficient and unreliable. However, a Programmable logic controller was used to 

replace the original control system and utilize EZ automation software to implement 

P-I-D control. The control mainly relies on the ability to maintain a constant 

stagnation pressure in the chamber forward of the throat. Here the PID program is 

controlled by EZP- Touch PLC – EDIT software, which includes common 

terminologies, input register, output register, discrete values, register values, tag 

names, and address strings. INCAS Bulletin released an Adaptive Fuzzy PI control 

for Blowdown wind tunnel in 2013. The main aim was to maintain the imposed 

experimental conditions to control the air flow using a control valve in the plant. The 

control scheme is validated using experimental data collected from real test cases and 

as part of improving the control performances, an Adaptive Fuzzy PI controller was 

implemented, where the entire process of INCAS Supersonic wind tunnel is 

completed within 15-100 seconds (Bhoi and Suryanarayana, 2008; Andrei, 2013; 

Butler et al., 2010). The main aim in designing the proposed controller is that it 

should operate at different stagnation pressures and Mach numbers and has to be 

robust to accommodate the varying pressure and mass flow requirements safely. 

INCAS Supersonic Blowdown wind tunnel is pressurized aerodynamic tunnel 

capable of operating both at Subsonic and Supersonic speeds ensuring a high 

Reynolds number. The opening of the valve is made use in test run to ensure proper 
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parameters in the plenum chamber depending on the airflow in the tank. Validation 

with the PI control in LabVIEW is realized and compared with data from the real 

tests No. 6413 and 6414. The LabVIEW application can be used in two modes, viz: 

one to fine tune PI parameters, secondly to control the system using Data acquisition 

system in place at INCAS.  After implementing with Adaptive Fuzzy PI control, there 

is considerable increase in performance, with less overshoot and tolerable rise time. 

In 2014, a mathematical model for special Blowdown Supersonic wind tunnel was 

developed with a set of ordinary differential and algebraic equations in software 

environment (Shahrbabaki et al., 2014a). Later, an Intelligent Artificial Neural 

Network was designed to optimise the membership function of Fuzzy logic controller 

for aerodynamic analysis and testing on scaled models under well controlled test 

conditions. The main aim was to provide the test section conditions of constant Mach 

number, total pressure and Reynolds number for a wind tunnel run of 5 to 80 seconds 

duration which is achieved by controlling the valve opening progressively. The above 

said control algorithm helps in minimizing the error in the test section, Reynolds 

number during blowdown run, considering the process variables and performance of 

pneumatic control valve. The proposed model in the paper is helpful in process of 

valve sizing and choosing actuator in lowest time. The Supersonic wind tunnel 

performance based on plenum temperature control was enhanced by the application 

of Fuzzy logic controller in 2014 by A N Shahrbabaki et al. In this paper, a 

Proportional Derivative Fuzzy logic control was developed to control plenum 

stagnation temperature using a heater upstream of the plenum chamber for a Mach 

number 2.5 blowdown run (Shahrbabaki et al., 2014b). The controller is robust to 

accommodate the varying pressure and mass flow requirements safely. With the 

simulation studies, it is noted that the reference temperature for heater controller is 
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considered to be 300 K. Experimental verification for a Mach number 25 is done to 

prove the accuracy of Fuzzy logic applied to Blowdown Supersonic wind tunnel and 

was found that for the proposed wind tunnel, the Reynolds number increases when 

the stagnation temperature drops. In this paper, the temperature drop is suppressed by 

installing heater and temperature controller. The Error in the heater performance 

during the run is minimized with the control program for the wind tunnel facility 

characteristics. The designed Intelligent control system leads to a control response 

with the lowest overshoot, settling time and steady state error.  In 2016, Model-Based 

Stagnation Pressure Control is discussed in Supersonic wind tunnel and an improved 

mathematical model for the same is suggested (Ilić et al., 2016). Hybrid Fuzzy – PID 

Controller for pressure regulation in Supersonic wind tunnel for Mach numbers 1.5 

and 2 at 20 bar Pressure was proposed by Sunny et al. (2017). The controller was 

implemented in LabVIEW and found that it is capable of handling uncertainties and 

nonlinearities in the process and is superior to PID controller.  

2.4.3 Hypersonic wind tunnels 

Maintaining constant pressure in the settling chamber of the Hypersonic intermittent 

blow down type wind tunnel is an important task for its effective performance (Jones 

et al., 2014; Jones et al., 2011a; Jones et al., 2011b). As the Mach number increases to 

hypersonic regime, more and more accurate controllers are required for the precise 

control of air pressure regulation in settling chamber of the Hypersonic wind tunnel 

system. It is clear from the available literature that only few controllers have been 

designed and developed for this purpose (Owen and Owen, 2002; Popov et al., 2010; 

Kabin et al., 1995; Sorensen et al., 2006). 
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PI controllers are significantly less complex to operate than other controllers, but they 

are susceptible to organ piping unless correct control constants are predicted. In the 

thesis report by Varghese Jacob et al. in 2009 (Jacob and Binu, 2009; Jacob and Binu, 

2009), the pressure in the settling chamber of wind tunnel is controlled by PI and 

Adaptive Fuzzy controller and a comparison was presented. The process is modelled 

by considering the whole system components as three pressure vessels. The 

continuity relation for the pressure vessel and equation for the flow through the 

throttling valve and nozzle is used to develop the process model in state space as well 

as transfer function form. A classical PI controller was designed for the linearized 

model of the system. The performance in terms of settling time and percentage 

overshoot were further improved by designing an Adaptive Fuzzy controller 

incorporating the varying process parameters. The design and analysis were carried 

out for three different setpoints and the results were verified. A Fuzzy assisted PI 

controller with reset wind up for the Hypersonic intermittent blow down type wind 

tunnel was developed by R Jones et al. in 2011 and analyzed in order to get desired 

Mach number and mass flow rate through the nozzle (Jones et al., 2011a; Jones et al., 

2011b). In this paper, a controller that could adapt for different sets of pressure 

values, inlet pressure values, mass flow rate and temperatures was developed. 

The basics of various wind tunnel systems and different control schemes used to 

achieve the desired characteristics for particular applications are discussed and 

reviewed in this chapter. 
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Chapter 3 details with the Hypersonic wind tunnel system model and its fundamental 

characteristics. Modelling and simulation play a vital role in gaining necessary and 

important information about the characteristics of a particular system. In general, 

modelling focuses on representation of interaction between the different parts or 

subsystem of the main system which will help in designing an appropriate control 

scheme for the desired performance. The purpose, block diagram description and 

major elements of Hypersonic wind tunnel are presented with technical details, 

constraints and its relevance. Thus, it provides an overall technical know - how of the 

system as such and suggest a good platform for design of various controllers for 

pressure regulation inside the settling chamber of the tunnel system. 
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CHAPTER 3 

MODELLING AND ANALYSIS OF HYPERSONIC WIND 

TUNNEL SYSTEM 

3.1 INTRODUCTION 

The purpose of designing a control scheme for any system is to appropriately tune its 

dynamics so as to achieve the desired system characteristics for a particular 

application. In order to design a proper controller for any system, the characteristic 

features in open loop condition ie, without any influential feedback have to be 

thoroughly studied (Furian et al., 2015; Murray-Smith, 2015). A model is a 

mathematical representation of any given system, which provides the general 

characteristics of the individual components of a system. The control scheme has to 

be designed based on these informations obtained from this open loop study 

considering all the performance parameters. Numerical simulations are highly 

important for studying the performance of a particular control design in situations 

where real time experiments are expensive or dangerous considering all the input and 

output variables as well as possible disturbances to the system. This will help in 

improving the control design by testing the various possible modifications with 

respect to performance parameters without the burden of real world or laboratory 

testing. Thus, in general, process modelling is performed to collect and evaluate the 

knowledge on a certain process as completely as possible. In the reduced process 

model, the boundaries of the process parameters are important whereas, simulation is 

a strategic tool in the field of process development and process control, which is used 

to present certain aspects of an existing system, or a system to be developed, as 

models, or to reproduce them. Physically modelling a system helps to investigate 
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situations that would be dangerous in real life, used in engineering and product design 

to investigate the effect of changes without producing a physical prototype (Jacob and 

Binu, 2009; Jones et al., 2011b; Nott et al., 2008; Braun et al., 2008; Furian et al., 

2015; Murray-Smith, 2015). General process modelling is shown in Fig. 3.1. To 

model a process, initially the mathematical model of the system is obtained and 

suitable control technique is applied based on application. Then we validate the 

proposed control technique for the system under consideration. If the results of 

validation are unsatisfactory, then we remodel the system and if found satisfactory the 

control scheme can be implemented. 

 

Fig. 3.1 Process Modelling 

Dynamic models are sets of equations that describe the dynamic behaviour of the 

system in control engineering. Generally, there are 2 types of modelling techniques viz: 
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Physical/mathematical modelling and system identification (Furian et al., 2015; 

Murray-Smith, 2015). Normally, the models for a dynamical system is represented 

using mass, energy and momentum balances. Traditionally, first principle assumptions 

and measurements of system parameters are used to derive nonlinear models, from 

which linear models are obtained. The general steps involved in modelling is 

represented in Fig. 3.2.  

 

Fig. 3.2 Modelling Technique 

In order to model a system, the dynamics of the physical system are analyzed, based on 

which assumptions and approximations are taken to represent the mathematical model. 

However, the system is analyzed by simulations and the response of the model is 

obtained from which we predict the response of the physical system. Based on the 

response, we modify the system parameters to physically model the system. 
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Physical or mathematical models, are developed based on the mathematical equations 

which describes the physical behaviour of the system. The relation between the 

system parameters, input variables and corresponding output signals are represented 

as mathematical expressions in the form of differential equations. The various types 

of mathematical models includes differential equation model, state space model and 

transfer function model. System identification is considered an equally important and 

efficient approach to derive dynamic models directly from the test data, to overcome 

challenges such as hardly obtained parameters of the underlying physics.  

3.2 MODELLING OF HYPERSONIC WIND TUNNEL 

Wind tunnels are specific research facilities developed for the study of airflow 

characteristics around solid objects. Wind tunnel testing finds applications in the 

investigation of aerodynamic properties of aero vehicles, land carriers and sports 

vehicles (Savino et al., 2009; Pope and Goin, 1965). Wind tunnel studies are 

conducted for acquiring characteristic properties of specific objects by subjecting 

their full or scaled models to desired conditions of air velocity, pressure and 

temperature. Hypersonic wind tunnels are such facilities, which provide hypersonic 

flow regime, at Mach numbers greater than 5 for aerospace applications (Lee et al., 

2014; Pope and Goin, 1965). Intermittent blow-down Hypersonic wind tunnels are 

more cost effective than the continuous type systems and are hence carefully 

calibrated for effective utilization of the limited testing time (Jacob and Binu, 2009; 

Jones et al., 2011b; Braun et al., 2008; Pope and Goin, 1965).   

Hypersonic wind tunnel is a self-contained facility that is used to study aerodynamic 

performance of space vehicles. It comprises of HP, PRV, H1, SC, NOZ and TS as 
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detailed in section 1.2 of Chapter 1. Air is used as working fluid in the test section. 

Block schematic of the Hypersonic wind tunnel systems is shown in Fig. 3.3.  

 

Fig.3.3 Block Diagram of Hypersonic Wind Tunnel 

The object or its model is fastened in the test section and testing is carried out by 

passing air at high speeds over it thus mimicking real world situations, wherein the 

object moves with the same speed in air. For this purpose, atmospheric air is first 

compressed and stored in the high pressure storage tank from where it is released to TS 

through a pressure regulating valve, heater, settling chamber and the nozzle. PRV 

regulates the pressure of the air released from HP and the H1 heats up this air so as to 

achieve the desired operating pressure and temperature in the settling chamber. The SC 

and NOZ serves the purpose of smoothening the air stream so as to achieve uniform, 

high quality flow in the test section. While passing through the NOZ, the air gets 

expanded and achieves the desired Mach number for the specific hypersonic flow 

required in the TS. From the test section, air is released to a vacuum chamber through a 

diffuser, which helps in reducing the flow velocity (Jacob and Binu, 2009; Jones et al., 

2011b; Pope and Goin, 1965).  The need for maintaining a constant hypersonic flow in 

the TS throughout the test run is very crucial. However, during the acceleration of air 

through the tunnel, the mass reduces continuously, which leads to an unsteady pressure 

in the settling chamber that will indirectly affect the pressure in the TS.  During the test 

run, the pressure in the storage tank decreases gradually, which subsequently results in 

variation of pressure in the SC. However, a steady hypersonic flow is required to be 

maintained in the SC and thereafter in the TS throughout the test run which lasts for a 
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duration of 40 s (Jacob and Binu, 2009; Jones et al., 2011b; Braun et al., 2008; Pope 

and Goin, 1965). Therefore, the pressure in the settling chamber has to be maintained 

constant using PRV by adjusting the variable stem movement facility (Lee et al., 2014; 

Savino et al., 2009; Jacob and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965). 

Thus, the control of valve opening is very crucial for maintaining the settling chamber 

pressure in the hypersonic flow regime, which can only be achieved by properly 

designing a suitable controller. 

3.2.1. Assumptions and Approximations for Modelling 

For mathematical modelling of Hypersonic wind tunnel system, the whole system 

components are considered as three pressure vessels, viz, high pressure storage tank, 

heater and settling chamber (Jacob and Binu, 2009; Jones et al., 2011b; Pope and 

Goin, 1965; Furian et al., 2015; Murray-Smith, 2015). We, assume the temperature 

variations during operations to be negligible, which makes the modelling simpler. 

Thus, the second pressure vessel, heater which is made of core bricks is assumed to 

have 100 percentage heat transfer from core brick to air so that temperature variations 

are negligible. Moreover, pipeline volume is accounted in the heater and the settling 

chamber. To model the heater, we consider the pressure drop of air and variations in 

Reynolds number to be negligible (Savino et al., 2009; Jacob and Binu, 2009; Jones 

et al., 2011b; Pope and Goin, 1965).  

Block schematic of the Hypersonic wind tunnel systems (Jacob and Binu, 2009; Jones 

et al., 2011b) is shown in Fig. 3.4. In order to model the system, here we consider the 

equations of flow rate of compressible fluid through control valve, flow rate equation 
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from empirical analysis, mass flow rate through nozzle and continuity equations (Jacob 

and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965; Hwang and Hsu, 1998; 

Corneliu, 2013; Echman, D. P., 1958; Liptak, 1995).  

 

Fig. 3.4 Block diagram of the system for Modelling 

The general specifications of the Hypersonic wind tunnel system includes (Jones et 

al., 2011a, Jacob and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965; Echman, 

D. P., 1958; Liptak, 1995): 

1. Hypersonic flow :  232Kg/sec 

2. Total length of HWT :  300m 

3. Length of Settling chamber :  65m 

4. Mach Number :  6-12 

5. Operating Pressure :   100Bar 

6. Max. Operating Temperature :  1750
 
K 

7. Reynolds number :  10-30 

8. Run time :  20-40sec 

9. Max. Settling pressure :  300Bar 

10. Vacuum :  10
-2

mbar 
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Control valve 

In general, Flow rate,    of compressible fluid through control valve (Liptak, 1995) is 

given by 

             √
  

   
  (3.1) 

Where m is the stem movement of pressure valve,    is the storage tank pressure 

(upstream pressure of pressure regulating valve (PRV)),    is the valve coefficient, 

N8 is the constant for engineering units,    is the constant for pipeline geometry, M is 

molecular weight of air, Z the compressibility factor (Jones et al., 2011b; Liptak, 

1995). X represents the ratio of difference in upstream pressure and downstream 

pressure to the upstream pressure of the pressure regulating valve and is given by, 

   
      

  
  (3.2) 

Where    and    are the upstream and downstream pressures of pressure regulating 

valve respectively. 

Y is the expansion factor and is expressed as, 

    
 

     
  (3.3) 

Where,    is the critical pressure drop ratio factor and    is ratio of specific heat factor. 

In short, the Flow rate is given by, 

    (       ) (3.4) 
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Heater 

Heater is considered as the second pressure vessel. From the empirical analysis (Jones 

et al., 2011a, Jacob and Binu, 2009; Jones et al., 2011b), outflow from heater is given 

by, 

              (3.5) 

Where    and    are constants and P3 is the settling chamber pressure. 

Nozzle 

Fixed nozzles with various cross sectional area are used for different Mach number 

Hypersonic wind tunnels. The speed of wind tunnel is indicated by Mach number 

which is defined as the ratio of speed of aircraft to speed of sound in gas. Hypersonic 

wind tunnel has a Mach number greater than 5. The mass flow through nozzle (Lee et 

al., 2014; Savino et al., 2009; Jones et al., 2011a, Jacob and Binu, 2009; Jones et al., 

2011b; Pope and Goin, 1965; Liptak, 1995),    is given by, 

       
    

√  
    (3.6) 

Where    is the nozzle flow constant and    is the settling chamber temperature. The 

continuity equations for the three pressure vessels (Jones et al., 2011a, Jacob and 

Binu, 2009; Jones et al., 2011b; Echman, 1958; Liptak, 1995) are,  

  
   

  
 -   (3.7) 

  
   

  
         (3.8) 
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         (3.9) 

Where 

   
  

    
         

  

    
         

  

    
  (3.10)

  

V1, V2 and V3 are volume of pressure vessel 1, 2 and 3 respectively. The model and 

physical parameters of the actual large scale wind tunnel obtained from (Jacob and 

Binu, 2009; Jones et al., 2011b) is given in Table 3.1. 

Table 3.1 The Physical Parameters of the system 

Constants Parameter Values 

   valve coefficient 0.1305 

   constant for engineering units 0.000948 

   pipe geometry constant 1 

  molecular weight 29 

  compressibility factor 1.077 

   critical pressure drop ratio factor 0.562 

  area of the pipe 0.0130394   

    volume of the compressed air storage tank        

    volume of Heater for Mach 6 operation          

    volume of settling chamber and associated pipelines        

The nominal plant transfer function and state space model are derived as detailed in 

Appendix 1 and is given by, 

  ( )

 ( )
  

                   

                         
  (3.11) 

For the Hypersonic wind tunnel system, there is a time delay in the response due to 

the presence of vessel 2 (H1) in between the PRV and the SC. Hence to account this, 

we incorporate transport delay to the system. The effect of delay is estimated by 
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measuring the time to respond for a particular input in closed loop condition as this 

delay may not necessarily be evident in the response of the system. Pade’s 

approximation is widely used to approximate delays in continuous control systems 

when functions contain poles, as the use of rational functions allows them to be well-

represented and its properties are good in frequency domain. This usually 

incorporates equal numerator and denominator degree exhibiting a jump at time, t=0. 

As it is difficult to determine all system poles, control systems with delays are 

difficult to analyze and simulate. Hence, we use Pade’s approximation for the delay 

based on empirical analysis and analyzed the resulting system. Considering the 

transport delay in eq. (3.12) and valve transfer function (Lee et al., 2014; Savino et 

al., 2009; Jacob and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965) in eq. 

(3.13), the system transfer function is given in eq. (3.14). 

                                   
        

       
 (3.12) 

                         
 

      
 (3.13) 

A transport delay of about 30 milliseconds is added and time constant for PRV is 

taken as 0.5 seconds. First order valve transfer function is also incorporated into the 

process and the final plant transfer function from   ( ) (Jacob and Binu, 2009; Jones 

et al., 2011b; Pope and Goin, 1965) is given by, 

 

  ( )  
                                

                                               
     (    ) 
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3.3 SENSITIVITY ANALYSIS  

Linearity and robustness are two important features of physical modelling. A robust 

system is one whose properties do not change explicitly if applied to a slightly different 

system (Jacob and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965; Swain et al., 

2014). Sensitivity analysis is a characteristic tool to study the degree of robustness and 

the nonlinearities in a given system. This analysis is the study of how the variation in the 

output of a model can be distributed, qualitatively or quantitatively, to different sources 

of variation. As models are approximations of real systems, sensitivity analysis helps to 

ensure nonlinearity and reliability of the modelled system and determines how the input 

influences the output. As the valve response and characteristics are nonlinear which is 

accounted to the stem position or percentage of valve opening, we consider the tunnel 

system as nonlinear even though for the purpose of modelling, we made linearized 

approximations for the system as given in eq. (3.14). The real process is influenced by the 

significance of the transport delay and valve transfer functions and hence they are 

incorporated in the form of their linearized approximations. To analyze the sensitivity, 

the variation in heater pressure and settling chamber pressure for each 10% incremental 

change in stem movement is analyzed maintaining air storage pressure, P1 constant. 

With the storage tank pressure, P1 = 30 10
6 

Pa, for each 10% increase in stem 

movement, the response of heater pressure and settling chamber pressure are noted 

and is shown in Table 3.2. 
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Table 3.2 Percentage of Stem movement versus Pressures, P2 and P3 

% of stem movement P2(Pa) P3(Pa) 

0% 7.7 10
6
 7 10

6
 

10% 7.7 10
6
 7 10

6
 

20% 7.7 10
6
 7 10

6
 

30% 9.032 10
6
 8.2242 10

6
 

40% 11.082 10
6
 10.0915 10

6
 

50% 12.8158 10
6
 11.67 10

6
 

60% 14.2355 10
6
 12.964 10

6
 

70% 15.383 10
6
 14 10

6
 

80% 16.3 10
6
 14.845 10

6
 

90% 17.044 10
6
 15.5165 10

6
 

100% 17.6455 10
6
 16.05 10

6
 

 

Fig. 3. 5 shows variation in heater pressure for different valve opening ranging from 0 

to 100% based on the data from Table 3.2 where heater pressure variation in 

accordance with the percentage of stem movement is depicted.  

 

Fig. 3.5 Variation in Heater pressure for different levels of valve opening 
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From the figure, it is clear that for a constant initial pressure, P1, the flow from the 

heater is constant for the first 20% of the valve opening and then increases at a 

constant rate for every 10% rise in PRV. The sensitivity for every 20% increase in 

stem movement is tabulated in Table 3.3. 

Table 3.3 Sensitivity versus Stem movement for Heater Pressure 

% of stem movement P2(Pa) 
Sensitivity of region 1(Pa 

/%change in stem movement) 

20% 7.7 10
6
 

0.1691 10
6
 

40% 11.082 10
6
 

 

% of stem movement P2(Pa) 
Sensitivity of region 2(Pa 

/%change in stem movement) 

40% 11.082 10
6
 

0.1576 10
6
 

60% 14.2355 10
6
 

 

% of stem movement P2(Pa) 
Sensitivity of region 3(Pa 

/%change in stem movement) 

60% 14.2355 10
6
 

0.103225 10
6
 

80% 16.3 10
6
 

 

% of stem movement P2(Pa) 
Sensitivity of region 4(Pa 

/%change in stem movement) 

80% 16.3 10
6
 0.067275 10

6 

100% 17.6455 10
6
 

 

From the above table, it is clear that the sensitivity is varying for different values of 

stem movement with respect to heater pressure. It is also observed that the sensitivity 

is varying continuously and has infinite values at infinite regions which shows the 

nonlinear behaviour of the system. Fig. 3.6 shows the sensitivity of heater pressure 

with variation in stem movement. From this figure, it is clear that the sensitivity is 

varying with respect to time and is a clear indication of the nonlinearity in the system. 
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Fig. 3.6  Sensitivity of heater pressure 

Similarly, the sensitivity of settling chamber pressure is analyzed maintaining the air 

storage tank pressure constant at 30 10
6
 Pa. Fig. 3.7 shows the variation of settling 

chamber pressure for different values of valve opening obtained from Table. 3.4. 

From the figure, it is observed that the settling chamber pressure is constant for the 

first 20% of the valve opening and then increases at a constant rate for every 10% 

increase in stem movement. Table 3. 4 gives the sensitivity for each 20% increase in 

stem movement for settling chamber pressure. The valve response and characteristics 

of the tunnel system is nonlinear. In order to maintain constant settling chamber 

pressure in accordance with the input to the valve, practically, the system is operated 

first in open loop wherein we obtain the rate of valve opening for a particular pressure. 

This value is feed as the input during closed loop condition thereby reducing the error 

and hence the nonlinearity can be considered to be nominal. 
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Fig. 3.7 Variation of Settling chamber pressure for different levels of valve opening. 

Table 3.4 Sensitivity versus Stem movement for Settling chamber pressure 

% of stem movement P3(Pa) 

Sensitivity of region 1(Pa 

/%change in stem 

movement) 

20% 7 10
6
 

0.154575 10
6
 

40% 10.0915 10
6
 

 

% of stem movement P3(Pa) 

Sensitivity of region 2(Pa 

/%change in stem 

movement) 

40% 10.0915 10
6
 

0.143625 10
6
 

60% 12.964 10
6
 

 

% of stem movement P3(Pa) 

Sensitivity of region 3 (Pa 

/%change in stem 

movement) 

60% 12.964 10
6
 

0.09405 10
6
 

80% 14.845 10
6
 

 

% of stem movement P3(Pa) 

Sensitivity of region 

4(Pa /%change in stem 

movement) 

80% 14.845 10
6
 

0.06025 10
6 

100% 16.05 10
6
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Fig. 3.8 shows the sensitivity of settling chamber pressure with variation in stem 

movement and is clear that as time varies the sensitivity changes infinitely which 

indicates the system is nonlinear. 

 

Fig. 3.8 Sensitivity of Settling chamber pressure. 

From the figure, it is observed that the sensitivity of settling chamber pressure with 

respect to stem movement is decreasing continuously with respect to time. Therefore, 

it is evident that the settling chamber pressure shows nonlinear behavior. These 

observations obtained from Fig. 3.6 and 3.8, shows that the system is nonlinear. 

3.4. PERTURBATION ANALYSIS 

Perturbation studies represents the dynamic behavior and effects of the process 

variables which are realizations of the scaled physical models. Several perturbation 
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theorems are proved for nonlinear ordinary differential equations for which all 

subsystems of the linearized equation are integrable (Jones et al., 2014). This gives a 

practical type of stability, expressing the property that the systems or subsystems tend 

to zero, and measures the effect of various types of perturbations in the systems. In 

studying this effect in the tunnel stem, we assume the unperturbed system to be 

stable. For the Hypersonic wind tunnel system, the temperature in the pressure vessel 

1, T1, Heater temperature, T2 and temperature in vessel 3, T3 are varying according to 

the operating conditions obtained from empirical analysis (Savino et al., 2009; Jones 

et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b; Pope and Goin, 1965). As 

the specifications of Hypersonic wind tunnel is included in Section 3.2.1, it is evident 

that the maximum operating range for temperature is 1750    from which the various 

operating conditions based on the empirical analysis for the tunnel system within this 

range are selected as follows (Jones et al., 2014).  

Case1:           
                        

                    

                       

Case2:          
                        

                    

                       

Case3:          
                         

                    

                       

Case4:          
                         

                    

                       

Case5:          
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Case6:          
                          

                  

                      

The transfer function corresponding to the above six operating conditions (Savino et 

al., 2009; Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b; Pope and 

Goin, 1965) are, 

Case 1: 

  ( )

 ( )
  

                    

                         
    (3.15) 

The generalised transfer function considering transport delay is 

  ( )  
                                 

                                             
   (3.16) 

Case 2: 

  ( )

 ( )
  

                  

                           
      (3.17) 

The generalized transfer function considering transport delay is 

  ( )  
                              

                                             
    (3.18) 

Case 3: 

  ( )

 ( )
  

                    

                         
   (3.19) 

The generalized transfer function considering transport delay is 

  ( )  
                                 

                                            
    (3.20) 
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Case 4: 

  ( )

 ( )
  

                    

                          
   (3.21) 

 

The generalized transfer function considering transport delay is 

  ( )  
                                 

                                              
    (3.22) 

Case 5: 

  ( )

 ( )
  

                    

                         
    (3.23) 

The generalized transfer function considering transport delay is 

  ( )  
                                 

                                             
    (3.24) 

Case 6: 

  ( )

 ( )
  

                    

                         
   (3.25) 

The generalized transfer function considering transport delay as well as valve transfer 

function from eqs. (3.13) and (3.14) is 

  ( )  
                                 

                                             
     (3.26) 

Sensitivity analysis is used to check the nonlinear behavior of a system. For processes 

that do not have a constant setpoint, but follow an infinite varying trajectory, 

nonlinearity measures are required for the application of the controller. The integral 

of time absolute error, ITAE can also be used to assess the extent of linear and 

nonlinear behavior with respect to variation in setpoints. Here, sensitivity analysis is 
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taken as a measure of nonlinearity for the application of Robust, Hybrid and Adaptive 

controllers as detailed in section 3.3.  

3.5 STATE SPACE MODEL 

The system performance in terms of settling time as well as settling accuracy are 

mainly influenced by factors like valve characteristics, flow rate through the three 

vessels, high pressure storage tank, heater and settling chamber as observed in Fig. 

3.3, which are in turn decided by the choice of the control design. For modelling, the 

continuity equations (3.7) to (3.9) and parameter values in Table 3.1 are selected for 

the three vessels (Savino et al., 2009; Jones et al., 2011a; Jacob and Binu, 2009; 

Jones et al., 2011b; Pope and Goin, 1965). In order to arrive at the state space model 

of the system, the compressed air in the air storage tank is assumed to be ideal. From 

the empirical analysis (Jacob and Binu, 2009; Jones et al., 2011b), the nominal test 

conditions corresponding to temperatures in the three vessels are selected as    

     ,         and          respectively and initial pressure in air storage 

tank is 300   10
5
 Pa. Thus, the State space model of the system is derived in 

Appendix 1 and is represented as follows. 

[

 ̇ 
 ̇ 
 ̇ 

]     [

        
                 
              

] [ 
  
  
  

]    [
      
     
 

]         (3.27) 

    [   ] [ 
  
  
  

]      (3.28) 

where        are the upstream and downstream pressures,    is the settling chamber 

pressure,     represents the displacement of the stem of PRV and       ,    and  
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    are constants,    is the nozzle flow constant and,    ,   ,    represents the gas 

capacitance of the three pressure vessels respectively. Here, pressure variations in 

each vessel is chosen as the state variables, stem movement of PRV as the input 

variable and settling chamber pressure as the output variable. 

The flow rate through the PRV varies in accordance with the stem position, and hence 

it is considered as the input to the tunnel system. The parameters required for system 

modelling are shown in Table. 3.5 (Jacob and Binu, 2009; Jones et al., 2011b). 

Table 3.5 The Parameters of the system for modelling 

Parameter Value 

Constant,                

Constant,          

Constant,               

Constant,                 

Constant,    0.0404  where   is the area of the pipe 

Constant,               

Constant,                

Constant,               

3.6. OPEN LOOP RESPONSE  

Open-loop system, generally known as non-feedback system, is a type of continuous 

control system in which the output has no influence on the control action of the input 

signal. Thus, the system cannot self-correct any errors it could make when the preset 

value drifts, even if this results in large deviations from the preset value.  
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Nonlinear Model 

In this chapter, we begin with a nonlinear system, linearize it at its critical points, then 

use linear ODE techniques to understand the approximate behavior of solutions to the 

linearized system, and finally apply the behavior to the nonlinear system. The system 

with the modelled non-linearities is simulated and the open loop response of settling 

chamber pressure versus time is obtained as in Fig. 3.9.  

 

Fig. 3.9 Response of pressure, P3 of nonlinear model. 

Initially the pressure in the air storage vessel rises to 300   10
5
 Pa, where the input is 

the stem movement. According to the stem movement, the settling chamber pressure 

reduces and settles to zero in 450 seconds. It can also be inferred that the settling 

chamber pressure    attains a peak value of 300   10
5
 Pa, and this pressure releases 

completely in 450 s. This value of 450 s for the settling time is very high for 

Hypersonic wind tunnels where the test duration is in the range of 40 s. Thus, the air 
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flow from the storage tank to the settling chamber is required to be controlled using 

appropriate techniques (Jacob and Binu, 2009; Jones et al., 2011b). 

Fig. 3.10 shows the settling chamber pressure with a sine wave as input for stem 

movement. Here, we provide sine wave as the input variable and it is clear from the 

figure that the pressure is completely released in 450 s which is same as that of the 

step input. It is observed from the figure that the amplitude of the signal is       

       and frequency is 0.55   . 

 

Fig. 3.10 Settling chamber pressure with sine wave input. 

Fig. 3.11 represents the open loop response of pressure,    of air storage tank and 

pressure,    of heater. From these figure, it is observed that both    and    takes 400 s 

to release completely.  
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Fig. 3.11 Response of pressures, P1 and P2 of nonlinear model. 

Linear Model 

In general, majority of the real time systems are non-linear. The natural approach for 

analyzing a system is to solve it explicitly, and this method works well only if the system 

is linear. If the system is nonlinear, then solving explicitly is complicated, so we linearize 

the system at its equilibria and gain a qualitative understanding of the solutions by 

analyzing the linearized model (Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 

2011b).  Hence, the wind tunnel system is linearized and is represented in state space and 

its transfer function form and the response of the linearized system is shown in Fig. 3.12. 

From the figure, it is observed that the settling time of the chamber pressure is high as 

400 s and that it needs to be reduced below 40 s. Fig.3.13 represents the settling chamber 

pressure of both linear and nonlinear system. From the figure, it is clear that for the 



  

86 

nonlinear model, the pressure releases completely in 450 s whereas in the linear model 

the time required to settle is 400 s. 

 

Fig. 3.12 Response of pressure, P3 of linear model. 

 

Fig. 3.13 Settling Chamber pressure, P3 of linear and nonlinear model. 
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3.7 STABILITY ANALYSIS  

In large complex real time systems, which incorporate new challenges in modelling 

and analysis have reliability issues of their components, delays and interruptions to 

communications between subsystems. These may result in instability of the closed-

loop system, resulting in a potentially disastrous situation (Ogata, 2002; Yang et al., 

2013; Delfour and Mitter, 1972; Jacques and Slotine, 1991).  In recent years the focus 

is on reliability rather than cost, which requires the need to ensure stability before 

designing the controller and development of fault tolerant control systems. A system 

is said to be stable if it produces a bounded output for a given bounded input. The 

stability of the system is required to be ensured before applying any type of controller 

to improve the performance of the system to the desired level. 

Various methods used for stability analysis are Kalman’s test for controllability and 

observability, Lyapunov stability theorem, Phase portrait method, Root locus and 

Bode plot methods.  

1. Kalman’s Test for Controllability and Observability 

Stability analysis is carried out on the system model before designing the controllers.  

Two major concepts are available to test controllability and observability. The concept of 

controllability refers to the ability of a controller to arbitrarily alter the functionality of the 

system (Ogata, 2002; Delfour and Mitter, 1972). The term observability describes 

whether the internal state variables of the system are externally measurable (Gayon et al., 

2013; Bhoi and Suryanarayana, 2008; Arbuckle, 2016). Controllability and observability 

of a system are verified using the non singularity nature of the respective matrixes. By 
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substituting the values of the parameters K1, K2, K3, K4, Kn, C1, C2 and C3 from Table 3.5 

(Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b) in eq. (3.27) and (3.28), 

the state matrices are obtained as, 

 [ ]   [
         
              
            

] 

[ ]   [
         
          

 
]            

 [ ]  [       ] 

 [ ]  [ ] 

 

Kalman’s test for controllability and observability (Delfour and Mitter, 1972) are 

carried out using eq. (3.29) and (3.30) respectively. 

   [         
  ]        (3.29) 

   [ 
          

 
  ]    (3.30) 

where QC and QO represents controllability matrix and observability matrix 

respectively. The values of QC and QO obtained from eqs. (3.27) and (3.28) with the 

state matrices A, B, C are |  |             
      and |  |            

        . Thus, the rank of both the matrices are 3, indicating the nonsingular 

nature and thereby ensuring the complete state controllability and observability of the 

tunnel system (Delfour and Mitter, 1972).  
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2. Lyapunov Stability  

Lyapunov stability theory is a standard tool for the analysis of non-linear systems 

which can be extended relatively to cover non-autonomous systems and also to 

provide a strategy for constructing stable feedback controllers. One of the methods to 

ensure stability is using Lyapunov stability theorem. For a dynamic system which 

satisfies,  ̇   (   )     (  )         
 , to ensure Lyapunov Stability criterion, we 

choose a continuous Lyapunov function, V(x) which is positive definite such that 

 ̇(   )    locally in x and for all t, then the system is said to be stable. 

For the tunnel system, the state variables are X1 = P3, X2 = P2, X3 = P1 (Jacob and 

Binu, 2009; Jones et al., 2011b; Ogata, 2002; Yang et al., 2013; Delfour and Mitter, 

1972). The Lyapunov function, V(x) is chosen as positive definite function and is 

given by, 

 ( )     
    

    
     (3.31) 

Then,  

 ̇( )       ̇       ̇       ̇   (3.32) 

By substituting the state variables and its derivatives from (Baals and Corliss, 1981; 

D’Souza et al., 2015; Libii, 2011; Lohan, 2002; Gayon et al., 2013; Bhoi and 

Suryanarayana, 2008; Pope and Goin, 1965),  ̇( )           . As  ̇( )  is negative, 

the tunnel system is stable according to Lyapunov stability criterion (Lohan, 2002). 
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3. Phase portrait method 

The stability of non-linear system (Jacques and Slotine, 1991) can be analyzed by 

constructing its phase portrait. A system with    and    as the non-linear functions with 

states,    and     the state space is the plane having coordinates    and    (Jacob and 

Binu, 2009; Jones et al., 2011b, Pope and Goin, 1965; Ogata, 2002; Jacques and Slotine, 

1991). Here,                are chosen as the three state variables and the plot between 

                        ̇ are shown in Fig. 3.14 (a), (b) and 3.15 (a), (b) respectively. 

From the phase portraits shown in Fig. 3.14 (a), (b) and 3.15 (a), (b), it is clear that all the 

plots converge to zero and hence the system is found to be stable.  

 

Fig. 3.14 (a) Plot of P1P2 (b) Plot of P2P3  

 

Fig. 3.15 (a) Plot of P3P1 (b) Plot of P3  ̇  
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4. Root locus 

The Root locus is the locus of the roots of the characteristic equation by varying system 

gain K from zero to infinity. From the root locus we observe the path of the closed loop 

poles and can identify the nature of a given system. In order to ensure stability of the 

system, root locus method is applied to the transfer function in eq. (3.14). Fig. 3.16 

shows the graphical method of determining stability by root locus method. From the 

figure, it is clear that the root locus is on the left half of the s-plane and hence the 

system is stable for all positive values of gain, K (Jacob and Binu, 2009; Jones et al., 

2011b, Pope and Goin, 1965; Ogata, 2002; Jacques and Slotine, 1991). 

 

Fig. 3.16 Root locus of the Hypersonic wind tunnel system 
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5. Bode plot 

Bode plot is a graphical tool to ensure stability of a system and it consists of 

Magnitude and Phase plot which represents the frequency response of a system. The 

Bode plot of the tunnel system with transfer function given in eq. (3.14) is obtained. 

Fig. 3.17 shows the frequency domain analysis of the system using bode plot. From the 

bode plot, gain and phase margin are calculated and it is clear that the gain margin is 

infinity and phase margin is positive, which indicates that the system is stable. Thus, the 

stability of the Hypersonic wind tunnel system is ensured using Kalman’s test for 

controllability and observability, Lyapunov stability theorem, Phase portrait method, 

Root locus and Bode plot methods.  

 

Fig. 3.17 Bode plot of the Hypersonic wind tunnel system 

The mode of operation of wind tunnels depends on the power requirements, which in 

turn depends on the velocity required in the test section. The dependency of power 

requirement on the flow velocity becomes increasingly non-linear as the testing goes 
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into the high speed and hypersonic flow regimes. Due to the high power 

requirements, Hypersonic wind tunnels are usually operated in the intermittent 

blowdown mode wherein high pressure or vacuum is stored and released within a 

very short duration in the range of 40 s during a test run. Thus, the crucial factor to be 

considered while designing any controller for the above purpose is that the regulated 

pressure in the settling chamber, and thereby uniform hypersonic flow in the test 

section should be attained within the limited test duration (Savino, 2009; Jones et al., 

2011b; Furian et al., 2015). Another vital factor to be considered in the design 

procedure of specific controllers is the maximum withstandable pressure within the 

tunnel system. In general, physical specification of the maximum withstandable 

pressure of a given tunnel system is also very critical in the design procedure of 

specific controllers (Lee et al., 2014; Jones et al., 2011a; Jacob and Binu, 2009; Jones 

et al., 2011b). Hence, it becomes very important to conduct theoretical analysis and 

numerical simulations with various controller designs before venturing into real time 

experiments for specific applications. Keeping these factors in focus, we design 

suitable control schemes and carryout a comparative study of their performance with 

each other as well as, with existing fundamental controllers. This is done to propose 

the most suitable control schemes to regulate the pressure, which matches the desired 

performance characteristics like minimum overshoot and short settling time. 

This chapter describes in detail the Hypersonic wind tunnel system. The purpose, 

block diagram description and major elements of Hypersonic wind tunnel are 

presented with technical details, constraints and relevance. Thus, it provides an 

overall technical know-how of the system, as such, and suggest a good platform for 

design of various controllers for pressure regulation inside the settling chamber. 
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Directly applying any controller to a tunnel system would cost long run times and pose 

danger to the system due to possible instabilities or insufficiencies of the proposed 

controller. Therefore, to study the effectiveness of any proposed controller, it is 

advisable to first apply it on tunnel model before implementing on large scale systems. 

In addition, controller design is very important for maintaining the desired environment 

in the test section, and also for increasing the consistency and cost effectiveness of the 

experimental test run (Jacob and Binu, 2009; Jones et al., 2011b).  

Several factors like the non-ideal gas behavior, distributed characteristics of storage 

and settling chambers, uncertainties in the flow characteristics of control valves, 

makes the system model and control design highly complex and non-linear (Jones et 

al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b; Hwang and Hsu, 1998; Butler 

et al., 2010). For these reasons, controllers have to be designed on simplified 

mathematical models (Jacob and Binu, 2009). However, the control designs are 

usually complicated so as to overcome model discrepancies for the purpose of 

practical implementation. For choked flow in the control valve, the related governing 

equations will depend only on the storage tank pressure (Jones et al., 2011a; Jacob 

and Binu, 2009; Jones et al., 2011b). For non-choked flow, the flow rate will be 

decided by coupled non-linear equations between the storage tank pressure and heater 

pressure (Jones et al., 2011a; Jacob and Binu, 2009).  

The performance characteristics of the above system are evaluated for a range of set 

point values between 1 × 10
5
 Pa to 300 × 10

5
 Pa. It is observed that the general time 

evolution of the SC pressure has similar characteristics for all the set point values 

within the chosen range. The representative results for three set points, 100 × 10
5
 Pa, 
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70 × 10
5
 Pa and 50 × 10

5
 Pa are considered and the selected Robust, Hybrid and 

Adaptive controllers are designed to track the desired system output in the presence 

of the unknown system uncertainties.  

Our aim is to regulate settling chamber pressure constant by pressure regulator valve 

with variable stem movement facility thereby maintaining a constant hypersonic flow 

in the test section. This is achieved by properly designing a suitable controller for 

regulating the valve opening. Chapter 4, 5 and 6 deals with design of various robust, 

Hybrid and adaptive controller techniques for regulation of settling chamber pressure 

for the tunnel system. 
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CHAPTER 4 

DESIGN AND ANALYSIS OF ROBUST CONTROLLERS 

In Hypersonic wind tunnel system, a constant hypersonic flow in the test section is 

required to be maintained throughout the test run. However, the storage tank pressure 

decreases continuously during a test run, which indirectly reduces the settling 

chamber pressure. Therefore, settling chamber (SC) pressure needs to be controlled 

by pressure regulator valve (PRV) with variable stem movement facility. The control 

of the valve opening is very crucial for maintaining the SC pressure in hypersonic 

flow, which is achieved by properly designing a suitable controller. For high 

performance pressure regulation requirements including fast response with minimum 

overshoot, the control of wind tunnel system becomes a challenging problem due to 

the highly nonlinear structure and variations in parameters with the operating 

conditions. Controller design is very important for maintaining the desired 

environment in the test section and also increasing the consistency and cost 

effectiveness of the experimental test run (Jones et al., 2011a; Jones et al., 2011b; 

Braun et al., 2008; Bottasso et al., 2014).  
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Various linear as well as nonlinear controllers have been developed for different wind 

tunnel systems (Jones et al., 2011a; Jacob and Binu, 2009; Nott et al., 2008; Bhoi and 

Suryanarayana, 2008; Bottasso et al., 2014; Hwang and Hsu, 1998). A lumped 

parameter model for Hypersonic wind tunnel system was developed based on the 

flow rate and the continuity equations for the three pressure vessels viz. HP, H1 and 

SC (Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b). The traditional 

linear controllers like PI and PID controllers are widely used for the control of 

pressure inside the settling chamber of Hypersonic wind tunnel (Jones et al., 2011a; 

Jacob and Binu, 2009; Jones et al., 2011b). Though these controllers are easier to 

design and implement, their settling time and peak overshoot are quite high. In 

addition, these conventional controllers have major drawback such as performance 

sensitivity to variations in system’s parameters. Also, these controllers need not 

provide the required speed performance under specific operating conditions and 

constant gain.  

This chapter presents the results of a comparative study of the design methodologies 

and development of LQR, H-infinity, H-infinity with weight Optimisation, 

Backstepping and Sliding mode controllers. LQR controller is an optimization-based 

synthesis problem, used to track the output and follow the changes in set point is 

designed for the tunnel system. Based on the performance requirements, the optimal 

state feedback controller gain matrix is designed for the controller (Jacob and Binu, 

2009; Jones et al., 2011b; Ogata, 2002; Yin and Zhang, 2006). Robust controller 

namely, a H-infinity controller is designed based on the selection of weighing 

functions. To improve the performance characteristics, H-infinity controller with Krill 
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Herd optimization algorithm is designed to regulate pressure inside the settling 

chamber of a Hypersonic wind tunnel. The Krill Herd algorithm is a novel stochastic 

algorithm for improving the performance characteristics by optimizing the H-infinity 

controller parameters. The proposed algorithm minimizes the H-infinity norms by 

tuning the controller weighing function parameters. The dynamic characteristics of 

the settling chamber pressure with H-infinity and H-infinity controller with Krill Herd 

algorithm are studied by numerical simulations.  The proposed algorithm is highly 

efficient and robust in controlling the settling chamber pressure in terms of 

performance parameters. To further improve the performance characteristics, 

Backstepping and Sliding mode controllers are designed. Backstepping controller, 

which is an efficient control algorithm in designing controllers for a large class of 

nonlinear systems, is designed for regulation of pressure inside the settling chamber 

of tunnel system. Another class of nonlinear controllers, Sliding mode controller that 

alters the dynamics of a nonlinear system is designed by properly selecting the sliding 

surface. 

4.1. LQR CONTROLLER 

The Linear Quadratic Regulator (LQR) is a control technique that provides optimally 

controlled feedback gains to enable high performance design of systems. The LQR 

control law is based on the availability of the complete state vector, which is not fully 

measurable in all cases. LQR is a well-known control technique that provides 

practical feedback gains, which helps in minimizing the variation in state trajectories 

but does not always show acceptable closed loop time domain response and might 

often include high overshoot and oscillations in the response. In order to achieve 
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efficient tracking of the set point change, the weighting matrices should be chosen in 

such a manner that it meets time domain optimality criteria in terms of overshoot, rise 

time and settling time.  

Design 

The LQR technique is an iterative controller algorithm in which the design produces 

optimal controller output by adjusting the weighting functions so as to achieve the 

desired response. This technique can be applied for multiple input systems. LQR is an 

optimal control scheme, which provides a systematic way of calculating the state 

feedback control gain matrix, K. LQR controller design problem deals with 

optimizing an energy function, J by designing the state feedback controller, K (Ogata, 

2002; Yin and Zhang, 2006). 

 A system in state variable form is represented as, 

 ̇                   

              (4.1) 

with x(t)  R
n 

and u(t)  R
m

, where A and B are the state and input system matrices, 

respectively,   is the state of the system, u is the control input, n and m are integers.  

The initial condition is x(0) and states are known. The state space model of the 

system is obtained from eq. (3.27) and (3.28) of chapter (3). The state-variable 

feedback (SVFB) control law is given by eq. (4.2). 

u = -K    (4.2) 
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where K is the linear optimal feedback control gain matrix (Ogata, 2002). The closed-

loop system using this control becomes  

 ̇  (    )  (4.3) 

Where   is the new command input. 

The LQR solution relies on the solution of the matrix design equation in which many 

designs are available for solving the Riccati design equation, thereby obtaining the gain, 

K (Ogata, 2002; Yin and Zhang, 2006; Huang and Zhou, 2004). Computer-aided 

designs are common where the LQR control is a formal one and gives a solution to the 

feedback control problem. The design process involves selection of the weighting 

matrices Q and R. Once Q is properly selected, the matrix design equation is formally 

solved for the unique K that guarantees stability. 

In LQR controller design, the crucial property is asymptotical stability as long as the 

system is controllable and observable.  It is noted that the output matrices C and D are not 

used in the design process. The objective is to find the optimal control law that minimizes 

the following performance index. The performance index (PI) (Ogata, 2002; Yin and 

Zhang, 2006; Huang and Zhou, 2004) is defined by 

   
 

 
∫ (           )
 

 
    (4.4) 

The performance index, J is the energy function which keeps the total energy of the 

closed-loop system small. The LQR algorithm computes a control law, u such that the 

performance criterion or cost function is minimized. The design matrices Q and R hold 

the penalties on the deviations of state variables from their setpoint and the control 
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actions, respectively. When an element of Q is increased, the cost function increases the 

penalty associated with any deviations from the desired setpoint of that state variable, 

resulting in a larger control gain. When the values of the matrix, R is increased, the 

control gains are decreased uniformly. Thus, the two matrices Q and R are selected such 

that Q is positive semi-definite and R is positive definite (Ogata, 2002; Yin and Zhang, 

2006; Huang and Zhou, 2004; Yadav et al., 2012). The control value u is called the 

optimal control (Ogata, 2002; Huang and Zhou, 2004) which is given by, 

 ( )                   (4.5) 

where P(t) is the solution of the Riccati equation and is a real symmetric matrix. The 

matrix Riccati equation is solved by properly selecting the weight matrices, Q and R 

to obtain the gain, K. Solving eq. (4.5), 

                     (4.6) 

K is obtained as 

            (4.7) 

The plant with LQR controller is shown in Fig. 4.1. 

 

Fig. 4.1 Full state feedback representation of the system 
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In the figure,  ̇         represents input equation, output equation, input, gain and 

output response. The effect of optimal control using LQR controller depends on proper 

selection of weight matrices Q and R. The approach used for selecting Q and R is trial 

and error computer aided design, which helps to find the optimal gain matrix, K. 

Results and Discussion 

The gain matrix, K satisfying the control law for the LQR controller is estimated by 

selecting the weight matrices, Q and R as  

   [
   
   
   

]  (4.8) 

R = 1, (4.9) 

The optimal gain matrix, K is obtained as, 

K = [-0.9839    1.1041    0.3943].  (4.10) 

With these values of gain, the system is simulated to get the response of settling 

chamber pressure in the range from          to           . The response of 

settling chamber pressure is obtained for three sample set points,               

                    respectively. Fig. 4.2 (1) (a) (b) (c) respectively from top to 

bottom show the variation of settling chamber pressure with LQR controller for set 

points of                                    respectively. Correspondingly, 

its zoomed portion is shown in Fig. 4. 2 (2) (a) (b) (c) to clearly understand the 

dynamic variation. 



103 

 

Fig. 4.2  (1) Settling chamber pressure with LQR controller for the set points 

                            and Q = (1 0 0; 0 1 0; 0 0 1) (2) 

Zoomed portion of (1) 

The performance parameters and various error indices are also evaluated and the results 

are tabulated in Table 4.1. From the response, it is observed that the change in set point 

does not affect the settling time and rise time whereas the percentage overshoot is high 

for all the set point. Here the settling time is 18, 9.48, 18 s for the three setpoints 

                                  respectively and the rise time is 1.43 s for 

all the three setpoints. The percentage overshoot values are 32, 27.72 and 76.31 % and 

the peak time is observed to be, 3.72, 3.69, 3.68 s for the three set points    

                               respectively. The error indices, Integral of 

absolute error (IAE), integral of square of errors (ISE), integral of time absolute errors 

(ITAE) are also computed and show similar trends with increase in set point values. 
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Table 4.1  Performance parameters of settling chamber pressure using LQR 

controller with Q = (1 0 0; 0 1 0; 0 0 1) 

PERFORMANCE OF HYPERSONIC WIND TUNNEL WITH LQR 

CONTROLLER WHEN 

Q = (1 0 0 0 1 0 0 0 1) 

Parameters 
Set point = 50 × 

10
5
 Pa 

Set point = 70 × 

10
5
 Pa 

Set point = 100 × 

10
5
 Pa 

Settling   Time (s) 18 9.48 18 

Rise Time (s) 1.43 1.43 1.43 

Peak Overshoot (%) 32 27.72 76.31 

IAE 1.0×10
7 

1.6×10
7 

2.0×10
7 

ISE 5.0×10
13 

1.28×10
14 

2.0×10
14 

ITAE 5.87×10
13 

1.47×10
4 

2.29×10
14 

From the results tabulated in Table 4.1, it is clear that with the designed values of 

matrix, Q, the performance parameters, settling time and overshoot are not 

satisfactory. A solution to this problem is to apply the control technique by varying 

the matrix, Q to meet the performance criteria (Ogata, 2002; Yin and Zhang, 2006; 

Huang and Zhou, 2004; Yadav et al., 2012). The effect of change of weighing matrix, 

Q on the performance is evaluated by selecting Q as  

             [
     
     
     

]   (4.11) 

Corresponding optimal gain matrix, K is 

K = [ -10.2745   11.0853    3.9464]. (4.12) 

The system is simulated using these values for the entire range of pressure, and the 

response of settling chamber pressure for the three sample set points    

                             respectively is plotted. Fig. 4.3 (1) (a) (b) (c) 

shows the variation of settling chamber pressure with LQR controller for the 

respective three setpoints and the zoomed portion is detailed in Fig. 4.3 (2) (a) (b) (c).   
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Fig. 4.3  (1) Settling chamber pressure with LQR controller for the setpoints 

                           and Q = (100 0 0; 0 100 0 0; 0 

100) (2) Zoomed portion of (1) 

From Fig. 4.3, it is observed that the settling time is 15 s for all the three setpoints and 

the rise time is 1.43, 1.52 and 1.43 s for the three setpoints              

                   respectively. It can also be observed that the percentage 

overshoot is reduced and is 25.38, 31.38 and 29 % and the peak time is observed to be 

3.72, 4.00 and 3.68 s for the same corresponding three setpoints. 

The various performance parameters and the corresponding error indices are also 

calculated, and the results are tabulated in Table 4. 2. It is evident from the table that 

the settling time and rise time do not vary with variation of set point. However, the 

percentage overshoot values show a slight increase with increase in set points. The 

error indices corresponding to three set points are also evaluated.  
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Table 4.2  Performance parameters of settling chamber pressure using LQR 

controller with Q = (100 0 0; 0 100 0; 0 0 100) 

PERFORMANCE OF HYPERSONIC WIND TUNNEL WITH LQR 

CONTROLLER WHEN 

Q = (100 0 0 0 100 0 0 0 100) 

Parameters 
Set point = 50 × 

105 Pa 

Set point = 70 × 

105 Pa 

Set point = 100 × 

105 Pa 

Settling Time (s) 15 15  15  

Rise Time (s) 1.43 1.52 1.43 

Peak Overshoot (%) 25.38 31.38 29 

IAE 1.0×107 1.6×107 2.0×107 

ISE 5.0×1013 1.28×1014 2.0×1014 

ITAE 6.09×1013 1.50×1014 2.34×1014 

The effect of variation of weighing matrix, Q is clear from this analysis. With 

increase in value of the weighing matrix, Q to its optimal value, the corresponding 

gain matrix, K increases resulting in better performance, beyond which the stability of 

the system gets affected. When the value of Q is changed from (1 0 0; 0 1 0; 0 0 1) to 

(100 0 0; 0 100 0; 0 0 100) given in eqs. (4.8) and (4.11) respectively, the settling 

time is reduced from 18 s to 15 s whereas the rise time remains almost the same. The 

main advantage is the drastic reduction in percentage overshoot. The error indices, 

IAE and ISE values remain the same for both the values of weighing matrix, Q, 

whereas the ITAE shows slight increase from 5.87×10
13

 to 2.34×10
14

. The settling 

time in the case of open loop response is 450 s which is improved to 18 and 19 s with 

LQR controller for the Q value (1 0 0 0 1 0 0 0 1) and is 15 s for the Q value (100 0 0 

0 100 0 0 0 100). 

An LQR based controller is designed for regulating the settling chamber pressure of a 

Hypersonic wind tunnel system. The stability of the system is ensured using various 

approaches in chapter 3. The performance of the system is evaluated for increasing 

values of set points, and the representative results for three setpoints, 50 × 10
5
 Pa, 70 
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× 10
5
 Pa and 100 × 10

5
 Pa are plotted. The effect of variation of weighing matrix on 

the system performance is also analyzed. It is found that even though the settling time 

is reduced, there is high overshoot with both designs. Hence to improve the 

performance further, we propose various Robust controllers. 

4.2 ROBUST CONTROLLERS 

As the conventional controllers do not perform efficiently in the presence of variation 

in process dynamics, it is required to design controllers, which can perform under 

such variations created by perturbations. Robust control is an important field of 

feedback control theory which ensures stability and performance of systems with 

uncertainties (Mary et al., 2012; Yilmaz et al., 2012). With the aim of improving the 

system performance in the presence of disturbances and parametric uncertainties, we 

design a H-infinity control scheme for regulation of pressure inside the Hypersonic 

wind tunnel.  

4.2.1 H-infinity Controller  

H-infinity control technique is one of the advanced techniques, and has applications 

growing rapidly in varied fields. H-infinity control technique helps in achieving 

robust performance or stabilization and is readily applicable to problems involving 

multivariable systems. H-infinity is defined as the space of proper and stable transfer 

functions in which the control algorithm is well suited for mixture of robustness and 

performance requirements. This is achieved by properly choosing design parameters 

called weighting functions. Standard feedback configuration of H-infinity controller 

with weights (Mary et al., 2012; Yilmaz et al., 2012; Hassibi et al., 2006) is given in 

Fig. 4.4. 
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Fig. 4.4 Block diagram of H-infinity controller with weights 

The controller is designed by properly selecting the weighing functions given in the 

above figure (Mary et al., 2012; Yilmaz et al., 2012; Hassibi et al., 2006). From the 

figure, G is the plant transfer function,    represents the transfer function 

corresponding to input disturbance, r is the set point, u represents the actuator, v is the 

sensor measurement, K is the controller gain, d is the disturbance, n is measurement 

noise,    represents the settling chamber pressure,    represents the control input. The 

weight,    is the second order transfer function and is selected such that | (  )  

 

  (  )
          where S is the sensitivity function, weight,    indicates control input 

weight or multiplicative uncertainty weight and sensor noise is represented by    

(Hassibi et al., 2006). 

Design of weighting functions  

The main objective of Robust controller design is to regulate the system performance 

in spite of perturbations. The H-infinity controller is designed based on certain 

performance criteria. The multiplicative uncertainty weight     shown in Fig. 4.4 is 



109 

selected by satisfying the stability conditions (Mary et al., 2012; Yilmaz et al., 2012; 

Hassibi et al., 2006; Vikalo et al., 2005), 

   (  ) ≥   ( )                    (4.13) 

where     is the relative error of the plant transfer functions. The bode plot of plant 

transfer function and weighing function    is shown in Fig. 4.5. 

 

Fig. 4.5 Design of Multiplicative uncertainty weight,    

The weight,    is selected such that the magnitude of weight transfer function lies 

above the plant transfer function based on eq. (4.13) as, 

    
        

          
  (4.14) 
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In order to design the weight function,   , certain nominal performance requirements 

based on sensitivity functions need to be met. The sensitivity function S(s) (Mary et 

al., 2012; Yilmaz et al., 2012; Hassibi et al., 2006; Vikalo et al., 2005) is defined as  

 ( )  (   ( ) ( ))         (4.15) 

Fig. 4.6 represents the magnitude and phase of the sensitivity and complimentary 

sensitivity function for the above system.  

 

Fig. 4.6  Combined plot of sensitivity and complementary sensitivity function 

for the tunnel system 

The performance requirement for selection of Wp is guaranteed if and only if it 

satisfies the condition | (  ) <
 

  (  )
         and nominal performance criterion is 

satisfied.  
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The nominal performance criterion (Mary et al., 2012; Yilmaz et al., 2012) is given 

by, 

   (  )       (  )                      (4.16) 

The bode plot of S (  ) and   (  ) and      (  )  and   (  ) are shown in Fig. 

4.7 and 4.8 respectively. It is observed that 1/|  (  )  is greater than | (  )  in Fig. 

4. 7 and    (  )  is less than      (  )  in Fig. 4.8. 

 

Fig. 4.7 The performance requirement for selection of weight function, Wp 
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Fig. 4.8 Nominal performance criteria for selection of weight function, Wp. 

The weighing function,    is selected satisfying the above conditions as, 

    
      

     
                                                                (    ) 

The weighing function,    is choosen by trial and error method [16-18] as, 

   
 

  
                                                                            (    ) 

After designing the three weights   ,    and   , the H-infinity controller with plant 

transfer function given in eq. (3.14) is simulated, with the input disturbance transfer 

function,    = 1 for the three representative set points 100 × 10
5 

Pa, 70 × 10
5 

Pa and 

50 × 10
5 

Pa respectively. 
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Results and Discussion 

With the designed weight functions, the effectiveness of H-infinity control scheme for 

regulation of pressure inside the Hypersonic wind tunnel is investigated. The open 

loop response of the Hypersonic wind tunnel system is studied using appropriate 

physical and model parameters in the flow equations obtained from the continuity 

eqs. (3.1) to (3.14) and (3.27) and (3.28) in chapter (3) (Jacob and Binu, 2009; 

Echman, 1958; Liptak, 1995). It is observed that the settling chamber pressure 

gradually stabilizes and the pressure is fully released in 450 s as observed in chapter 

(3) (Jacob and Binu, 2009; Echman, 1958; Liptak, 1995).  

The performance characteristics of the wind tunnel system is evaluated using H- 

infinity controller for a range of set point values between 1 × 10
5 

Pa to 300 × 10
5 

Pa 

keeping the temperatures of the three vessels at T1 = 300 K, T2 = 700
 
K and T3 = 539 

K (Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b; Echman, 1958; 

Liptak, 1995) respectively. The simulation results for the three set points, 100 × 10
5 

Pa, 70 × 10
5 

Pa and 50 × 10
5 

Pa are shown in Fig. 4.9 (1). The zoomed portion of the 

settling chamber pressure is shown in Fig. 4.9 (2). 

 

Fig. 4.9       (1) The response of settling chamber pressure with H-infinity 

controller for the set points of 100 × 10
5 

Pa, 70 × 10
5 

Pa and 50 

× 10
5 

Pa (2) Zoomed portion of (1) 
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From the figure, it is observed that with the designed H-infinity controller, the settling 

chamber pressure of the system model, y(t) initially overshoots and then settles down 

to the given set points of 50 ×10
5 

Pa, 70 × 10
5 

Pa and 100 × 10
5 

Pa respectively in 1.2s 

with Gamma value of the controller as 2.45. The corresponding values of percentage 

overshoot is found to be 58.33%, 83.33% and 116 % and rise time to be 0.20, 0.85, 

0.85 s respectively. The peak time corresponding to the three set points are 50, 70, 

100 s respectively. 

Thus, an H-infinity controller is designed for the linear model of the high pressure 

system of the wind tunnel for regulating the settling chamber pressure. The above 

design is based on the weight functions and tuning sensitivity and complementary 

sensitivity functions. This controller design is simulated with the input disturbance 

transfer function,    made equal to 1 and the set point equal to 70×    Pa. The 

controller output performance is compared with the open loop response of the system. 

It is observed that the pressure in the chamber settles within 2 seconds with 5 % 

criterion and 12 s with slight disturbances, whereas it takes 450 seconds in open loop. 

These disturbances in the output response depends on the design of weighing 

functions. This shows that the system performance is improved to the required speed. 

However, drawbacks exist with the need for a high level of mathematical 

understanding, and the presence of overshoot in the output response.  

The H-infinity controller is suitably modified to improve the performance 

characteristics using Krill Herd Optimisation technique. Here, the weight function 

Wu, the performance index and the fitness function is optimized using Krill Herd 

optimization algorithm.  
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4.2.2. Optimized H-infinity Controller  

Robust control methods are designed for systems to function correctly so long as 

tentative parametric variations are within the tolerable limits. After the evolution of 

optimization technique called genetic algorithm, various techniques have been 

designed for optimization. Here, we propose an optimal H-infinity controller using 

Krill Herd optimization technique for regulation of pressure inside the settling 

chamber of Hypersonic wind tunnel (Wang et al., 2014; Wu et al., 2011; Gandomi 

and Alavi, 2012). The Krill Herd algorithm (KH) is an intelligent nature inspired 

algorithm, to solve the complex optimization problems, mimicking the herding 

behaviour of Krill swarms. In this approach, the objective function used in Krill Herd 

for krill movement is determined by the least distances from food and the highest 

herd density and the searching is based on random walks. The position of krill 

consists of three main components viz: movement affected by other krill, foraging 

action, physical diffusion (Yang and Gandomi, 2012 ;Alfi; Gandomi and Alavi, 2012; 

Alfi, 2011; Ali et al., 2010). The main advantage of this technique is that only few 

variables are required for regulation. 

Design  

The Krill Herd optimization method is used with the H-infinity controller to tune the 

parameters and weighing functions of the designed H-infinity controller. 

The proposed Krill Herd Algorithm is based on Lagrangian model, which states the 

objective function as combination of the highest density of the krill and the distance 
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of food from the krill (Yang a. In n-dimensional space, the fitness function of the 

algorithm for i
th 

krill individual is defined as: 

    

  
            (4.19) 

where Ni is the motion induced on i
th

 krill individual due to the other krill individuals, 

Fi is the Foraging motion and Di is the Random diffusion. The individual krill motion 

may depend on the neighboring krill’s and their mutual effects.  

The krill movement direction, αi depends upon different swarm densities. Thus, the 

movement of the i
th

 krill individual, Ni is defined as: 

  
                   

      (4.20) 

where      is the maximum induced speed,    is Inertia weight,   
     is previous 

motion induced. The direction αi is the sum of local effect provided by the 

neighboring krill individuals and target effect provided by the best krill individual. 

The foraging motion is the motion induced to a krill individual due to the presence of 

food and its previous locations. The foraging motion value for the i
th

 krill individual 

is as follows: 

              
    (4.21) 

where      is foraging speed,    is inertia weight of the foraging motion and   
    is 

the last foraging motion value. The effect of food on the herding mechanism is 

defined depending on the food’s location and    is the sum of effect due to the 

presence of food and the effect due to the current krill’s best fitness value recorded. 
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The random diffusion is based on a maximum diffusion speed and a random 

directional vector, δ and is given by: 

     
      (4.22) 

where D
max

 is the maximum diffusion speed, δ is the random directional vector and its 

arrays are random numbers (Yang and Gandomi, 2012; Wang et al., 2014; Wu et al., 

2011; Gandomi and Alavi, 2012; Alfi and Modares, 2011). Herein, the position in KH 

from t to (t + ∆t) is formulated as follows: 

  (    )     ( )   ∆t 
   

  
 (4.23) 

Where Xi(t) is the related position for the ith krill at time, t. 

Fine tuning of weighting functions  

Krill Herd (KH) algorithm is mainly focused on random walks and it cannot converge 

to the satisfactory function value all the time. KH performs well on unimodal 

functions and several multimodal functions (Yang and Gandomi, 2012; Wang et al., 

2014; Wu et al., 2011; Gandomi and Alavi, 2012; Alfi and Modares, 2011).  

Krill Herd optimisation algorithm 

The steps involved in the design of Krill Herd optimisation algorithm are as follows: 

Step 1: Parameter Initialization: initialization of the population of krill randomly and 

set the foraging speed, Vf , the maximum diffusion speed, Dmax, the maximum induced 

speed Nmax, and the inertia weights.  

Step 2: Fitness evaluation. Evaluate each krill individual according to its position.  
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Step 3: Sort the krill from best to worst. Update the inertia weights. Perform three 

motions. Update the krill position. Compute their fitness for all krill. 

Step 4: Sort the population and find the current best.  

Step 5: Output the best solution.  

Step 6: End.  

The aim of this algorithm is to arrive at minimum distance of the krill individual from 

food and highest density of the swarm. Thus, the objective of the optimization 

algorithm is to design optimal values for the H-infinity weights to minimize the 

variation in the settling time of the settling chamber pressure (Yang and Gandomi, 

2012; Gandomi and Alavi, 2012; Alfi and Modares, 2011; Ali et al., 2010). The 

constraints of the optimization problem is to define the upper and lower limits for the 

weight function, Wu of the controller. 

The optimization parameters used for KH algorithm is given in Table 4.3. 

Table 4.3 Details of parameter values initialized in KH Algorithm 

Number of krills 40 

Number of Iterations 30 

Foraging velocity 0.2 m/s 

Maximum diffusion 0.005 m/s 

Maximum induced speed 0.01 m/s 

Inertia for foraging 0.3 

Inertia for movement 0.3 

Mutation 0.3 
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The H-infinity multiplicative uncertainty weight,    defined in eq. (4.14) can be 

rewritten as: 

    
    

    
   (4.24) 

The optimized values of a, b, c and d in H-infinity multiplicative uncertainty weight, 

   are obtained by properly tuning the parameters and thereby finding the optimal 

objective function based on the Krill Herd optimization algorithm. Thus, we obtain the 

optimized values of a, b, c and d for the set points, 50 × 10
5 

Pa, 70 × 10
5 

Pa and 100 × 

10
5 

Pa respectively are tabulated in Table 4.4, where fx denotes the objective function 

of the optimization problem. 

Table 4.4 Optimized values of the multiplicative uncertainty weight function, Wu. 

Set point a B c d Fx 

50 × 10
5 
Pa 638.97 182.28 11.39 0.000065 1.0e+006 ×  5.0000 

70 × 10
5 
Pa 664.7149 135.0019 16.5428 0.000137 1.0e+006 × 7.0000 

100 × 10
5 
Pa 581.25 225.98 32.21 0.000034 1.0e+007 ×  1.0000 

 

Optimization with H-infinity controller 

Here, H-infinity controller is first designed and analyzed using a conventional 

approach. Depending on the performance of the H-infinity controller, parameters are 

suitably tuned by using Krill Herd optimization technique to improve its performance. 

In order to optimize the multiplicative uncertainty weight, Wu of H-infinity control 

for the tunnel system, the optimal fitting function is obtained as the iteration process 

progresses. Once the iterative process is over, the global best values for the controller 
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parameters is obtained from Krill Herd optimization algorithm as in Table 4.4, and is 

given by eqs. (4.25), (4.26), (4.27) for the representative set points 100 × 10
5 

Pa, 70 × 

10
5 

Pa and 50 × 10
5 
Pa respectively. 

    
              

               
   (4.25) 

    
           

              
   (4.26) 

    
              

               
   (4.27) 

Thus, the multiplicative uncertainty weight,    selected based on the above equations 

is in such a way that the magnitude of weight transfer function lies above the plant 

transfer function and is shown in Fig. (4.10), (4.11) and (4.12) for the same set points 

respectively. 

 

Fig. 4.10  Selection of Multiplicative uncertainty weight,    for the set point 

of 50 × 10
5 

Pa 
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Fig. 4.11  Selection of Multiplicative uncertainty weight,    for the set point 

of 70 × 10
5 

Pa 

 

Fig. 4.12  Selection of Multiplicative uncertainty weight,    for the set point 

of 100 × 10
5 

Pa 
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Based on the above optimized weights, the response of the settling chamber pressure, 

P3 of the tunnel system with H-infinity controller for the set point of 50 × 10
5 

Pa is 

obtained in Fig. 4.13 (1). Fig. 4.13 (2) shows the zoomed portion of the settling 

chamber pressure. From the figure, it is observed that the settling chamber pressure of 

the system initially overshoots and settles down to the set points of 50 ×10
5 

Pa in 1.2 

s. The corresponding percentage overshoot is found to be 75 %, rise time is 0.29 s, 

peak time is 46.17 s and the Gamma value achieved is 1.96. 

 

Fig. 4.13 (1) Settling chamber pressure with Optimised H-infinity controller for 

the set point of 50 × 10
5 

Pa (2) Zoomed portion of (1) 

Similarly, the response of the settling chamber pressure, P3 of the tunnel system with 

H-infinity controller for the set point of 70 × 10
5 

Pa and 100 × 10
5 

Pa is obtained in 

Fig. 4.14 and 4.15 respectively. 
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Fig. 4.14       (1) Settling chamber pressure with Optimised H-infinity controller 

for the set point of 70 × 10
5 

Pa (2) Zoomed portion of (1) 

 

Fig. 4.15       (1) Settling chamber pressure with Optimised H-infinity controller 

for the set point of 100 × 10
5 

Pa (2) Zoomed portion of (1) 

From the Fig. 4.15, it is observed that here also, the settling chamber pressure of the 

system model initially overshoots and settles down to the set points of 70 ×10
5 

Pa in 

1.2 s with rise time of 0.28 s and peak time of 66.17 s. The corresponding percentage 

overshoot is found to be 53.57 % with the Gamma value 1.96. 
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The response of settling chamber pressure for a set point of 100 × 10
5 

Pa is shown in 

Fig. 4.15 (1). The zoomed portion is clearly shown in Fig. 4.15 (2). From the figure, it 

can be observed that the settling chamber pressure settles down in 1.2 s with the rise 

time, 0.29 s and peak time, 96.17s. However, here also the pressure of the system 

model initially overshoots the reference model output and is observed to be 37.5 %. 

Similar dynamical behavior is observed for other set points in the chosen range. The 

performance comparison of settling chamber pressure with H-infinity controller and 

optimized H-infinity controller for the wind tunnel system is shown in Table. 4.5. In 

the table, ST represents the settling time and PO represents percentage overshoot and 

RT represents rise time. 

Table 4.5  Performance Comparison of H-infinity controller and optimized H-

infinity control Technique for Hypersonic wind tunnel 

SETPOINT 

(Pa) 

H-INFINITY CONTROLLER H-INFINITY CONTROLLER 

WITH WEIGHT 

OPTIMIZATION 

 ST (s) PO (%) RT (s) ST (s) PO (%) RT (s) 

50 × 10
5
 1.2 116 0.20 1.2 75 0.29 

70 × 10
5
 1.2 83.33 0.85 1.2 53.57 0.28 

100 × 10
5
 1.2 58.33 0.85 1.2 37.5 0.29 

From the above table, it is clearly evident that the settling time of the above system is 

same for all the three set points in both H-infinity and its optimized technique. But the 

percentage overshoot is higher for all the set points using H-infinity controller design. 

The results show that the optimized design for H-infinity controller is efficient in 

controlling the settling chamber pressure within a considerably small time range with 

drastic reduction in overshoot. However, with the optimized design for multiplicative 

uncertainty weight, Wu, the system is adversely affected by percentage overshoot 
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which can be further reduced by optimizing other weights of H-infinity controller. 

The observed percentage overshoot of the settling chamber pressure will drastically 

affect the safety and performance conditions. Improvement in performance 

characteristics is possible by suitably optimizing other weight functions with the same 

technique. From the results, it is clear that with optimized H-infinity control scheme, 

the chamber pressure of the Hypersonic wind tunnel system stabilises within 1.2 s.  

For Hypersonic wind tunnel systems, as the test duration is very short, the settling 

time is a crucial parameter. The new scheme effectively controls the settling chamber 

pressure within a very short time. Moreover, with the new scheme even though the 

percentage overshoot is drastically reduced when compared with conventional H-

infinity controller, it is still much more than the desired value. The system 

performance can further be improved by optimizing other weighing functions of H-

infinity controllers and by designing other control schemes.  

4.2.3 Backstepping Controller 

Backstepping controller is a systematic, nonlinear, recursive design methodology for 

nonlinear feedback control based on Lyapunov stability theorem. Backstepping is a 

technique developed in 1990 by Petar V. Kokotovic for designing stabilizing controls for 

a special class of nonlinear dynamical systems. These systems are built from subsystems 

that radiate out from an irreducible subsystem that can be stabilized using Lyapunov 

stability method. The main advantage includes design flexibility due to the recursive use 

of Lyapunov functions. Because of this recursive structure, the designer can start the 

design process from stable system and stabilize other subsystems. The process terminates 
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when the final external control law is reached and hence, the name, Backstepping control 

(Cooper, 2005; Skjetne and Fossen, 2004; Madani and Benallegue, 2006; Joseph, 2007; 

Peng, 2008; Farrell et al., 2009). When compared to other control techniques, this 

approach offers a choice of design tools for accommodation of nonlinearities, and can 

avoid unwanted cancellations.  

Design 

Backstepping control is a nonlinear control technique based on Lyapunov stability 

theory (Cooper, 2005; Skjetne and Fossen, 2004; Madani and Benallegue, 2006; Joseph, 

2007; Peng, 2008; Farrell et al., 2009; Rudra and Barai, 2012; Sonneveldt et al., 2007; 

Yang et al., 2013). These systems are built from subsystems that radiate out from an 

irreducible subsystem that can be stabilized using Lyapunov technique (Yang et al., 

2013). The design process starts from a known-stable system and stabilizes every 

subsystem by a backout process till final external control is reached (Cooper, 2005; 

Skjetne and Fossen, 2004; Madani and Benallegue, 2006; Joseph, 2007; Peng, 2008; 

Farrell et al., 2009; Rudra and Barai, 2012; Sonneveldt et al., 2007; Yang et al., 2013). 

The Backstepping design involves selecting recursively, some appropriate state 

variables as virtual inputs for lower dimension subsystems of the overall system and 

the Lyapunov functions are designed for each stable virtual controller (Cooper, 2005; 

Skjetne and Fossen, 2004; Madani and Benallegue, 2006; Joseph, 2007; Peng, 2008; 

Farrell et al., 2009; Rudra and Barai, 2012; Sonneveldt et al., 2007; Yang et al., 2013). 

Thus, the final control law can guarantee the stability of the entire system. 
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A. Lyapunov Theory  

It is a systematic method for nonlinear control design, which aims to develop a control 

law that brings the system to the desired state. Here a state vector x(t) is condensed into 

a scalar function V(x), which is a positive definite function and it satisfies the 

condition,  ̇( )   . The state, x=0 is the stable equilibrium for such a Lyapunov 

function.  ̇( )    gives the stronger condition of asymptotic stability (Rudra and 

Barai, 2012; Sonneveldt et al., 2007; Yang et al., 2013). 

B.  Condition for Backstepping 

Backstepping is a technique for designing and stabilizing a special class of nonlinear 

dynamical systems. The Backstepping approach provides a recursive method for 

stabilizing the origin of a system in strict-feedback form or lower triangular form as 

given below.  

   ̇     (     )                                

    ̇       (            )    

  ̇     (            )                        (4.28) 

where                are the state variables and u is the controller input. For systems that 

cannot be written in a lower triangular form, some physical properties are neglected to 

get the required form. Our aim is to construct a control law based on Lyapunov stability 
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theory that brings the system to or at least near, some desired state (Farrell et al., 2009; 

Rudra and Barai, 2012; Sonneveldt et al., 2007; Yang et al., 2013). 

C.  Controller Design 

The state equations of the tunnel system (Jones et al., 2011a; Jacob and Binu, 2009; 

Jones et al., 2011b; Echman, 1958; Liptak, 1995), in chapter (3), eq. (3.27) and (3.28) 

are brought to strict feedback form as detailed in Appendix 2 and is represented as, 

  ̇                         (4.29) 

  ̇                                   (4.30) 

  ̇                           (4.31) 

Now Backstepping is applied (D’souza et al., 2015; Libii, 2011; Jones et al., 2011a) 

to the subsystem in eq. (4.29) and the first control Lyapunov function is selected as 

  ( )   
 

 
   

     (4.32) 

The desired value of X2 to make   ̇  negative definite is given by 

  (   )           (4.33) 

Now introduce a variable Z1, which is deviation of X2 from its desired value and Z2 is 

the error variable corresponding to X2. The augmented Lyapunov function for the 

above sub-system is given by 
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  ( )   
 

 
  
  

 

 
  
       (4.34) 

The desired value of X3 to make   ̇ negative definite is given by 

  (   )   
 

    
(
                       

 

  
                   

                                   
   ) (4.35) 

The second error variable is Z2 and the system is represented in terms of Z1 and Z2 

instead of X2 and X3. Thus, the third Lyapunov function is 

  ( )   
 

 
  
   

 

 
  
   

 

 
  
 

 (4.36) 

The desired value of u to make   ̇( )  negative definite is given by 

 (   )   
 

         
(      (     (   ))    ̇      )  (4.37) 

Results and Discussion 

This section describes the results for the designed Backstepping controller of the 

Hypersonic wind tunnel. Fig. 4.16 (1) shows the settling chamber pressure with 

Backstepping controller for three different set points, 50 × 10
5
, 70 × 10

5
 and 100 × 10

5 

Pa respectively with the operating temperature, T1 = 300 K, T2 = 700 K and T3 = 539 K 

(Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 2011b) where the zoomed 

portion is shown in Fig. 4.16 (2). It is observed that there is no overshoot for all the 

three set points. The settling time is 7.5, 7 and 6.5 s, the rise time is observed to be 3.44, 

3.59, 3.59 s and peak time 19.21, 19.88, 19.88 s for the same three setpoints.  
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Fig. 4.16  Settling chamber pressure with Backstepping controller for the set 

point 100×10
5
, 70×10

5
 and 50×10

5
Pa 

Fig. 4.17 shows the Backstepping controller output for a sample setpoint of 100 × 10
5 

Pa. It takes 9 s to completely release the valve, which corresponds to the stem 

movement of 0.23 mm. 

 

Fig. 4.17 Backstepping controller output, u 
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In order to study the effect of temperature on the performance of the designed 

Backstepping controller, a small step change is made in temperature T3 from 539 K  

to 508 K at time equals 25 s with a set point of 70 ×10
5
 Pa. Fig. 4.18 (a) shows the 

variation in temperature corresponding to the above conditions and Fig. 4.18 (b) 

shows the corresponding variation in settling chamber pressure.  

 

Fig. 4.18  Settling chamber pressure using Backstepping controller with 

disturbance in temperature, T3 for a set point of 70 ×10
5
 Pa 

From the Fig. 4.18 (b), it is observed that the settling chamber pressure drops slightly 

from 70 × 10
5 

Pa to 68 × 10
5 

Pa for a duration of 10 s and it settles back at 70 × 10
5 

Pa 

at time equals to 35 s. The variation in settling chamber pressure corresponding to 

this change in temperature is quite negligible.  
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Thus, with the designed Backstepping algorithm, the response of settling chamber 

pressure has less settling time without any overshoot. However, considering the 

complexity in design and the difficulty in measuring all the variables, we suggest 

Sliding mode approach to the tunnel system.   

4.2.4 Sliding mode controller 

Sliding mode controller is a nonlinear, discontinuous control technique suitable for a 

large number of industrial applications because of it is varied properties, viz: 

robustness, invariance, and order reduction (Saravanakumar et al., 2009; Musmade et 

al., 2011). It is a systematic approach to transform higher order systems to lower order 

systems. The design of Sliding mode control involves construction of switching surface 

and development of a switching control law. The system, which is completely 

insensitive to parametric uncertainties and external disturbances utilizes a high speed 

switching control law to drive the non-linear plants state trajectory onto a specified and 

user chosen surface in the state space (Saravanakumar et al., 2009; Musmade et al., 

2011; Utkin, 1977; Tan et al., 2005; Utkin, 1993; Shyu and Shieh, 1996; Li et al., 

2012). This helps to maintain the plant state trajectory on this surface throughout the 

operating time. If the state trajectory of the plant is above the surface, the control path 

has one gain and it has a different gain if the trajectory drops below the surface. The 

state variables of the plant dynamics are constrained to satisfy another set of equations, 

which defines the switching surface. After reaching the switching surface, our system 

depends on the slope of the switching line, based on which the equivalent control law is 

derived (Terra-Moura et al., 2007; Mondal and Chitralekha, 2013; Ding et al., 2013; 

Hong et al., 2005; Young et al., 1999). The control law should satisfy a set of sufficient 
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conditions for the existence and reachability of a sliding mode (Shyu and Shieh, 1996; 

Li et al., 2012; Terra-Moura et al., 2007; Mondal and Chitralekha, 2013; Ding et al., 

2013; Hong et al., 2005; Iggidr et al., 1996; Young et al., 1999).  

Design 

 

In the method of equivalent control, we determine the system motion restricted to the 

switching surface S = 0 (Shyu and Shieh, 1996; Li et al., 2012; Terra-Moura et al., 

2007; Mondal and Chitralekha, 2013; Ding et al., 2013; Hong et al., 2005; Iggidr et al., 

1996; Young et al., 1999). The sliding surface is selected in such a manner that the 

state variables converge to it for the development of the equivalent controller. The 

most important step in the design of sliding mode controllers is to introduce a proper 

sliding surface so that the errors and output deviations are reduced to a satisfactory 

level in practical applications. However, this method introduces some drawbacks such 

as chattering effect and limited flexibility for the designer with a sliding function. The 

chattering is due to the inclusion of the sign function in the switching term and it can 

cause the control input to start oscillating around the zero sliding surface, resulting in 

unwanted disturbances in the output. The sliding mode control based on a PI sliding 

surface improves performance of control systems and address issues related to the 

control and demonstrates applicability of the proposed control as an alternative 

method to traditional sliding mode and PID control in real time applications. The 

sliding surface, S is a function of state variables X1, X2,    and is designed in such a 

manner that    converges to it for developing the control law as, 

                    (4.38) 
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where C3 is a constant gain. For the development of control law, the state equations 

are determined from the state model given in eq. (3.14), (3.27) & (3.28) of chapter 

(3). The state equations for the system given in eq. (4.29) to (4.31) is, 

   ̇                          

    ̇                                           

  ̇                                          

Using the sliding surface in eq. (4.38), the Lyapunov function is chosen 

(Saravanakumar et al., 2009; Musmade et al., 2011; Utkin, 1977; Tan et al., 2005; 

Utkin, 1993; Shyu and Shieh, 1996; Li et al., 2012; Terra-Moura et al., 2007; Mondal 

and Chitralekha, 2013) as 

    
 

 
                                           (4.39)  

The derivative of this function is given by, 

 ̇    ̇     (4.40) 

 ̇is negative definite if, 

   ̇   {

         
         
         

  (4.41) 

The equivalent controller can be found using the above equations (Saravanakumar et 

al., 2009; Musmade et al., 2011; Utkin, 1977; Tan et al., 2005). The control law is 

given by, 

             ( ) (4.42) 
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where the gain k is chosen as 1 and equivalent control law,   is obtained from eqs. 

(4.38) to (4.42) and is detailed in Appendix 3 and is given by, 

     
 

         
(
                                         

                        
)   (4.43) 

 

Results and Discussion 

The Sliding mode controller for regulating the pressure inside a Hypersonic wind 

tunnel is designed and simulated. The tunnel system is simulated for three sample set 

points, 50 × 10
5
Pa, 70 × 10

5
Pa and 100 × 10

5 
Pa. The operating condition is 

maintained at temperatures, T1 = 300 K, T2 = 700 K and T3 = 539 K (Jones et al., 

2011a; Jacob and Binu, 2009; Jones et al., 2011b) where T1, T2, T3 are temperatures in 

three pressure vessels respectively.  

Fig. 4.19 (1) show the pressure in the three vessels, P1, P2 and P3 with sliding mode 

controller for the set point, 50 × 10
5 

Pa where its zoomed portion is shown in Fig. 

4.19 (2). Fig. 4.19 (a) shows the pressure P1 inside the air storage tank which is 

regulated at 300 × 10
5 

Pa. Fig. 4.19 (b) and (c) shows the pressure P2 from heater and 

P3 from settling chamber respectively. Fig. 4.19 (b) indicates that P2 settles to the 

given set point with a settling time of 8 s without any overshoot and from Fig. 4.19 

(c), it is clear that the pressure P3 also settles to the set point of 50 × 10
5 

Pa with 

settling time of 7 s without any overshoot and chatter effect.  
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Fig. 4.19   (1) Pressures in the three vessels, P1, P2 and P3 with Sliding mode 

controller for the set point 50 × 10
5 

Pa (2) Zoomed portion of (1) 

Fig. 4.20 (1), (2) (a), (b) and (c) shows the pressure in the three vessels, P1, P2 and P3 

with Sliding mode controller for set points of 70 × 10
5 

Pa where its zoomed portion is 

shown in Fig. 4.20 (2). Fig. 4.20 (a) shows the pressure, P1 inside the air storage tank 

and is regulated to 300 × 10
5 

Pa. Fig. 4.20 (b) and (c) shows the pressure, P2 from 

heater and P3 from settling chamber respectively. Fig. 4.20 (b) indicates that P2 settles 

to the given set point with a settling time of 8 s without any overshoot and from Fig. 

4.20 (c), it is clear that the pressure P3 also settles to the set point of 70 × 10
5 

Pa with 

settling time of 8 s without any overshoot and chatter effect.  

 

Fig. 4.20       (1) Pressures in the three vessels, P1, P2 and P3 with Sliding mode 

controller for the set point 70 × 10
5 

Pa (2) Zoomed portion of (1) 
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Fig. 4. 21 (1) (a), (b) and (c) show the pressures in the three vessels, P1, P2 and P3 

with set points of 100 × 10
5 

Pa and its zoomed portion is shown in Fig. 4.21 (2). Fig. 

4.21 (a), shows that the pressure in vessel 1 is regulated at 300 × 10
5 

Pa and Fig. 4.21 

(b) shows that the pressure from heater settles at 100 × 10
5 

Pa with a settling time of 8 

seconds without any overshoot. From Fig. 4.21 (c), it is observed that the settling 

chamber pressure, P3 settles to the given set point of 100 × 10
5 

Pa with a settling time 

of 7.5 s without any overshoot and chatter effect. The rise time is observed to be 3.46 

s and peak time is 44.89 s for all the three setpoints, 50 × 10
5 

Pa, 70 × 10
5 

Pa, 100 × 

10
5 

Pa respectively. 

 

Fig. 4. 21     (1) Pressures in the three vessels, P1, P2 and P3 with Sliding mode 

controller for the set point of 100 × 10
5 

Pa (2) Zoomed portion of 

(1) 

Fig. 4.22 shows the Sliding mode controller output, u in terms of the stem movement in 

millimeters for a sample setpoint of 100 × 10
5 
Pa.  
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Fig. 4.22 Sliding mode controller output, u for a sample set point of 100 × 10
5 

Pa 

From this figure, it is clear that the stem movement is regulated for both the set points 

and it remains constant at the point where the chamber pressure settles in 7.5 s without 

chattering effect. 

The proper choice of signum function for the development of control law results in 

improved performance of the Sliding mode controller with reduction in chatter effect. 

4.3 Performance Analysis  

This section emphasizes on the effectiveness of various controllers for regulation of 

settling chamber pressure inside the Hypersonic wind tunnel. The stability for the 

tunnel system is ensured using Lyapunov stability theorem and controllability and 

observability are confirmed using Kalman’s test in chapter 3. The control law is 

developed for regulating the settling chamber pressure using LQR and other Robust 
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controllers, viz: H-infinity (HI), H-infinity optimization (HIO), Backstepping (BS) 

and Sliding mode controllers (SMC). The system is simulated and the performance is 

evaluated for the range of set points from 1 × 10
5
 Pa to 300 × 10

5
 Pa, from which 

representative results of sample 3 setpoints, 50 × 10
5
 Pa, 70 × 10

5
 Pa and 100 × 10

5
 

Pa are analyzed and their performance are compared. The performance comparison of 

the designed controllers are given in Table. 4. 6.  
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From Table 4.6, it is clear that with LQR controller, the settling time is 15 s and rise 

time is less than 2 s for the three setpoints, whereas the percentage overshoot 

increases drastically with increase in set point. In order to meet the performance 

requirement with reduction in overshoot, the weighing functions of LQR controller 

are increased and the performance is evaluated. To reduce the overshoot further and 

to improve the settling time, we designed various robust controllers. Initially we 

design H-infinity controller and from the results it is observed that settling time is less 

and is 1.2 s for a given setpoint. However, the percentage overshoot is higher for all 

the set points using the above H-infinity control design. Thus, the H-infinity 

controller weights are optimized using Krill Herd optimization algorithm. The KH 

control algorithm is found to be efficient in reducing the overshoot related to 

selecting weighing functions of H-infinity controller for the Hypersonic tunnel system 

and is found to be in the range 37 to 75 %. The observed percentage overshoot of the 

settling chamber pressure will drastically affect the safety and performance 

conditions. Improvement in performance characteristics is possible by suitably 

optimizing other weight functions also using the same technique. However, both the 

control technique couldn’t reduce the overshoot to tolerable limit. With the increased 

values of weighing functions, it is observed that overshoot reduces and is in the range 

of 25 to 29 % for a given set point with a settling time of 1.2 s. Therefore, we 

designed Backstepping and Sliding mode controllers for the regulation of settling 

chamber pressure.  

The Backstepping control design focuses on systematic and recursive design 

methodology for nonlinear feedback control. Thus, we applied Backstepping 

controller to the tunnel system and from the results, it is found that overshoot is 
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completely eliminated for all set points and the settling time is less than 8 s. But it is 

noticed that the settling time is not stable for all the set points. From the results, it is 

clear that even though the Backstepping controller has the advantages of faster 

response with no overshoot and chatter effect, it has certain drawbacks in terms of 

sensitivity to parametric variations. Thus, we designed Sliding mode controller to 

overcome the complexity in design and to stabilize the settling time for a given set 

point. Sliding mode controller when used independently gives satisfactory 

performance in terms of settling time and overshoot but has its own limitations with 

respect to inherent chattering. The Sliding mode controller has the chances of 

generating chatter in the controlled variable whereas Backstepping controller is 

sensitive to parametric variations.  

Controller design is very important for maintaining the desired environment in the 

test section and also increasing the consistency and cost effectiveness of the 

experimental test run (Jones et al., 2011a; Jones et al., 2011b; Bhoi and 

Suryanarayana, 2008). To study the effectiveness of any proposed controller, it is 

advisable first to apply it on mathematical model before implementing on large-scale 

systems. This chapter presents the design of Linear Quadratic Regulator (LQR) 

controller and Robust controllers viz: H-infinity controllers, Backstepping Controller 

(BC), Sliding mode controller (SMC) (Jacob and Binu, 2009; Nott et al., 2008; Bhoi 

and Suryanarayana, 2008; Bottasso et al., 2014; Hwang and Hsu, 1998; Yin and 

Zhang, 2006). Results of numerical simulation of the designed controllers and their 

performance evaluation is presented in this chapter.  
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These popular techniques are not efficient enough to meet the desired transient 

performance of the system. Considering the limitations with Backstepping and 

Sliding mode controller, suitable Hybrid control schemes are proposed in chapter 5. 

This chapter deals with design and numerical analysis of combination of different 

controllers, Viz: Backstepping Sliding mode controller (BSMC) and Sliding mode 

Fuzzy controller (SFC). Appropriate combination of these controllers can guarantee 

stability and robustness to parametric uncertainties with minimal chatter effect. The 

performance characteristics of the proposed Hybrid controllers are compared with 

those of existing LQR and Robust controllers (Ogata, 2002; Yin and Zhang, 2006; 

Huang and Zhou, 2004; Yadav et al., 2012). The combination approach is proposed 

to overcome the limitations of these controllers when used individually. 

 



CHAPTER 5 

DESIGN AND ANALYSIS OF HYBRID CONTROLLERS  

This chapter proposes the design of two new controllers, Backstepping sliding mode 

controller (BSMC) and Sliding mode fuzzy controller (SFC), by combining Sliding 

mode controller (SMC) with Backstepping (BC) as well as Fuzzy controllers, for the 

regulation of pressure inside the settling chamber of a Hypersonic wind tunnel. 

Backstepping controller is a systematic non-linear control based on Lyapunov 

stability of different subsystems of the main system that ensures appropriate control 

design for a stable system which can also accommodate non-linearities. Sliding mode 

controller (SMC) transforms a relatively higher order system to a lower order system. 

Appropriate combination of these two controllers guarantees stability and robustness 

to parametric uncertainties with minimal chatter effect. Fuzzy controller is an 

intelligent controller based on Fuzzy logic rules which is simple to design. On 

suitable combination with Sliding mode control, these techniques will improve the 

stability of the system meeting the required performance parameters. 

The combination approach is proposed to overcome the limitations of the above 

controllers when used individually. Sliding mode controller is an efficient control 

technique to solve higher order non-linear, uncertain, complex problems maintaining 

stability & consistent performance in the face of modeling imprecision (Musmade et 

al., 2011; Utkin, 1977; Utkin, 1993; Shyu and Shieh, 1996). This controller has an 

inherent property of robustness to parametric uncertainties which avoids the 

requirement of accurate system model. But the Sliding mode controller has the 
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inherent disadvantage of generating chatter in the controlled variable, which means 

the state variable is continuously crossing the surface rather than remaining constant 

on it (He and Luo, 2004; Ackermann and Utkin, 1998; Tan et al., 2008). 

Backstepping controller design is a flexible non-linear technique, which does not 

require cancellation of useful non-linearities. The algorithm is a systematic way of 

constructing the Lyapunov function along with the control input design. The major 

steps involved in the design is to break the entire system into smaller subsystems thus 

designing intermediate control laws (Farrell et al., 2009; Rudra and Barai, 2012; 

Sonneveldt et al., 2007). The limitation with Backstepping controller is that it is 

sensitive to parametric variations, which finds it difficult for such applications when 

used alone. Suitable combination of these controllers can provide robustness to 

parametric uncertainties with chatter free response and minimum overshoot 

(Ackermann and Utkin, 1998; Tan et al., 2008). Also, as both control technique 

involve decoupling of overall system into partial components of lower dimensions, 

complexity of feedback design is reduced.  Fuzzy controllers have an important 

property of decision making based on IF - THEN rules, which have the ability to deal 

with uncertainty (Mankad et al., 2011; Liu and Tong, 2014; Srinivasan and 

Raajarajan, 2017).  Intelligence of the Fuzzy logic when combined with Sliding mode 

control technique, ensures a stable controller which gives faster, chatter free response 

with minimum overshoot (Palmi, 1994; Lin et al., 1997; Wong et al., 2001; Tong et 

al., 2014; King and Mamdani, 1977). Performance comparisons show that the 

proposed Backstepping Sliding mode controller outperforms the Sliding mode Fuzzy 

controller as well as other existing and designed controllers in terms of the 

performance parameters viz: settling time, overshoot and chatter effect.  
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Fuzzy controller is an intelligent controller based on Fuzzy logic where the analog 

inputs are processed using logical rules. Fuzzy control technique has the drawback 

associated with stability, which can be overcome by suitable combination with other 

control techniques. Sliding mode control when used in combination with Fuzzy logic 

will improve stability of the system, as well as robustness to parametric variations. 

The inherent drawback of chattering of Sliding mode control can be reduced by 

properly selecting fuzzy rules based on its membership functions (MF).  

For each of the proposed Hybrid controllers, the characteristics of the tunnel system is 

simulated for the set points ranging from 1 x 10
5 

Pa to 300   10
5 

Pa, keeping the 

temperatures in the three vessels at         ,          and          

respectively. The performance of the proposed controllers are evaluated based on      

tolerance band of settling time. Here we present the design and analysis of Backstepping 

Sliding mode and Sliding mode Fuzzy controller for regulation of pressure inside the 

settling chamber of Hypersonic wind tunnel. 

5.1. BACKSTEPPING SLIDING MODE CONTROLLER (BSMC) 

In order to improve the performance in terms of settling time and overshoot, here we 

propose to suitably combine the Sliding mode controller with Backstepping controller. 

Backstepping controller technique developed by Petar V. Kokotovic and others aimed 

at designing stabilizing controls for a special class of nonlinear systems. Backstepping 

control technique is a recursive procedure, which breaks the full system into a sequence 

of multiple lower order systems. This involves construction of Lyapunov function 

along with the control input design. This ensures appropriate control design for a stable 

system, which can accommodate system nonlinearities that are usually cancelled or 



147 

reduced in other approaches (Farrell et al., 2009; Rudra and Barai, 2012; Sonneveldt et 

al., 2007). However, Backstepping controller has a general drawback of being sensitive 

to parametric variations, and that it requires all measurable variables for its design. 

Sliding mode controller (SMC) is a reliable and robust approach, which transforms a 

relatively higher order system to a lower order system (Musmade et al., 2011, Utkin, 

1977, Utkin, 1993, Shyu and Shieh, 1996; He and Luo, 2004; Ackermann and Utkin, 

1998; Tan et al., 2008). The main advantage of Sliding mode controller is that it can 

handle all system non-linearities, robustness and has properties of the desired 

dynamics, Lyapunov stability, finite-time convergence. However, it has the drawback 

that the above control scheme generates chattering in the output response. Thus, 

combining Backstepping with Sliding mode controller known as Backstepping Sliding 

mode controller merges the advantages of both Backstepping and Sliding mode 

controller thereby ensures robustness to parametric uncertainties, tracking trajectory 

and stability with minimal chatter effect and overshoot (Musmade et al., 2011; He and 

Luo, 2004; Xia et al., 2013; Ma et al., 2005). 

5.1.1 Design  

Backstepping is a nonlinear control technique, which initially breaks the entire system 

into multiple subsystems and designing control law for each subsystem. This 

technique aims at designing stabilizing control by constructing appropriate Lyapunov 

function for each subsystem, resulting in a virtual control for the next step. This is 

accomplished by determining the virtual control satisfying the Lyapunov function in 

such a way as to guarantee stability for each subsystem. Before designing the 

Backstepping controller, the system is brought to strict feedback form (Rudra and 

Barai, 2012; Sonneveldt et al., 2007) as discussed in Chapter 4.  
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Sliding mode controller is an influential non-linear control technique, first proposed 

in early 1950 by Emelyanov, whose design includes constructing a switching surface 

and thereby developing respective switching control law. Thus, the system motion 

restricted to the switching surface S = 0 is found, and thereby the control law 

satisfying the sufficient conditions for the existence and reachability of a Sliding 

mode is determined. A Sliding mode controller is designed by properly selecting the 

sliding surface whereas for Backstepping control, new update functions are obtained 

by properly choosing the Lyapunov functions.  

The block diagram describing the design procedure for BSMC (Xia et al., 2013; Ma 

et al., 2005) is shown in Fig. 5.1. For designing BSMC, it should be ensured that the 

system is in strict feedback form (Farrell et al., 2009; Rudra and Barai, 2012). 

Therefore, it is ensured that at each step of Backstepping control (Xia et al., 2013; Ma 

et al., 2005), the new update tuning function and the defined error variables leads to 

equilibrium position. The equivalent control law for BSMC is obtained by selecting 

three sliding surfaces for use with each steps of Backstepping control thereby 

defining new states. Further, the control law for a Backstepping controller in eq. 

(4.29) to (4.37) in chapter (4) is coupled to the above BSMC control law to obtain a 

final stable control law. This completes the design scheme for BSMC with coupling.  
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Fig. 5.1 Block Diagram for Backstepping Sliding mode controller. 
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In order to design BSMC for pressure regulation inside the Hypersonic tunnel system, 

the state space equation in chapter (3), eq. (3.27) and (3.28) and eq. (4.29) to (4.31) in 

chapter (4) is modified so as to adhere to the condition for the system to be in strict 

feedback form which can be represented as, 

 ̇                     (5.1) 

  ̇                                         (5.2) 

  ̇                           (5.3) 

Based on the design law for BSMC, the new states,      and      are introduced (Ma 

et al., 2005) which are defined as, 

             (5.4) 

                    (5.5) 

where     is the virtual control. The derivative of      is obtained by substituting eq. 

(3.1) in (3.4) in chapter (3) and is given by, 

 ̇     ̇                      (5.6) 

To decide the virtual control      which stabilizes   , the first sliding surface    is 

chosen as: 

         ∫         
 

 
 (5.7) 

The dynamics that satisfies the reaching condition of sliding motion (  ̇   ) can be 

written as follows (Pinheiro et al., 1994). 
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 ̇   (        )                       (5.8) 

To guarantee the sliding motion and satisfy the reaching condition, virtual control     

is selected from eqs. (5.5) and (5.6) as: 

     
 

     
                           (  )   (5.9) 

The derivative of the new state,     is obtained as, 

   
̇                                             ̇    (5.10) 

and consequently, defining the third state,      as (Ma et al., 2005) 

               (5.11) 

The derivative of the new state,     can be rewritten as, 

   
̇        (         )                                    ̇   (5.12) 

Now the second sliding surface is also selected as, 

               (5.13) 

and  

  ̇     ̇      
̇  (5.14) 
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From eq. (5.14), the second virtual control law,     can be selected to satisfy the 

reaching condition of sliding mode control system (  ̇   ) as, 

     
 

      
 [                      (  )        (          (  ))  

                     –           ̇   ]  (5.15) 

Now for the third state,      the third sliding surface is selected as: 

             (5.16) 

Fig. 5.2 (a), (b), (c) shows the three sliding surface selected according to eqs. (5.7), 

(5.13), (5.16). 

 

Fig. 5.2 Sliding surfaces, S1, S2, S3 

From eq. (5.7), (5.13) and (5.16), the reaching condition of third sliding surface 

(  ̇   ), which gives the control law for BSMC, is given by 
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 (   )                  (          (  ))    (      )  

     (  )                (5.17) 

where       are constants depending on the chosen sliding surface (Palmi, 1994; 

Wong et al., 2001). 

In order to couple the above controller with the Backstepping control scheme, the 

control law of Backstepping controller obtained from eq. (4.29) to (4.37) in chapter 

(4) is designed as follows. For a Backstepping controller design of the system given 

by eqs. (5.1), (5.2) and (5.3), a new state is introduced as, 

          (   )  (5.18)  

and the corresponding first Lyapunov function is chosen as, 

    
 

 
   

            (5.19) 

Now we find   (   )          from eqs. (5.18) and (5.19) in such a way that   ̇ is 

negative definite. Thus, 

  ̇     ̇      ̇  (5.20) 

  ̇ is obtained by substituting   ̇ and   ̇ from eqs. (5.14) and (5.15) respectively. 

Similarly, a second state is introduced as, 

          (   )  (5.21) 
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The second Lyapunov function is chosen as  

    
 

 
   

   
 

 
   

   (5.22) 

Thus   (   ) is obtained in such a way that   ̇ is negative definite. The third 

Lyapunov function is chosen as  

    
 

 
   

   
 

 
   

   
 

 
   

    (5.23) 

By substituting values for         , in such a way that   ̇ is negative definite, the 

final control law for the Backstepping controller (He and Luo, 2004) is obtained as  

 (   )   
 

         
(      (     (   ))    ̇      ) (5.24) 

where     is a constant,    is the second error variable and   (   ) is the desired 

value of the third state variable (Tan et al., 2008; Liu and Tong, 2014; Tong et al., 

2014).  

The final control law for BSMC with coupling for the above system can be obtained 

by combining eqs. (5.17) and (5.24) as follows, 

    (   )    (   )  (5.25) 

The above equations from (5.1) to (5.25) is simulated to evaluate the response of 

settling chamber pressure. 
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5.1.2 Results and Discussion 

To analyze the performance of BSMC, eq. (5.1) to (5.25) are simulated numerically 

with temperature in the three vessels at         ,          and    

      respectively.  The dynamics of the wind tunnel system with the applied BSMC 

controller is analyzed using the time evolution of the pressure inside the three 

pressure vessels, HP, H1 and SC. The efficiency of BSMC in controlling the settling 

chamber pressure can be clearly inferred from the time evolution of settling chamber 

pressure. Fig. 5.3 (a), (b), (c) shows the evolution of settling chamber pressure for 

three representative setpoint values, 50   10
5 

Pa, 70  10
5 

Pa and 100   10
5 

Pa 

respectively.  

 

Fig. 5.3  Pressure in the settling chamber,    with BSMC for the set points (a) 

50   10
5 

Pa, (b) 70   10
5 
Pa and (c) 100   10

5 
Pa respectively 
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The zoomed portion of the settling chamber pressure is shown in Fig. 5.4 (a), (b), (c).  

 

Fig. 5.4  Zoomed portion of Pressure in the settling chamber,    with BSMC 

for the set points (a) 50   10
5 

Pa, (b) 70   10
5 

Pa and (c) 100   10
5 

Pa respectively 

From these figures, it can be inferred that the settling time for the three set points of 

50   10
5 

Pa, 70  10
5 

Pa and 100   10
5 

Pa are 8 s. It can also be observed that the 

settling chamber pressure is approaching the setpoint value in a continuous and 

smooth manner. It is also observed that the rise time is 3.45 s for all the three 

setpoints and the peak time is 49.66, 49.40 and 48.51 s for the setpoints 50   10
5 

Pa, 

70  10
5 

Pa and 100   10
5 

Pa respectively. Once the settling chamber pressure attains 

the setpoint value it is retained throughout the experiment time.  It is also observed 

that there is no overshoot for all the three setpoints. The results of simulation studies 

for all the set points in the range 1 x 10
5 

Pa  to 300   10
5 

Pa are evaluated, and the 

results are found to be of similar nature with settling time in the range of 7.5 to 8.5 s. 



157 

Thus, it is observed that BSMC is highly efficient in controlling the settling chamber 

pressure to the specified set point within a very short time around 8 s. In addition, the 

BSMC scheme has the advantage of controlling the settling chamber pressure with no 

overshoot and chatter effect.           

To cross verify the above results, the evolution of the equivalent controller input of 

BSMC which is the error between the controlled variable and the set point is 

analyzed. Fig. 5.5 shows the evolution of the controller input for a sample setpoint of 

100   10
5 

Pa used in Fig. 5.3 (c). From these results it can be inferred that the error 

between the setpoint value and the control variable is decreasing with respect to time. 

This indicates that the controlled variable, which is the settling chamber pressure is 

approaching the set point as time exceeds.  

 

Fig. 5.5 Equivalent Controller input for the set points 100   10
5 
Pa 
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Thus, it can be inferred that BSMC is highly efficient in controlling the settling 

chamber pressure to the specified set point within a very short time of 8 s. In addition, 

the BSMC scheme has the advantage of controlling the settling chamber pressure 

without overshoot and chatter effect.  

5.2 SLIDING MODE FUZZY CONTROLLER (SFC) 

In the 1970s, King and Mamdani (Mankad et al., 2011; Liu and Tong, 2014; 

Srinivasan and Raajarajan, 2017; Tong et al., 2014; King and Mamdani;1977) studied 

the application of FLCs to the control of non-linear industrial processes that typically 

can only be controlled successfully by a human operator. The intelligent controlling 

approaches like Fuzzy logic (FL) will provide the required scope for wind tunnels to 

be more efficient, safe, and economic. The approaches will help to enable a level of 

performance that far exceeds that of today’s wind tunnel in terms of reduction of 

harmful emissions, maximization of run time, and minimization of noise, while 

improving system affordability and safety. Fuzzy controller is an intelligent controller 

based on Fuzzy logic where the analog inputs are processed using logical rules 

(Mankad et al., 2011; Liu and Tong, 2014; Srinivasan and Raajarajan, 2017). Sliding 

mode controller is a robust non-linear controller which is capable of rejecting 

uncertainties and perturbations. The chattering phenomenon present in Sliding mode 

controller oscillates in the response. Sliding Mode Fuzzy Controller (SFC) is a 

Sliding mode controller which is combined with Fuzzy Logic to reduce or eliminate 

the high frequency oscillation, known as chattering thereby compensating the 

unknown parametric uncertainties. This technique helps in maintaining the stability 

which is lacking with Fuzzy controller. This algorithm focuses to reduce the fuzzy 

rules thereby refining the stability of close loop system. As the system state can hit 

the sliding surface faster, SFC guarantees the system stability and performance. 
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Moreover, tuning with an SFC is much easier when compared with the Sliding mode 

controller and Fuzzy logic controller. Another feature is that desired transient 

response is achieved with SFC under varying operating conditions, with no chattering 

which makes it superior to both these controllers when used individually. Here, we 

present the design procedure of Sliding mode Fuzzy control for regulation of settling 

chamber pressure inside the tunnel system. 

5.2.1 Design 

Fuzzy controller consists of an input stage, processing stage, and an output stage 

(Mankad et al., 2011; Liu and Tong, 2014). The input stage converts the real inputs to 

corresponding fuzzy values using appropriate membership functions (MF).  

Membership function is a set of values defined by Fuzzy rules by assigning each 

element, a corresponding membership value. The processing stage combines each 

input with an appropriate rule and produces corresponding fuzzy output. The output 

stage converts the Fuzzy output back into a specific control output using appropriate 

membership functions (Mankad et al., 2011; Liu and Tong, 2014; Srinivasan and 

Raajarajan, 2017). The property of Sliding mode controller is that when the system 

state reaches the sliding surface, the system state is insensitive to parametric 

uncertainties of the system. A Sliding mode Fuzzy controller incorporates the 

robustness property of Sliding mode control and interpolation property of Fuzzy logic 

control, in such a way that the robustness can be maintained approximating the 

switching surface (Palmi, 1994; Lin and Chen, 1997; Wong et al., 2001; Tong et al., 

2014, King and Mamdani, 1977). Sliding mode Fuzzy controller is designed by 

incorporating a suitable sliding surface in the output of Fuzzy control logic (Palmi, 

1994; Lin and Chen, 1997; Wong et al., 2001). 
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For controlling the settling chamber pressure inside the Hypersonic wind tunnel system, 

the error between the set point and settling chamber pressure is taken as the first input, 

and the error rate is chosen as second input to the fuzzy controller (Mankad et al., 2011; 

Liu and Tong, 2014; Srinivasan and Raajarajan, 2017). Fuzziness in a fuzzy set is 

determined by its MF. Different shapes like triangular, trapezoidal, Gaussian etc can be 

used based on problem size and problem type where a MF must really satisfy the 

condition that it must vary between 0 and 1.  The choice of the type and number of MFs 

depends on knowledge obtained from experts in the field and Knowledge extracted from 

trends in empirical data. Triangular and trapezoidal membership functions are simple and 

facilitate easy computation and they provide a linear mapping of the universe of 

discourse. Smooth nonlinear membership functions like Gaussian, Bell etc are difficult to 

compute due to their nonlinear mapping. For triangular membership functions, the 

membership value can be easily computed and hence from the input range, the 

corresponding linear range is identified for each input and solved to obtain the 

membership value. Five triangular MF as shown in Fig. 5.6 and Fig. 5.7 are assigned to 

each of the inputs. Correspondingly, five output MFs are generated as shown in Fig. 5.8. 

The x-axis represents the degree of membership corresponding to the error, error rate and 

fuzzy output in Fig. 5.6, 5.7 and 5.8 respectively. 

 

Fig. 5.6 Input membership functions “error” 
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Fig. 5.7 Input membership functions “error rate” 

 

Fig. 5.8 Output membership functions 

Fuzzy associative memory is integrated by 25 rules, which are decision making rules 

that contain input-output relationships that define the control strategy. Generally 

Fuzzy sets (FS) are named from there relevant position as compared to the error. For 

any system the desired error is always 0, hence FS associated with 0 error is named as 

“z” (zero). FS associated with positive error are named as; “PS” (positive small), 

“PM” (positive medium) and “PB” (positive big). FSs associated with negative error 

are named as: “NS” (negative small), “NM” (negative medium) and “NB” (negative 

big). The Fuzzy rules used in the processing stage is given in Table. 5.1 (Srinivasan 

and Raajarajan, 2017; Tong et al., 2014), where NB denotes negative big, NS denotes 
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negative small, N is negative, Z is zero, P denotes positive, PB is positive big and PS 

denotes positive small. The fuzzy inference system used is Mamdani, which is a 

commonly used fuzzy methodology. The fuzzy rules are selected based on the error 

and error rate. For example, if the error is chosen as negative big with error rate 

negative big, then the fuzzy output is also negative big. In another case, for a zero 

error and positive small error rate, the fuzzy output is zero. In this way the 25 set of 

fuzzy rules are defined in Table 5.1. Fig. 5.9 shows the surface view of the fuzzy 

system which is a three dimensional graph between the two inputs and the output.  

Table. 5.1 Fuzzy Rules 

Error 
NB NS Z PS PB 

Error rate 

NB NB NS NS Z Z 

NS NB NS Z Z PS 

Z NB Z Z Z PB 

PS NS Z Z PS PB 

PB Z Z PS PS PB 

 

 

Fig. 5.9 Surface view of the Fuzzy system 
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Sliding mode controller when used independently gives satisfactory performance in 

terms of settling time and overshoot but has its own limitations with respect to 

inherent chattering. Fuzzy controller, when used independently has limitation with 

respect to consistency in selection of fuzzy rules and in ensuring stability. Sliding 

mode fuzzy controller combines the intelligence of fuzzy logic with the sliding mode 

technique thereby ensuring stability and elimination of chatter effect. It also has the 

advantage of minimizing the overshoot and improvement of the settling time. The 

block diagram of design procedure of SFC is shown in Fig. 5.10. 

 

Fig. 5.10 Block diagram of Sliding mode Fuzzy controller 

Sliding mode Fuzzy controller involves construction of a set of membership functions 

corresponding to the Lyapunov functions. For designing the Sliding mode Fuzzy 

controller, an equivalent control law of Sliding mode is designed, which is 

appropriately incorporated in the output stage of the above Fuzzy control logic. The 

equivalent control for Sliding mode is determined by restricting the system dynamics 

to the switching surface,   = 0 (Musmade et al., 2011; He and Luo, 2004; Ackermann 

and Utkin, 1998). The control law is developed by designing the sliding surface,   as 

a function of state variables,   ,        such that    converges to the sliding surface, 

                    (5.26) 
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where    is a constant gain chosen as unity. Choosing the Lyapunov function as  

   
 

 
    (5.27) 

Its derivative is obtained as, 

 ̇    ̇   (5.28) 

Stability of the system is ensured by selecting   such that   ̇ has to be negative 

definite,   

   ̇   {

         
         
         

 (5.29) 

Accordingly, the equivalent controller of SFC is obtained as, 

             ( ) (5.30) 

Where,    is the obtained Fuzzy controller output and   is a control gain whose value 

is chosen as 4. The above equations from (5.26) to (5.30) are simulated to evaluate 

the response of settling chamber pressure with SFC.  

5.2.2. Results and Discussion 

Results of numerical simulations of the dynamics of Hypersonic wind tunnel with 

SFC given by eqs. (3.1) to (3.14), (3.27 and (3.28) of chapter (3), (5.26) to (5.30) are 

shown in Fig. 5.11 (a), (b) and (c). The zoomed portion of the above figure is 

represented in Fig. 5. 12.  
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Fig. 5.11  Pressure in the settling chamber, P3 with SFC for the set points 50   

10
5 

Pa, 70   10
5 

Pa and 100   10
5 

Pa respectively 

 

Fig. 5.12  Zoomed portion of the settling chamber Pressure, P3 with SFC for 

the set points 50   10
5 

Pa, 70   10
5 

Pa and 100   10
5 

Pa 

respectively 
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From these figures, it can be inferred that the settling time for the three set points, 50 

  10
5 

Pa, 70  10
5 

Pa and 100   10
5 

Pa are 10.3, 12 and 7 s respectively. It can also 

be observed that eventhough there is 0.87 % overshoot for 100   10
5 

Pa, the settling 

time is minimum. However for the other two set points, 50   10
5 

Pa  and 70   10
5 

Pa, 

the responses are achieved within comparable settling times with no overshoot. The 

rise time for the setpoints, 50   10
5 

Pa, 70  10
5 

Pa is 3.45 s and for the setpoint, 100 

  10
5 

Pa is 1.44 s. The peak time corresponding to the setpoints, 50   10
5 

Pa  and 70 

  10
5 

Pa is 20 s and for the setpoint 100   10
5 

Pa is 2.7 s.  It is also observed that 

chatter free response is obtained for all the above cases. Similar results are obtained 

for all the set points between 1 x 10
5 

Pa  to 300   10
5 

Pa, where the corresponding 

settling time is obtained in the range of 7-12 s and the overshoot is in the range of 0-1 

%. Thus it can be observed that controlling the pressure inside the SC of Hypersonic 

wind tunnel with SFC is efficient in terms of settling time, overshoot and chatter 

effect. 

5.3 PERFORMANCE ANALYSIS OF THE HYBRID CONTROLLERS 

The performance of the proposed BSMC and SFC controllers for regulation of 

pressure inside Hypersonic wind tunnel for a range of set points values, 1 x 10
5 

Pa  to 

300   10
5 

Pa are analyzed. The performance efficiency of the proposed Hybrid 

controllers are analyzed in terms of the settling time, overshoot and rise time. The 

results are consolidated in tabular form and is given in Table. 5.2. 
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Table. 5.2 Performance Comparison of Hybrid Controllers 

 Settling Time (S) Overshoot (%) Rise Time (S) 

Sl.No Set point BSMC SFC B S M C SFC B S M C SFC 

1 100x10
5
 Pa 8 7 NIL 1 3.45 1.44 

2 70x10
5
 Pa 8 12 NIL NIL 3.45 3.45 

3 50x10
5
 Pa 8 10.3 NIL NIL 3.45 3.45 

From the above table, it can be observed that the BSMC has no overshoot, settling 

time is only 8 s and rise time is 3.45 s for all the set points. In the case of SFC, 

settling time varies between 7-12 s, the overshoot varies between 0 – 1 % and the rise 

time varies between 1.44 and 3.45 s. In addition, from Fig. 5.3, 5.4 and 5.11, 5.12, it 

is also evident that the chattering, which is inherent in sliding mode controller is 

completely eliminated in both BSMC and SFC approaches.  

From these results, it is clear that among these controllers, BSMC is the most efficient 

controller with a minimum and steady settling time without overshoot and chatter 

effect for any given set point. In the case of SFC, even though the settling time is 7 s 

for the set point of 100   10
5 

Pa, which is slightly shorter compared to that of BSMC, 

it has an overshoot of 1 %. For the other two set points, the settling time is more than 

that of BSMC but has no overshoot and chatter effect.  

From the above observations, it can be clearly inferred that BSMC is a good choice of 

controller for the regulation of pressure in Hypersonic wind tunnel. The effect of 

Backstepping on the sliding surface is the reduction in settling time which is very 

important in the case of Hypersonic wind tunnel testing. BSMC has the advantages of 

achieving the objectives of stabilization and also of being flexible to allow the non-

linearities in the model, which in turn contributes to enhancement of its efficiency. For 

a Hypersonic wind tunnel system, the settling time is a very important performance 
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parameter as the test duration is very short. Similarly, achievement of required setpoint 

without any overshoot is also a very advantageous feature for Hypersonic wind tunnel 

application due to the high pressures involved in the testing process. The present results 

clearly evidence the efficiency of BSMC in comparison with SFC controller and that it 

is a good choice of controller for Hypersonic wind tunnel applications.  

This chapter presents the design of suitable Hybrid controllers for regulation of 

pressure inside the test section of a Hypersonic wind tunnel by designing suitable 

controllers. In Hypersonic wind tunnel system, the test duration is very short and the 

pressure levels are very high which demands highly efficient systems for the 

regulation of pressure. Here, Hybrid controllers, viz: Backstepping Sliding mode and 

Sliding mode Fuzzy controllers are designed for the regulation of settling chamber 

pressure. The combination approach is proposed for overcoming limitations of these 

controllers in terms of settling time, overshoot and chatter effect. Sliding mode 

controller when used independently gives satisfactory performance in terms of 

settling time and overshoot but has its own limitations with respect to inherent 

chattering. Even though the Backstepping controller has the advantages of faster 

response with no overshoot and chatter effect, it has certain drawbacks in terms of 

sensitivity to parametric variations. Combination of Sliding mode with Backstepping 

control approach makes the system robust to parametric uncertainties and also helps 

to overcome the limitation of chatter effect. In addition, it improves the settling time 

without any overshoot in the controlled variable. In the proposed BSMC design, a 

suitable sliding surface is properly designed to eliminate the unwanted chattering 

resulting from the discontinuous control of Sliding mode approach and the stability is 

ensured by choosing suitable Lyapunov functions in Backstepping controller.  
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Fuzzy controller, when used independently has limitations with respect to consistency 

in selection of fuzzy rules and stability. Sliding mode Fuzzy controller combines the 

intelligence of Fuzzy logic with the Sliding mode technique thereby ensuring stability 

and elimination of chatter effect. It also has the advantage of minimizing the 

overshoot and reduction in settling time. 

The performance characteristics of the designed Backstepping Sliding mode 

controller is compared with Sliding mode Fuzzy controller. The simulation results 

show that the settling chamber pressure settles faster without any overshoot with the 

proposed BSMC design. Thus, it is evident that the proposed controller design 

performs efficiently in terms of settling time, which is very crucial during the test run. 

Though the design of BSMC is complex, it gives better performance compared to 

other control techniques, which makes it suitable for regulation of pressure inside the 

settling chamber of the hypersonic wind tunnel system. Indeed, classical controllers 

are more easy to design and implement for large tunnel systems. Design of Hybrid 

controllers are more complex and their implementation is computationally expensive 

and time consuming.  

Considering the complexity in design of BSMC and the presence of overshoot in the 

response with SFC design, Adaptive controllers are proposed in chapter 6. This 

chapter deals with design and numerical analysis of Adaptive controllers, viz: Model 

Reference Adaptive controller (MRAC) and Modified Adaptive control (MAC). The 

proposed MAC approach is verified by validated model of INCAS Supersonic wind 

tunnel and is proved to be best suited for pressure regulation inside the tunnel system. 
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CHAPTER 6 

DESIGN AND ANALYSIS OF ADAPTIVE CONTROLLERS 

Conventional controllers do not perform efficiently in the presence of variation in 

process dynamics. For this reason, it must be possible to design controllers which can 

perform under such variations created by perturbations. With the aim of improving 

the system performance in the presence of disturbances and parametric uncertainties, 

we design a Model Reference Adaptive control (MRAC) scheme for regulation of 

pressure inside Hypersonic wind tunnel. A modified version of this scheme viz: 

Modified Adaptive control (MAC) is also designed incorporating suitable 

modifications to the cost function thereby modifying the update law. 

LQR based controller designed in chapter 4 for regulating the settling chamber 

pressure has the advantage of less settling time in spite of various set points, whereas 

the percentage overshoot increases with increase in set point. The settling time as well 

as the percentage overshoot are improved by increasing the weighing matrix of LQR 

controller, which results in increased gain leading to reduced stability (Purnawan et 

al., 2017; Mauricio et al., 2012). To improve the performance further, a Robust H-

infinity controller is designed, which is highly efficient in regulating the variations in 

system dynamics. With the designed H-infinity controller, even though settling time 

is reduced, there is substantially high overshoot, which does not satisfy the 

performance requirements (Mary et al., 2012; Yilmaz et al., 2012; Hassibi et al., 

2006). Thus, the problem in selecting the parameters of H-infinity controller to 

achieve the desired performance and robustness characteristics is overcome by tuning 
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the weighing function using Krill Herd optimization control technique (Wang et al., 

2014). Even though this control algorithm drastically reduces the percentage 

overshoot, it cannot eliminate this performance index completely. Considering the 

limitations of LQR and optimised H-infinity controller, other control schemes using 

Backstepping and Sliding mode techniques are considered. Backstepping controller, a 

systematic non-linear control based on Lyapunov stability theorem ensures 

appropriate control design for a stable system which can also accommodate 

nonlinearities (Rudra and Barai, 2012; Sonneveldt et al., 2007). However, 

Backstepping controller is sensitive to parametric variations and requires all variables 

to be measurable which in most cases is not practical. Even though the settling time 

and overshoot are reduced, the design becomes complex. For the above reason, 

Sliding mode controller (SMC) is proposed wthat transforms a relatively higher order 

system to a lower order system. Even though SMC is reliable and robust, it produces 

chatter in the output response, which is highly undesirable (Musmade et al., 2011; 

Pinheiro et al., 1994; Chang, 2013).  

An appropriate combination of Backstepping with Sliding mode controller and 

Sliding mode with Fuzzy controllers are suggested in Chapter 5 to evaluate the 

performance in terms of settling time and overshoot (Lin et al., 2007; Chen et al., 

2012; Tong et al., 2009). Even though Fuzzy control based on Fuzzy logic is an 

intelligent technique, when used independently it has the limitation of stability issues 

which can be overcome by suitable combination with Sliding mode control. This 

combination improves stability of the system as well as robustness to parametric 

variations. Even though the inherent drawback of chattering in Sliding mode control 

is reduced by using suitable membership functions (MF) of Fuzzy logic, this 
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combination has the drawback that the settling time is not constant throughout its 

operation and has overshoot in certain values of set points. Similarly, though BSMC 

is capable of regulating the settling chamber pressure with desirable performance 

indices, its design is complex. Thus, we propose a Model Reference Adaptive control 

and Modified Adaptive Control techniques that provide consistent performance in the 

presence of large and unknown parametric uncertainties. 

Adaptive control scheme is highly efficient in regulating the variations in system 

dynamics (Makoudi and Radouane, 1999; Hovakimyan et al., 2001) and hence it has 

been widely applied in the control process of various systems (Makoudi and 

Radouane, 1999; Maity et al., 2015; Hovakimyan et al., 2001; Mehran and Soheili, 

2011; Nguyen et al., 2013; Jain and Nigam, 2013). These control schemes are 

supervisory controls capable of handling long response times and process 

disturbances than other controller schemes (Jacob and Binu, 2009). The study of 

Model reference adaptive control systems, which is one of the main approaches of 

Adaptive control is also extended to non-linear systems extensively, to carry forward 

the robustness of the Adaptive controllers to variable systems affected by 

disturbances. This fact makes Adaptive control suitable for a wide range of 

applications in aerospace and process control where the system performance in the 

presence of parametric uncertainties and robustness are very significant. (Jacob and 

Binu, 2009; Imaduddin et al., 2011). Model reference adaptive control (MRAC) is 

designed based on MIT rule and is capable of compensating for variations in process 

dynamics in order to optimise the system performance. Here, we investigate the 

efficiency of a Model reference adaptive control scheme in regulation of settling 

chamber pressure inside Hypersonic wind tunnel system. Based on the performance 
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of MRAC, we propose suitable modifications for overcoming its limitations in terms 

of overshoot and chatter effect for this application. Hence a new Modified adaptive 

control (MAC) scheme, developed by redefining the control law of MRAC by 

incorporating suitable modifications to its cost function and update law, is proposed.  

In this scheme, the cost function is suitably adjusted to overcome the chatter effect 

while the update law is modified to reduce the overshoot in the response of the 

system. The proposed scheme of Modified adaptive control is highly efficient in 

overcoming the limitations of MRAC for regulating the pressure inside the settling 

chamber of the Hypersonic tunnel system. As MAC is an Adaptive controller, it has 

the characteristic property that this controller is robust in the presence of disturbances 

which makes it suitable for any perturbation analysis application. 

6.1 MODEL REFERENCE ADAPTIVE CONTROLLER (MRAC) 

Model Reference Adaptive Control is a direct control technique (Makoudi and 

Radouane, 1999; Hovakimyan et al., 2001), which uses a reference model for closed 

loop systems based on the MIT rule. MIT rule was first developed in 1960 by the 

researchers of Massachusetts Institute of Technology (MIT) used to design the 

autopilot system for aircrafts. MIT rule is very sensitive to change in amplitude of 

reference input and can become unstable for large values of reference input. Here, the 

error variable,  ( )  which is the difference between the plant output and output of the 

reference model, an adjustable parameter,   and a cost function,  ( ) are suitably 

adjusted to achieve the desired output. The aim is to minimize the cost function  ( ) 

by adjusting the parameter,   and therefore it is reasonable to change the parameters 

in the direction of negative gradient of  ( )  An adaptation mechanism adjusts the 
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control parameters so as to make the system response identical to the response of the 

reference model (Makoudi and Radouane, 1999, Maity et al., 2015, Hovakimyan et 

al., 2011; Mehran and Soheili, 2011; Nguyen et al., 2013; Jain and Nigam, 2013).  

6.1.1 Design  

The block schematic of MRAC based on MIT rule is given in Fig. 6.1 (Jacob and Binu, 

2009; Makoudi and Radouane, 1999; Maity et al., 2015; Imaduddin et al., 2011; Karray 

and Feki, 2014; Tuan et al., 2013; Chen et al., 2016; Mozaffari and Azad, 2017). The 

plant is the representation of the Hypersonic wind tunnel system under consideration 

and the reference model is a suitably chosen form of the system, which provides the 

output expected from the actual plant. Here,   ( ) is the output of the reference model 

and  ( ) is the plant output,    represents the set point to the system. The difference 

between the plant output and output of reference model is the error variable,  ( )  This 

error is reduced by properly choosing an adjustment parameter,  .  

 

Fig. 6.1 Block diagram of MRAC system 

- 

+ 
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The main aim of MRAC design is to minimize the cost function by adjusting this 

parameter. The controller output,  ( ) is fed to the plant for achieving the desired 

setpoint. 

The error signal,  ( ) is represented as, 

 ( )    ( )     ( )    (6.1) 

In MIT rule, a cost function based on the adjustment parameter,   is chosen as, 

 ( )    
  ( )

 
    (6.2) 

  is varied in such a way that the cost function is minimized to zero (Maity et al., 

2015; Imaduddin et al., 2011; Tuan et al., 2013; Karray and Feki, 2014). For this 

purpose,   is varied in the direction of negative gradient of    as, 

  

  
    

  

  
 (6.3) 

where    represents the adaptation gain of the controller. Substituting for  ( ) from 

eq (6.2) we get,  

  

  
     

  

  
 (6.4) 

where  
  

  
  represents the sensitivity derivative of the system and (Makoudi and 

Radouane, 1999, Maity et al., 2015, Hovakimyan et al., 2011; Mehran and Soheili, 

2011; Nguyen et al., 2013; Jain and Nigam, 2013).  
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The control law is defined as, 

 ( )               (6.5) 

where    is the reference input. Therefore, the error can be redefined in terms of 

transfer function as, 

 ( )     ( ) ( )      ( )  ( )     ( )   ( )     ( )  ( )   (6.6) 

where  ( ) and  ( ) represents the reference input and plant transfer functions,    

and    are constants and  ( ) is the Laplace transform of the error  ( )  The 

sensitivity derivative can be restated in terms of the model output as, 

  ( )

  
   ( ) ( )   

 

  
  ( )   (6.7) 

The update law for   in eq (6.4) is redefined based on this sensitivity derivative as,  

  

  
     

 

  
                 (6.8) 

where   

     
 

  
  (6.9) 

Eq. (6.8) represents the adjustment law for  . 
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The Adaptive controller for the Hypersonic wind tunnel system given in eq. (3.11), 

(3.14), (3.27 and (3.28) in chapter (3) is designed based on a suitable reference 

model. MRAC is designed with a reference model chosen based on the MIT rule. The 

reference model for the tunnel system is selected based on the literature discussed in 

Chapter 2 (Jones et al., 2014; Jones et al., 2011a; Jacob and Binu, 2009; Jones et al., 

2011b). The appropriate choice of reference model for this system is obtained as, 

  ( )   
      

       
   (6.10) 

With this reference model, an Adaptive controller is designed for the tunnel system 

 ( ) given in eq. (3.11) and (3.14) of chapter (3). Here, the reference model is chosen 

based on empirical analysis and it does not have direct influence to the system. The 

reference model is incorporated to reduce the error in comparison with the plant 

output. 

6.1.2. Results and Discussion 

The performance characteristics of the above system are evaluated for a range of set 

point values between 1 × 10
5 

Pa to 300 × 10
5 

Pa keeping the temperatures of the three 

pressure vessels at    =300 K,    = 700 K and    = 539 K (Nott et al., 2008; Enbiya 

et al., 2011) respectively. From the above range of setpoints, results with three 

sample setpoints of 100 × 10
5 

Pa, 70 × 10
5 
Pa and 50 × 10

5 
Pa are represented.  

Initially the behavior of the system is identified by investigating the error signal, 

which is the difference between the system output and setpoint for all ranges of 

setpoints from 1 × 10
5 

Pa to 300 × 10
5 

Pa. A study on the characteristics of the error 
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signal without applying the control law is carried out and the error signal for a sample 

setpoint of 100 × 10
5 

Pa is considered. Fig. 6.2 shows the evolution of error in 

pressure between the system model and the chosen reference model for the set point 

of 100 × 10
5 

Pa. To minimize this error, the cost function and control law of MRAC 

are suitably designed using eq. (6.2) and (6.5). The dynamic behavior is studied by 

simulating eqs. (3.11) of chapter (3) and eq. (6.1) to (6.10) for the tunnel system with 

the suitably designed MRAC.  

 

Fig. 6.2 The error signal, e(t) without control for the set point of 100 × 10
5 

Pa 

Applying MRAC, the behavior of the system for the given range of setpoints are 

studied and are presented. It is observed that the general time evolution of the settling 

chamber pressure has similar characteristics for all the set point values within the 

chosen range. The representative results for three set points, 100 × 10
5 

Pa, 70 × 10
5 

Pa 

and 50 × 10
5 

Pa are shown in Figs. 6.3 to 6. 5 (Duarte et al., 1996).  
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Fig. 6.3 (a) represents the response of the settling chamber pressure,    of the tunnel 

system with MRAC for the set point of 100 × 10
5 

Pa. From the figure, it is observed 

that the settling chamber pressure of the system model,  ( ) initially overshoots the 

reference model output   ( ) and settles down to the set points of 100 ×10
5 

Pa in 

1.37 s. The corresponding percentage overshoot is found to be 330.34 %. It is also 

observed that in this case, the system response is adversely affected by chattering 

effect and the chattering ranges between 100 × 10
5 

Pa to 114.40 × 10
5 
Pa.  

 

Fig. 6.3  (a) Settling chamber pressure,    ( ( )) and reference model output, 

  ( ) with MRAC for set point of 100 × 10
5 

Pa (b) The corresponding 

error signal,  ( ) 

The evolution of error,  ( ) for the tunnel system with MRAC is shown in Fig. 6.3 

(b). From this figure it is clearly observed that with the chosen design of MRAC, the 

error between the system model and reference model can be reduced to 0.2 × 10
7 

Pa. 

The efficiency of the chosen design of MRAC can be clearly understood by 

comparing this result with the error, before applying controller, shown in Fig. 6. 2. 
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From Fig. 6. 2 and 6. 3 (b), it is clear that the error which was in the range of 2 × 10
13 

Pa to 2.5 × 10
13 

Pa before applying the controller, is minimized to the range of 0.2 × 

10
7 

Pa with the chosen design of MRAC. However, due to the chattering effect, this 

error varies between -0.22 × 10
7 

Pa to 0.23 × 10
7 
Pa.  

Similar dynamical behavior is observed for the entire range of set points selected for the 

study. Fig. 6.4 and 6.5 shows the response of settling chamber pressure for a set point of 

70 × 10
5 
Pa and 50 × 10

5 
Pa respectively.  

 

Fig. 6.4  Pressures in the settling chamber P3, ( ( )) and reference model 

output,   ( ) with MRAC for the set point 70 × 10
5 

Pa 
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Fig. 6.5 Pressures in the settling chamber P3, ( ( )) and reference model output, 

  ( ) with MRAC for the set point 50 × 10
5 

Pa 

From the response of settling chamber pressure for a set point of 70 × 10
5 

Pa shown in 

Fig. 6.4, it can be observed that the settling chamber pressure settles down in 1.37 s. 

However, here also the pressure of the system model initially overshoots the reference 

model output and the percentage overshoot is observed to be 330.42 %. In this case also 

the pressure response is adversely affected by chattering effect and the range of chattering 

is between 70 × 10
5 
Pa to 83.50 × 10

5 
Pa. For a set point of 50 × 10

5 
Pa shown in Fig. 6.5, 

the percentage overshoot and settling time are observed to be 330.50 % and 1.37 s 

respectively. In this case, the chattering of settling chamber pressure is found to be in the 

range from 50 × 10
5 

Pa to 59.16 × 10
5 

Pa. Similar variations in the settling chamber 

pressure are observed for all other setpoints considered for the study. From Figs. 6.3, 6.4 

and 6.5, it is observed that the rise time is 0.007 s for all setpoints and peak time is 0.11, 

0.11, 0.13 s for the setpoints, 50 × 10
5 
Pa, 70 × 10

5 
Pa and 100 × 10

5 
Pa respectively. 
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The settling time, percentage overshoot and chatter fall in the same range for all the 

set points in the chosen range. These results show that the MRAC designed for the 

Hypersonic wind tunnel system is efficient in controlling the settling chamber 

pressure within a considerably small time range. However, with this design, the 

system is adversely affected by very high values of percentage overshoot, which is 

several times higher than the allowable range. The observed percentage overshoot of 

the settling chamber pressure will drastically affect the safety and performance 

conditions. From the above results, it can be concluded that with MRAC even though 

appreciably small settling time could be obtained, the percentage overshoot and 

chatter effects are not reduced effectively. Hence, for improvement in performance 

characteristic and reduction in chatter, we propose a Modified adaptive controller. 

Results of MRAC indicates that even though the control scheme has the advantage of 

achieving a settling time of less than 2 s, it induces an overshoot of approximately 

330 % for all the set points, which crosses the limit of the pressure vessels. In 

addition, it also has the disadvantage of chatter in the output response. To overcome 

this, we propose a Modified adaptive controller which is capable of compensating for 

the overshoot, eliminating chatter effect and at the same time maintaining short 

settling time. 

6.2 MODIFIED ADAPTIVE CONTROLLER (MAC) 

With the aim of improving the performance of MRAC for Hypersonic wind tunnel 

system, a Modified adaptive control scheme is designed (Maity et al., 2015; 

Hovakimyan et al., 2011). The block schematic of MAC is also based on MIT rule 
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and is same as that of MRAC given in Fig. 6.1 (Jacob and Binu, 2009; Tong et al., 

2009; Jain and Nigam, 2013; Imaduddin et al., 2011; Karray and Feki, 2014; Tuan et 

al., 2013). For improving the performance of MRAC in terms of performance 

parameters especially the percentage overshoot, chatter effect and short settling time 

appropriate modifications are incorporated into MRAC thereby redesigning the cost 

function suitably as a Modified adaptive control scheme. Performance improvement 

is observed with modified design to maintain the same stability and robustness 

properties (Duarte and Kumpati, 1996). 

6.2.1. Design  

In order to improve the transient performance as reducing percentage overshoot and 

chatter effect, the error has to be reduced thereby minimizing the cost function. For 

this purpose, the adjustment parameter,   is properly chosen with respect to the error 

in terms of signum function. Thus, the Modified adaptive controller is designed by 

redefining the cost function (Duarte and Kumpati, 1996) as, 

  ( )  | ( )|    (6.11) 

  

Hence the update law will be modified as,  

 

  

  
    

  ( )

  
    ( ) (6.12) 

  

With the modified design in update law, the percentage overshoot could be nullified. 

For effective control of percentage overshoot, the signum function in the adjustment 

parameter is replaced by saturation function and the update law is redefined as, 
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        (   )    (6.13) 

where, 

   (   )   {

                                                          

   (   )                                                   
                                                        

 (6.14) 

The reference model chosen in the design of MAC for Hypersonic wind tunnel is 

same as that chosen for MRAC given in eq. (6.10). Finally, the control law is 

redefined as,  

 ( )   
  

  
      (6.15) 

6.2.2. Results and Discussion 

The dynamic behaviour of the tunnel system with the MAC is studied by simulating 

eqs. (3.1) to (3.11) of chapter (3) and eq. (6.1) to (6.11). The results with Modified 

control law help to attain the transient performance while maintaining the stability. 

As discussed in section 6.1, the cost function of MRAC is modified as in eq. (6.11) 

and the update law is suitably modified by incorporating the signum function as in eq. 

(6.12). The settling chamber pressure with the modified update law is studied for the 

range of setpoints from 1 × 10
5 

Pa to 300 × 10
5 

Pa and representative results of the 

response of settling chamber pressure incorporating the above modifications in the 

controller design is given in Fig. 6.6 (a-c). Fig. 6. 6(a-c) represents the response of 

settling chamber pressure using the modified update law of MRAC for the same set 

points of 100 × 10
5 

Pa, 70 × 10
5 

Pa and 50 × 10
5 

Pa respectively. 
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Fig. 6.6  Settling chamber Pressure,    incorporating modification in the cost 

function of MRAC (a) for the set point 100 × 10
5 

Pa (b) for the set 

point 70 × 10
5 

Pa (c) for the set point 50 × 10
5 

Pa 

Comparing the response of settling chamber pressure in Fig. 6. 6 (a-c) with the results of 

MRAC shown in Fig. 6.3 to 6.5, it can be observed that with the proposed modification 

of cost function, the chatter effect could be slightly reduced. Fig. 6.7 (1) and (2) 

represents the zoomed portion of the settling chamber pressure showing the chatter effect 

and percentage overshoot of Fig. 6.6 (a), (b) and (c) for the setpoints 100 × 10
5 
Pa, 70 × 10

5 

Pa and 50 × 10
5 
Pa respectively.  

 
Fig. 6.7  Zoomed portion of Fig. (6.6) (1) chatter effect (2) Percentage 

Overshoot (a) for the set point 100 × 10
5 

Pa (b) for the set point 70 × 

10
5 

Pa (c) for the set point 50 × 10
5 

Pa 
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From Fig. 6.7, it is clear that though the settling time is short and is 1.37 s for the three 

setpoints respectively, the chatter ranges from 50 × 10
5 
Pa to 56.1 × 10

5 
Pa for setpoint of 

50 × 10
5 

Pa, 70 × 10
5 
Pa to 78.42× 10

5 
Pa for setpoint of 70 × 10

5 
Pa and 100 × 10

5 
Pa to 

117.1× 10
5 

Pa for a setpoint of 100 × 10
5 

Pa. The rise time for the three setpoints are 

0.007 s.  However, the percentage overshoot remains in the same range as in MRAC and 

is 291.85, 309.29 and 306.24 % and the peak time is observed to be 0.11, 0.11, 0.13 s for 

the three setpoints, 50 × 10
5 

Pa, 70 × 10
5 

Pa and 100 × 10
5 

Pa respectively. Hence to 

reduce the percentage overshoot and to reduce the chatter effect further, the control law is 

suitably modified as in eq. (6.15). In order to further improve the chatter effect, the 

update law is further modified replacing the signum function with saturation function. 

Fig. 6.8 to 6.10 shows the response of the settling chamber pressure of the tunnel 

system with the MAC for three set points, 100 × 10
5 

Pa, 70 × 10
5 

Pa and 50 × 10
5 

Pa 

respectively. Fig. 6. 8 (a) (1) represents the response of settling chamber pressure,    

for the set point of 100 × 10
5 

Pa, Fig. 6. 8 (b) represents its reference model output 

and Fig. 6.8 (2) (a) (b) represents the corresponding zoomed portion of settling 

chamber pressure and reference output with MAC. 

 

Fig. 6.8  Settling chamber pressure for set point of 100 × 10
5 

Pa with MAC (a) 

Settling chamber pressure,    ( ( )) (b) Reference model Pressure, 

    (  ( )) 
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From the figure, it can be observed that with the newly designed MAC, the 

percentage overshoot is completely suppressed and that error between the system 

model and reference model is eliminated. The corresponding settling time is observed 

to be 0.56 s which is considerably lesser than that of MRAC for the same set points. It 

is also noteworthy that the set point is achieved without any chatter effect. The rise 

time is observed to be 0.11 s. From the above figure, it can be observed that the 

settling chamber pressure is controlled and maintained exactly at the desired set point. 

Also, it is observed that the peak time is 1.96 s. 

Fig. 6.9 (1) shows the settling chamber pressure and the reference model output for a 

setpoint of 70 × 10
5 

Pa and its zoomed portion is shown in Fig. 6.9 (2).  From the 

figure, it is clear that the settling chamber pressure matches with the reference model 

output. This is achieved with a rise time of 0.11 s with a peak time of 1.96 s and 

settling time of 0.56 s without any percentage overshoot and chatter effect.  

 

Fig. 6.9  Settling chamber pressure for set point of 70 × 10
5 

Pa with MAC (a) 

Settling chamber pressure,    ( ( )) (b) Reference model Pressure, 

   (   ( )) 
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Fig. 6.10 shows the settling chamber pressure for a set points of 50 × 10
5 

Pa. It is 

evident from the figures that the settling time is 0.56 s, there is no overshoot and 

chatter effect. The rise time with this setpoint is observed to be 0.11 s and peak time 

as 1.96 s.  For the entire range of set points from 1 × 10
5 

Pa to 300 × 10
5 

Pa, short 

settling time without any chatter effect and percentage overshoot are obtained with 

the Modified adaptive control. 

 

Fig. 6.10  Settling chamber pressure for set point of 50 × 10
5 

Pa with MAC (a) 

Settling chamber pressure,    ( ( )) (b) Reference model Pressure, 

  (  ( )) 

Fig. 6.11 (1) (a), (b), (c) shows the response of settling chamber pressure with MRAC and 

MAC controllers for the set points of 100 × 10
5 

Pa, 70 × 10
5 

Pa and 50 × 10
5 

Pa 

respectively. The zoomed portion of the settling chamber pressure for the given three 

setpoints is represented in Fig. 6.11 (2). The figure clearly indicates the effectiveness of the 

proposed MAC scheme in suppressing the overshoot and providing drastic improvement in 

the settling time. It can also be observed with the modifications proposed, the newly 

designed MAC efficiently reduces the chatter effect in the output response.  
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Fig. 6.11  Settling chamber Pressure,    with MRAC and MAC (a) for the set 

point 100 × 10
5 

Pa (b) for the set point 70 × 10
5 

Pa (c) for the set 

point 50 × 10
5 

Pa 

The performance results of MRAC and MAC for regulation of pressure inside 

Hypersonic wind tunnel is analyzed and compared (Duarte and Kumpati, 1996). Table 

6.1 shows the comparison of MRAC and MAC in terms of their performance indices.  

Table 6.1 Performance Comparison of MRAC and MAC  

 Settling Time (S) Overshoot (%) Rise Time (S) 

Sl. No Set point MRAC MAC MRAC MAC MRAC MAC 

1 100x10
5
 Pa 1.37 0.56 330.34 NIL 0.007 0.11 

2 70x10
5
 Pa 1.37 0.56 330.34 NIL 0.007 0.11 

3 50x10
5
 Pa 1.37 0.56 330.34 NIL 0.007 0.11 

 

From the results it is clear that with MAC scheme, the chamber pressure of the 

Hypersonic wind tunnel system stabilises within 0.56 s (Yilmaz et al., 2012; Lin et 

al., 2007; Chen et al., 2012). Percentage overshoot and settling time for MAC 

proposed here is much lower than other control techniques applied to the system.  
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From the above results it is observed that the Modified adaptive control scheme is 

highly efficient in controlling the settling chamber pressure to the specified set point 

within a very short time of 0.56 s as compared to that of 1.37 s with MRAC. It is also 

observed that the rise time is 0.11 s for all setpoints. 

In addition, the MAC scheme has the advantage of controlling the settling chamber 

pressure with zero percentage overshoot. Moreover, with the proposed modifications, 

the chattering effect observed with MRAC is also nullified by MAC that makes it 

more suitable for pressure regulation in the Tunnel systems. It could also be observed 

that the system is stable as the pressure attains 0.56 s to settle and remains for a 

infinitely longer time with the same transient performances achieved. This is 

maintained during the entire range of closed loop condition of the system.   

Verification of the proposed controller is based on the theoretical and simulation 

studies. From the results of the performance comparison analysis, it is observed that 

Modified adaptive control is the most suitable scheme for regulation of pressure in 

the settling chamber of Hypersonic wind tunnel. The usual procedure for validation of 

controllers is performed in real time experimental setup. The MAC thus proposed is 

applied to a Supersonic wind tunnel model for verification (Sonneveldt et al., 2007). 

Due to the constraints in implementing the controller in Hypersonic wind tunnel, we 

adopt a verification process of the proposed MAC scheme in the INCAS Supersonic 

wind tunnel model validated on real time with Adaptive fuzzy PI controller 

(Sonneveldt et al., 2007).  
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6.3. VERIFICATION OF MODIFIED ADAPTIVE CONTROLLER 

Verification and validation are processes to quantify and build credibility for the 

solutions of the respective design problems thereby ensuring closeness of the 

simulations to the real world representations. Verification is a process wherein we 

assure that the proposed algorithm is correct and efficient enough to solve for the 

particular application. Here, we ensure the effectiveness of the proposed Modified 

Adaptive control (MAC) for the Hypersonic wind tunnel by verifying on different 

wind tunnel models which are already experimentally validated. For this purpose, we 

considered the INCAS Supersonic blowdown tunnel, whose plenum pressure is 

controlled by PI and Adaptive Fuzzy PI controllers and is validated using 

experimental data collected from real test cases (Corneliu, 2013).  The proposed 

controller is applied to this validated model and found to be efficient in regulating the 

plenum chamber pressure of blowdown type Supersonic wind tunnel.  

Wind tunnels operating in the Mach number range 1 to 5 are called as supersonic 

tunnels whereas the tunnels used for higher Mach numbers (> 5) are called as 

hypersonic tunnels. For high speed tunnels, more focus is given to simulating flow 

Reynolds number and the Mach numbers in the test section of the tunnel. In addition 

to these parameters, the total energy content of the flow also becomes important at 

hypersonic speeds. Static stability analysis conducted for hypersonic and supersonic 

tunnels are similar.  Considering the practical difficulty in availing the validated 

Hypersonic wind tunnel models, a readily available validated Supersonic model with 

similar performance characteristics is selected for verification of the proposed MAC. 
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Review of Adaptive Fuzzy PI Controller for INCAS Supersonic Wind Tunnel  

The INCAS Supersonic Blowdown Wind Tunnel developed is a pressurized 

aerodynamic tunnel based on two geometrically variable transversal sections, capable 

of operating both at Subsonic and Supersonic speeds with Mach numbers, 0.1 to 3.5, 

with high Reynolds number of 100 mil/m in transonic regimes. In a Supersonic flow, 

decreasing the cross-sectional area causes the flow to decrease in velocity and 

increase in pressure and vice versa.  These properties exhibited are exactly the 

opposite to that of Subsonic wind tunnels (Busa, 2010; Corneliu, 2013; Butler et al., 

2010; Shahrbabaki et al., 2014a; Shahrbabaki et al., 2014b; Ilic et al., 2016; Sunny et 

al., 2017). An experimental facility using Supersonic wind tunnel was developed by 

INCAS (Corneliu, 2013) in order to deliver constant plenum pressure for the test run. 

The main objective is to maintain constant plenum chamber pressure throughout the 

test which is achieved by regulating the pressure regulator valve. For the experiment 

conducted by INCAS which completes in 15 to 100 seconds, depending on the 

required flow regime, many techniques from manual operation of control valves to 

automatic control using various modern controllers were designed and developed 

(Bhoi and Suryanarayana, 2008; Corneliu, 2013). 

The schematic used by INCAS for the Supersonic Blowdown Wind Tunnel is shown 

in Fig. 6.12 below (Corneliu, 2013). 

 

https://www.grc.nasa.gov/www/k-12/airplane/tunnozt.html
https://www.grc.nasa.gov/www/k-12/airplane/tunnozt.html
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Fig. 6.12  General layout for a Blowdown Supersonic Wind Tunnel (Hollis and 

Griffith, 1991). 

The principle of operation is similar to the Hypersonic wind tunnel system. The 

Supersonic tunnel system consists of 3 vessels, viz: Storage tank, Plenum chamber 

and experimentation chamber. The air from the high pressure tank is released to the 

plenum chamber through a pressure regulating valve. The basic principle involves 

controlling the airflow using regulator valve while ensuring stabilized flow 

parameters, viz: pressure, speed, temperature and perturbations in the experimentation 

chamber. The operation of control valve is very critical during a test in order to 

ensure proper parameters in the plenum chamber depending on the airflow available 

in the storage tank. The operation of valve is such that the difference in pressure 

between the two faces of the valve can be maximum of 20 Bar and at high speeds of 

up to 10 seconds for full opening of the valve. With these specifications, the transfer 

function of the validated tunnel system is obtained from (Bhoi and Suryanarayana, 

2008; Corneliu, 2013) as follows: 

 ( )   
                     

                            
  (6.16) 
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Experimental Validation of INCAS Supersonic wind tunnel system 

The Supersonic wind tunnel system validated with PI and Adaptive Fuzzy PI 

controllers (Corneliu, 2013) using INCAS system’s real time data for a setpoint of 

250 Bar is reviewed. The PI controller is designed based on pole-zero allocation 

method with    value as 3.26       and    value as 5.6013      .  The results are 

simulated in LabVIEW environment (Bhoi and Suryanarayana, 2008; Corneliu, 

2013). The results show that the plenum chamber pressure quickly follows the 

reference output. From the results, it is observed that the designed PI controller is 

capable of controlling the plenum chamber pressure within 2 s for a given setpoint of 

250 Bar but the overshoot is high and is 18.08 %. 

To improve the performance of the tunnel system especially in terms of percentage 

overshoot, an Adaptive Fuzzy PI controller was designed by INCAS (Corneliu, 2013) 

with a reference model chosen as: 

 ( )   
 

       
 (6.17) 

The Fuzzy rules are selected with 7 membership triangular functions for both input 

and output. With the improved design using Adaptive Fuzzy PI controller, it is 

observed that the settling time is 1.75 s, overshoot is drastically reduced and is 9.41% 

and the rise time is close to 1.5 s. Thus, it is noted that there is considerable 

improvement in the performance with Adaptive Fuzzy PI controller (Corneliu, 2013). 

In order to verify our design of Modified adaptive controller in Section 6.2, we apply 

the control algorithm to the modelled INCAS Supersonic wind tunnel system. 
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6.3.1. Modified Adaptive Controller Design for INCAS Supersonic Wind Tunnel 

The proposed MAC algorithm in section 6.2.1 is applied to validated model of 

INCAS blowdown Supersonic wind tunnel (Bhoi and Suryanarayana, 2008; Corneliu, 

2013) given in eq. (6.16). For this purpose, an adjustment parameter,   is properly 

chosen with respect to the error in terms of signum function. The cost function for 

this model is chosen (Duarte and Kumpati, 1996; Maity et al., 2015) as, 

  ( )  | ( )|  (6.18) 

Thus, the update law is,  

  

  
         (   )   (6.19) 

where, 

   (   )   {

                                                          

   (   )                                                   
                                                        

 (6.20) 

The model is simulated with this update law. For effective control of plenum chamber 

pressure, the signum function in the adjustment parameter is replaced by saturation 

function of Model reference adaptive controller.  

The reference model chosen in the design of MAC is same as that chosen for MRAC 

of INCAS given in eq. (6.17). Finally, the control law is defined as,  

 ( )   
  

  
      (6.21) 
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6.3.3. Verification of Results 

Verification is a technique to assure solutions to various Engineering problems are 

quantified to maintain a high level of confidence in performance, safety and 

reliability. Now a days, the government and Industries demand for validated models 

with solutions to improve efficiency, reduce cost, risk for testing, time management 

etc. This objective motivates the need of highly accurate validated or verified results 

to predict desired performance. 

The behaviour of the Supersonic wind tunnel system is studied by simulating eq. 

(6.16) to (6.21). The response of the plenum chamber pressure with the designed 

Modified adaptive controller for a sample setpoint of 250 Bar is shown in Fig. 6.13. 

From the results, it is observed that the settling time is 0.5 s, rise time is 0.11 s and 

peak time is 1.90 s for the given setpoint. However, it is observed that there is no 

peak overshoot with the proposed design. 

 

Fig. 6.13  Plenum chamber pressure of INCAS Supersonic wind tunnel with 

Modified adaptive control for a setpoint of 250 Bar 
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Table 6. 2 gives the performance comparison of our simulated results with that of 

simulated and validated Adaptive Fuzzy PI controller for INCAS Supersonic wind 

tunnel (Corneliu, 2013). 

Table 6.2  Performance Comparison of Modified Adaptive Controller (MAC) 

with Adaptive Fuzzy PI (AFPI) Controller for a set point of 250 Bar 

 Settling Time (S) Overshoot (%) Rise Time (S) 

Set point MAC AFPI MAC AFPI MAC AFPI 

250 Bar 0.5 1.75 NIL 9.41 0.11 1.5 

Table 6. 2 gives the performance comparison of our simulated results with that of 

simulated Adaptive Fuzzy PI controller for INCAS Supersonic wind tunnel. From the 

results of our design, it is observed that the settling time which is required to be less is in 

the same range as that of validated Adaptive Fuzzy PI design. However, the percentage 

overshoot in real time was 9 % which is nullified with the Modified adaptive control 

approach. Similarly, the rise time is also found to be less than 2 s in both designs. Thus, it 

is clear from our results that all the transient parameters performs well and are in the 

same range as that of validated Adaptive Fuzzy PI design and hence we could verify the 

Modified Adaptive control (MAC) design (Corneliu, 2013). Hence, the proposed 

Modified adaptive control design for the selected Hypersonic wind tunnel model is 

verified. 

The regulation of pressure inside the test section is very significant for Hypersonic 

wind tunnel system, which is achieved by controlling the settling chamber pressure. 

Here, we propose a Modified adaptive control scheme by incorporating suitable 

modifications to the cost function and the control law of MRAC. For developing 

MRAC, a reference model based on MIT rule is selected and an adjustment parameter 
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is designed so as to minimize the cost function. An equivalent control law is designed 

based on the selected adaptation gain. The proposed MAC scheme is designed by 

suitably modifying the cost function and the update law of MRAC. The dynamics of 

the tunnel system with both MRAC and the newly proposed MAC schemes are 

simulated and the performance characteristics are evaluated.  

MRAC has the inherent advantage of fast settling time and robustness towards 

parametric uncertainties. Results of MRAC indicate that even though this control 

scheme has the advantage of achieving a settling time of less than 2 s, it produces an 

overshoot around 330 % for all the set points. The extremely high overshoot which 

crosses the safe limit of the pressure vessels makes it unsuitable for this model. In 

addition, it also has the disadvantage of chatter in the output response. This 

necessitates suitable modifications in the design of MRAC which can eliminate or 

reduce the overshoot to the tolerable limits without affecting the other performance 

parameters. For this purpose, suitable modifications in the cost function is 

incorporated and the performance is evaluated. It is observed that modification in cost 

function alone will results in elimination of only the chatter effect. For eliminating the 

overshoot, further modifications are incorporated in the update law.  The combined 

modifications are found to be efficient in nullifying the extremely high overshoot of 

330 % and have the added advantage of eliminating the chatter effect and the settling 

time is reduced to 0.56 s which is found to be half of 1.37 s obtained with MRAC.  

For Hypersonic wind tunnel systems, as the test duration is very short, the settling 

time is a crucial parameter. The results of our investigations show that the newly 

proposed MAC scheme effectively controls the settling chamber pressure within a 
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very short time. Moreover, with the new scheme the percentage overshoot observed 

with MRAC is completely eliminated. In addition, the newly designed MAC has the 

ability to eliminate the unwanted chattering resulting from discontinuous control of 

MRAC. The above advantages make the proposed MAC scheme highly suitable for 

regulating the pressure inside the settling chamber of the Hypersonic wind tunnel 

system. However, the economic aspects of the proposed schemes are to be evaluated. 

Such studies can contribute to the effective implementation of the proposed scheme in 

real time applications.  

The design of Modified Adaptive control schemes for pressure regulation in the 

settling chamber of Hypersonic wind tunnel, based on its simulation in Section 6.2 is 

verified. For this purpose, initially a survey on plenum pressure regulation inside the 

validated model of INCAS Supersonic wind tunnel (Bhoi and Suryanarayana, 2008; 

Corneliu, 2013; Vincent et al., 1999) is considered and analyzed the preliminary 

results of simulation. In the Supersonic wind tunnel developed by INCAS, the method 

of controlling plenum chamber pressure using PI and Adaptive Fuzzy PI controller is 

simulated and experimentally validated with real time test results (Corneliu, 2013). 

Here, we designed the proposed Modified adaptive control schemes for the regulation 

of plenum chamber pressure for INCAS Supersonic wind tunnel model. The 

simulation results of the above control schemes were analyzed and compared with 

validated INCAS model for Adaptive Fuzzy PI controllers. From the comparison, it is 

observed the results with the newly designed control scheme is matching and in the 

tolerable range with that of INCAS control schemes. Thus, the proposed Modified 

adaptive control scheme designed is verified for the INCAS model and Hypersonic 

wind tunnel model. 
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Chapter 7 presents a comparison of the designed controllers and proposes the suitable 

controller design for regulation of settling chamber pressure based on the verification 

carried out with INCAS Supersonic wind tunnel.  



CHAPTER 7 

PERFORMANCE COMPARISON OF                      

NONLINEAR CONTROLLERS  

This work focusses on identifying the best suitable controller for the regulation of 

pressure inside the settling chamber of Hypersonic wind tunnel. For this purpose, the 

tunnel system is modelled incorporating the important nonlinearities of transport delay 

and valve saturation function and is represented in transfer function as well as state 

space forms. Analysis of the modelled system is carried out to ensure stability using 

Lyapunov Stability Theorem, Phase Portrait method, Bode plot, Root locus and 

Kalman’s test for controllability and observability. The negative definiteness of 

Lyapunov function, convergence of phase portrait to origin, positive values of gain 

margin and phase margin from bode plot, root locus on the left half of the s-plane and 

nonsingular values of controllability and observability matrix confirm the stability of 

the system. Sensitivity analysis is also carried out to find out the variation in pressure 

with variation in stem movement. It is observed that the system exhibits nonlinear 

behaviour as the sensitivity varies continuously and has infinite values at infinite 

regions.  

The pressure regulating valve that maintains constant air flow in the Hypersonic flow 

regime in the settling chamber is precisely controlled during the test run thereby 

maintaining constant pressure in the test section where the specimen is placed. For 

this purpose, various controllers are designed and the most suitable controller is 
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proposed after comparing their transient performance characteristics for the 

regulation of settling chamber pressure in the Hypersonic wind tunnel. From the open 

loop response of the system, it is observed that it takes 450 s to release the air from 

the storage tank to the settling chamber. However, this value is quite high and is to be 

reduced so as to achieve the minimum settling time possible keeping the other 

parameters in the desired range. This, necessitates the development of suitable control 

law capable of maintaining the air flow through the settling chamber constant and 

thereby meeting the desired characteristics like minimum overshoot, short settling 

time and fast rise time without any chatter effect. In this work, various linear, Robust, 

Hybrid and Adaptive controllers are designed and their performance indices are 

compared and the best controller for this application is proposed. 

A basic LQR controller is designed which provides feedback gain to reduce the 

variation in the output variable from the setpoint. In order to reduce this variation in 

the output variable, weighing matrices, Q and R are properly selected thereby 

achieving the optimal gain and the dynamic behaviour is analyzed. H-infinity 

controller that is robust to parametric variations is then designed to evaluate the 

performance. The development of this control algorithm includes designing suitable 

weighing functions that meets the nominal performance of the system. To further 

optimise the values of weighing functions, Krill Herd optimisation algorithm is used 

to tune the parameters of the weight function for the H-infinity controller. Other two 

nonlinear approaches applied for the pressure regulation application includes 

Backstepping and Sliding mode controllers. Backstepping is a Lyapunov based 

nonlinear technique in which the control algorithm starts from a stable system and 
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back out to stabilize each subsystem until the final control law is reached. Sliding 

mode controller is a robust, nonlinear, systematic control technique in which the 

design includes the development of switching law. The switching law is built from 

the switching surface that is selected based on a Lyapunov function. Based on the 

performance evaluation of conventional controllers, Hybrid controllers, viz: 

Backstepping Sliding mode and Sliding mode Fuzzy controllers are designed for the 

tunnel system. In the design of Backstepping Sliding mode controller, the switching 

surface is selected as a function of the new states in Backstepping approach. In 

Sliding mode Fuzzy controller design, the sliding surface selection is based on the 

fuzzy rules thereby ensuring stability and elimination of chatter effect in the response. 

Adaptive controllers, viz: Model Reference Adaptive controller and Modified 

Adaptive controllers are also designed for the modelled system. Model reference 

adaptive controller is a popular adaptive control technique based on MIT rule. Here, a 

reference model which suits with the desired transient characteristics is chosen for the 

controller deign. A cost function based on adjustment parameter is selected to 

develop the control law. To improve the performance indices with MRAC design for 

the tunnel system, the cost function is redefined to design a Modified Adaptive 

controller. In this approach, the redefined cost function is used to develop the control 

law which depends on the signum function of the error signal and the output of 

reference model. A comparison of various performance indices of all the above 

controllers are discussed in detail to propose the Modified Adaptive controller as the 

most suitable one to meet the purpose. The Modified adaptive control design is 

verified by applying to the validated model of INCAS Supersonic wind tunnel (Bhoi 
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and Suryanarayana, 2008; Corneliu, 2013). By comparing the test results of Modified 

Adaptive control with that of existing Adaptive fuzzy PI of INCAS Supersonic wind 

tunnel plenum pressure regulation, it is found that the performance parameters are in 

the comparable and tolerable range.  

7.1. RESULT AND DISCUSSION 

LQR, HI, HIO, BS, SMC, BSC, SFC, MRAC, MAC controllers are designed for the 

efficient and accurate control of pressure in the settling chamber of a Hypersonic 

wind tunnel system and their performance are evaluated for a range of setpoints from 

1 × 10
5 

Pa to 300 × 10
5 

Pa. The performance indices corresponding to representative 

setpoints 50 × 10
5 

Pa, 70 × 10
5 

Pa and 100 × 10
5 

Pa are tabulated in Table 7.1 and 

comparison of settling time, percentage overshoot and rise time for these controllers 

are shown in Fig. 7.1 (a) (b) and (c) respectively. 

Table. 7.1 Performance comparison of Different Controllers 

 Settling Time (S) % overshoot Rise Time (S) 

SET POINTS 50 x 

10
5
Pa 

70 x 

10
5
Pa 

100 x 

10
5
Pa 

50 x 

10
5
Pa 

70 x 

10
5
Pa 

100 x 

10
5
Pa 

50 x 

10
5
Pa 

70 x 

10
5
Pa 

100 x 

10
5
Pa CONTROLLERS 

LQR 15 15 15 25.38 31.38 29 1.43 1.52 1.43 

HI 1.2 1.2 1.2 116 83.33 58.33 0.2 0.85 0.85 

HIO 1.2 1.2 1.2 75 53.57 37.5 0.29 0.28 0.29 

BS 7.5 7 6.5 NIL NIL NIL 3.44 3.59 3.59 

SMC 8 8 8 NIL NIL NIL 3.46 3.46 3.46 

BSMC 8 8 8 NIL NIL NIL 3.45 3.45 3.45 

SFC 10.3 12 7 NIL NIL 1 3.45 3.45 1.44 

MRAC 1.37 1.37 1.37 330.34 330.34 330.34 0.007 0.007 0.007 

MAC 0.56 0.56 0.56 NIL NIL NIL 0.11 0.11 0.11 
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(a) 

 

 

(b) 

Fig. 7. 1 (a) Comparison of Settling Time for the setpoints, 50   10
5
,
 
70   10

5
 

and
 
100   10

5 
Pa. (b) Comparison of Percentage Overshoot for the 

setpoints, 50   10
5
,
 
70   10

5
 and

 
100   10

5
 Pa (c) Comparison of Rise 

Time for the setpoints, 50   10
5
,
 
70   10

5
 and

 
100   10

5 
Pa 
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(c) 

Fig. 7. 1 (Contd.) 

The performance of LQR controller is decided by the matrices, R and Q whose values 

cannot be increased beyond an optimum limit. Higher values of Q cause increase in 

gain, K leading to instability. It is observed from Fig. 7.1 (a) that optimum value of 

matrix, Q gives consistent settling time for all three setpoints and is 15 s. However, as 

indicated in Fig. 7.1 (b), the percentage overshoot of LQR controller corresponding to 

the above three setpoints are 25.38, 31.38 and 29 % respectively and does not remain 

consistent for all three setpoints. The corresponding values of rise time from Fig. 7. 1 

(c) are 1.43 s, 1.52 s and 1.43 s for three setpoints which are again not consistent for 

all the setpoints.  Due to these limitations, an H-infinity controller with weighing 

matrices,    and    are selected so as to meet the stability and performance 

requirements respectively. Even though the settling time remains constant at 1.2 s 

with all the setpoints, percentage overshoot as well as rise time varies according to 

the setpoints. The corresponding values of percentage overshoot are 116, 83.33 and 
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58.33 % for the three setpoints respectively and the rise time is 0.2 s for the setpoint, 

50   10
5
 Pa and 0.85 s for the setpoints, 70   10

5
 and

 
100   10

5 
Pa and hence not 

consistent for all the setpoints. This high value of overshoot is due to the chosen 

values of weighing matrices,    and   .  For reduction in overshoot, we found the 

optimal value of the weight function,    using Krill Herd Optimisation algorithm. 

With the optimised weighing function, it is observed that, settling time remains same 

and is 1.2 s for all the setpoints whereas the value of percentage overshoot is 

improved. With the optimized H-infinity controller, it is observed that overshoot is 

reduced but not nullified and is 75, 53.57 and 37.5 % corresponding to each value of 

setpoints and rise time 0.29 s for the setpoints, 50   10
5
 and

 
100   10

5 
Pa and 0.28 s 

for the setpoint, 70   10
5
 Pa. However, these values of overshoot are not tolerable 

and hence we designed two nonlinear techniques for pressure regulation, viz: 

Backstepping and Sliding mode controllers. It is observed that with the Backstepping 

controller design, settling time of the chamber pressure is 7.5, 7 and 6.5 s for the three 

set points, 50 × 10
5 

Pa, 70 × 10
5 

Pa and 100 × 10
5 

Pa respectively. However, the 

percentage overshoot is zero and rise time is 3.44 s for the setpoint of 50   10
5 

Pa and 

3.59 s for the setpoints, 70   10
5
 and

 
100   10

5 
Pa. Even though, the settling time and 

rise time are less, it is found that these values are not consistent for all the setpoints. 

This variation is due to the selection of Lyapunov function for each of the sub-

systems which depends on the respective error variable. This drawback can be 

overcome by suitably selecting the Lyapunov function. Thus, to avoid this limitation, 

Sliding mode controller is suggested and proposed wherein the time duration for 

settling is 8 s which is short and consistent for any given set point. It could also be 

observed that the rise time for the Sliding mode controller design is 3.46 s for all the 
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three setpoints and there is no overshoot for any setpoint values. However, there are 

chances of occurrence of chattering in the output response under variations in 

operating conditions using this approach. 

Due to the difficulty in meeting the performance requirements with the previous 

controllers, the response using combination approaches, Backstepping Sliding mode 

and Sliding mode Fuzzy controllers are also analyzed. In Backstepping Sliding mode 

controller design, the time required to settle is less and is 8 s which is same as that 

with Sliding mode controller. It is also noted that the consistency problem with 

Backstepping controller is nullified by combining it with Sliding mode controller. In 

this design technique, each sliding surface is defined in terms of the respective error 

variable ensuring stability criterion. With Backstepping Sliding mode controller, it is 

observed that the rise time is 3.45 s for the setpoints, 50   10
5
 and

 
70   10

5 
Pa and 

3.46 s for the setpoint, 100   10
5 

Pa without any overshoot in the output response. In 

the proposed BSMC design, a suitable sliding surface is properly designed to 

eliminate the unwanted chattering resulting from the discontinuous control of Sliding 

mode controller. But due to design complexity, we tried the second approach, Sliding 

mode Fuzzy controller for the tunnel system. It is observed that the settling time is 

10.3, 12 and 7 s for the respective three setpoints and is not consistent for all the 

setpoints. However, this control scheme has no overshoot for the setpoints, 50   10
5
 

and 70   10
5
 and

 
has 1 % overshoot for the setpoint,

 
100   10

5
 Pa. it is also noted 

that the rise time is 3.45 s for the setpoints, 50   10
5
 and

 
70   10

5 
Pa and 1.44 s for 

the setpoint, 100   10
5 

Pa. Thus, it is observed that even though the settling time and 

rise time are quite less, the values are not consistent with respect to the set points. 

Moreover, overshoot could not be completely eliminated. This is due to the fact that 

sliding surface selection depends on the fuzzy rules and that it changes accordingly. 
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 Considering the complexity in design with BSMC and the overshoot and consistency 

issues in SFC, we designed Adaptive controllers, viz: Model Reference Adaptive 

controller and Modified Adaptive controller for our pressure regulation application. 

With the MRAC design, it is observed that the settling time is less and is 1.37 s and 

the rise time is equal for all the three setpoints and is 0.007 s. As the update law has 

direct relation with the error and output of the reference model, the MRAC control 

design generates high overshoot and chatter in the output. It is also observed that the 

percentage overshoot is very high and is 330.34 % for all the setpoints and it is 

beyond the tolerable limit. Thus, the above design is modified as Modified Adaptive 

controller incorporating signum function in the update law and is found that the 

settling time is further reduced to 0.56 s. The proposed approach of Modified 

Adaptive controller does not have overshoot and chatter in the output response for 

any given setpoints and it is also found that the rise time is 0.11 s for all the three 

setpoints. Thus, we could conclude that the shortcomings of MRAC approach 

associated with high overshoot and chatter is nullified with the proposed control 

algorithm of MAC. 

7.2. PERFORMANCE ANALYSIS 

The response of the control strategies, LQR controller, H- infinity, H-infinity with 

Krill Herd Optimisation, Backstepping, Sliding mode, Backstepping Sliding mode, 

Sliding mode Fuzzy, Model Reference Adaptive and Modified Adaptive controllers 

used to operate the control valve for the regulation of settling chamber pressure inside 

the Hypersonic wind tunnel are analyzed. The settling time (2% criterion), rise time 

and percentage overshoot are evaluated for each of these controllers and are tabulated 

in Table 7.1. 



210 

In Hypersonic wind tunnel system, the pressure levels are very high and the test 

duration is to be maintained as low as possible even though the maximum allowable 

test duration is 40 seconds for various other applications (Jones et al., 2011a; Jacob 

and Binu, 2009; Jones et al., 2011b; Vargese and Binu, 2009). This demands highly 

efficient control techniques for the regulation of pressure in the settling chamber. 

LQR controller for the regulation of settling chamber pressure is designed and its 

results are evaluated in detail in chapter 4. It is observed that the settling time is less 

whereas the percentage overshoot increases with increase in set point in the response. 

To reduce the overshoot and to improve the settling time, a robust H-infinity 

controller is designed. It is observed that the conventional H-infinity controller with 

the designed weights reduces the settling time. However, the percentage overshoot for 

these weights are quite high. Hence, the weight optimisation is done using Krill Herd 

Optimisation technique and the optimised H-infinity controller gives reduced 

percentage overshoot with the same settling time as that of conventional one. To 

reduce the overshoot further, Backstepping control algorithm is proposed based on 

recursive design methodology for nonlinear feedback control.  From the results, it is 

clear that even though the Backstepping controller has the advantages of faster 

response with no overshoot and chatter effect, the settling time does not remain 

consistent for all the set points. To overcome this drawback and to reduce the design 

complexity, a Sliding mode controller is designed. Sliding mode controller when used 

independently gives satisfactory performance in terms of settling time and overshoot 

but it has chances of occurrence of chattering in the output response under variations 

in operating conditions. Thus, with the aim of making the system robust to parametric 

uncertainties with chatter free response, a Hybrid controller, which is the combination 
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of Backstepping and Sliding mode control technique is suggested in chapter 5. From 

the results, it is observed that Backstepping Sliding mode controller is able to regulate 

the settling chamber pressure in a very short duration without percentage overshoot 

and chatter effect. However, considering the design complexity, a Sliding mode 

Fuzzy controller is designed. The intelligence of Fuzzy logic is effectively used for 

selecting the sliding surface of the controller. It is clear from the result that even 

though the settling time is less, the overshoot varies with setpoints. Each of the above 

controllers under consideration, has its own advantages and disadvantages in their 

performance and this led to the design of more accurate Adaptive control strategies, 

viz: Model Reference Adaptive and Modified Adaptive controller for the pressure 

regulation in Hypersonic wind tunnel. 

A Model Reference Adaptive controller based on MIT rule is designed and it results 

in high percentage overshoot and chattering in the response in spite of its short 

settling time. Thus, Modified Adaptive Control scheme is designed by suitably 

modifying the cost function and the update law of MRAC for the tunnel system. The 

dynamics of the system is evaluated with the new MAC design and found that the 

pressure settles in a very short time without any overshoot and chattering in the 

output response. The new scheme thus outperforms all other controllers in terms of 

the performance indices, viz: settling time, percentage overshoot, rise time and 

chattering. This also provides consistent performance in the presence of modeling 

uncertainties, large, unknown parameter variations as well as variations in the 

selected range of setpoints. 

 



212 

7.3. VERIFICATION OF MODIFIED ADAPTIVE CONTROLLER 

From the analysis of various controllers under consideration, it is proposed to regulate 

the settling chamber pressure of the Hypersonic wind tunnel system using a Modified 

Adaptive controller. The verification of this control scheme is carried out by applying 

it to the validated model of INCAS Supersonic wind tunnel (Bhoi and Suryanarayana, 

2008; Corneliu, 2013). Fig. 7. 2 shows the performance comparison of Modified 

Adaptive controller with existing Adaptive Fuzzy PI controller of INCAS Supersonic 

Wind Tunnel.  

 

Fig. 7.2  Performance comparison of Modified Adaptive controller with 

existing Adaptive Fuzzy PI controller of INCAS Supersonic Wind 

Tunnel 

The results of analysis show that the settling time of MAC for regulating the plenum 

pressure in the INCAS Supersonic wind tunnel is 0.5 s, rise time is 0.11 s without any 

overshoot. The reduction in settling time without overshoot and chatter effect is due 

to the selection of adjustment parameter that reduces the cost function of MAC. The 
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results of existing Adaptive Fuzzy PI controller for the validated model of INCAS 

Supersonic wind tunnel (Bhoi and Suryanarayana, 2008; Corneliu, 2013) has a 

settling time of 1.75 s, a rise time of 1.5 s and percentage overshoot of 9.41 %. By 

comparing these two results, it is observed that the percentage overshoot is eliminated 

with proposed Modified adaptive control scheme whereas it is 9.41 % for the existing 

controller, keeping other parameters in the same range. Thus, the design of Modified 

adaptive control is verified using the results of existing Adaptive Fuzzy PI control on 

INCAS Supersonic wind tunnel system. From these observations, it can be concluded 

that the proposed Modified adaptive controller is equally efficient in pressure 

regulation of other wind tunnel systems also.  

This chapter gives a detailed discussion on the implications of various control 

algorithms based on their settling time, rise time, percentage overshoot, chatter effect 

and parametric uncertainties.  Based on this analysis, the best suited control scheme is 

proposed for the regulation of pressure in the Hypersonic wind tunnel system.  The 

proposed Modified adaptive control scheme is verified with the validated model of 

INCAS Supersonic wind tunnel.  The thesis is effectively concluded in the next 

chapter. 

 



CHAPTER 8 

CONCLUSION AND FURTHER SCOPE 

Hypersonic wind tunnel systems are ground-based test facilities for simulating the real 

time flight conditions with high Mach numbers (> 5) suitable for hypersonic regime 

under the desired conditions of air velocity, pressure and temperature. These are usually 

operated in the intermittent blowdown mode where high pressure or vacuum is stored and 

released within a very short duration of time that matches with the real time system 

during its test run. For the purpose of regulating the pressure in the settling chamber and 

thereby maintaining the uniform hypersonic flow in the test section within the 

withstandable pressure limit, a suitable controller is carefully designed and analyzed. 

Hence it becomes very important to conduct theoretical analysis and numerical 

simulations with various controller designs before venturing into real time experiments 

for specific applications. Thus, we designed various control schemes for this purpose and 

a comparative study of their performance with each other as well as with existing 

fundamental controllers is done to propose the most suitable one to regulate the pressure 

which matches the desired performance characteristics like minimum overshoot and short 

settling time for the selected model of Hypersonic wind tunnel system. 

8.1 CONCLUSION 

Mathematical model using state space approach of the Hypersonic wind tunnel 

system is selected by considering the transport delay and valve transfer function into 

account (Jacob and Binu, 2009; Jones et al., 2011b). The nonlinear behaviour of this 

model is verified by sensitivity analysis. The stability of the system is ensured using 
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Lyapunov Stability Theorem, phase portrait method, Bode plot, Root locus, Kalman’s 

test for controllability and observability. It is observed from the open loop response of 

the system that the pressure in the settling chamber is released in 450 s in the absence 

of any controller. For the purpose of controlling the settling chamber pressure within 

a short duration without exceeding the tolerable limit of the chamber, various control 

schemes are designed and their performance are evaluated for a range of set points 

from          to            in terms of the performance indices rise time, 

percentage overshoot and settling time. 

Linear Quadratic Regulator controller, Optimised H-infinity, Backstepping, Sliding 

mode, Hybrid controllers like Backstepping with Sliding mode, Sliding mode with 

Fuzzy and Adaptive controllers, viz: Model reference adaptive and Modified 

Adaptive controllers are designed for the system. The performance of these 

controllers are evaluated based on the transient response and compared with each 

other to identify the best suitable choice among them. 

 Linear Quadratic Regulator (LQR) controller: LQR controller is designed by 

choosing suitable weighing matrices, Q and R. An optimal state feedback 

controller gain matrix based on these weighing matrices is designed and 

simulated over the selected range of setpoints. The overshoot is further 

reduced by increasing the value of Q to the maximum limit beyond which it 

results in high gain leading to instability. Even though LQR controller has 

reasonably good values of rise time and settling time, the pressure overshoots 

above the tolerable limits of the settling chamber. To overcome the limitations 

and to improve the performance further, Robust controllers are designed. 
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 H-Infinity Controller:  Robust H-infinity controllers are capable of handling 

perturbations within short durations of time. Results of H-infinity controller 

with selected values of weighing functions reveal that the percentage 

overshoot in this case also exceeds beyond the acceptable limits. To improve 

the performance further, the weights of H-infinity controller are optimized by 

Krill Herd optimization algorithm. This algorithm is found to be efficient in 

designing the weighing functions, thereby regulating the settling chamber 

pressure faster with better rise time. However, even though the percentage 

overshoot is drastically reduced, it couldn’t be brought to the acceptable limit. 

To overcome the limitation of H-infinity controller, Backstepping as well as 

Sliding mode controller techniques are selected. 

 Backstepping Controller: Backstepping control technique is a nonlinear 

control based on Lyapunov stability theorem. This design results in improved 

rise time as well as settling time without any overshoot. But from the result, it 

is clear that the performance is not consistent throughout the selected range of 

setpoints. Due to this limitation, we considered Sliding mode controller for 

further improvement in performance. 

 Sliding Mode Controller: The system which is completely insensitive to 

parametric uncertainties and external disturbances utilizes a high speed 

switching control law to drive the nonlinear plants state trajectory onto a 

specified and user chosen surface in the state space. Thus, the sliding surface 

of the Sliding mode controller is selected so that the state variables converge 

to it. The controller thus designed produces better rise time, settling time as 
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well as percentage overshoot. However, Sliding mode controller when used 

independently, has chances of occurring of chattering in its response. Hence a 

combination of Sliding mode with Fuzzy logic as well as Backstepping with 

Sliding mode controllers are investigated. 

 Sliding Mode Fuzzy Controller (SFC): Fuzzy logic when used for converging 

the sliding surface of Sliding mode control, results in stable and chatter free 

response. From the results, it is also observed that the output response has less 

settling time, but has slight overshoot for certain setpoints. Thus, with the aim 

of further improvement, a combination of Backstepping with Sliding mode 

control technique is proposed. 

 Backstepping Sliding Mode Controller (BSMC): Backstepping Sliding mode 

controller can provide robustness to parametric uncertainties with chatter free 

response and minimum overshoot. The results show that BSMC is highly 

efficient in controlling the settling chamber pressure to the specified set point 

within a very short time with no overshoot and chatter effect. However, the 

design procedure with BSMC is highly complex and computationally 

expensive. In order to have a simple design with desired output response, 

Adaptive controllers, viz: Model Reference Adaptive Control (MRAC) and 

Modified Adaptive control (MAC) are designed and investigated.  

 Model Reference Adaptive controller (MRAC):  MRAC are supervisory controls 

capable of handling large response times and process disturbances when 

compared with other controller schemes. Model reference adaptive control 



218 

(MRAC) is designed based on MIT rule, capable of compensating parameter 

variations. From the results, it is clear that MRAC is efficient in regulating the 

settling chamber pressure within a short acceptable duration. However, it has the 

drawback of high overshoot and chatter effect in the output response. In order to 

improve the performance further, MRAC is modified by redefining its control 

law to obtain the Modified adaptive controller (MAC). 

 Modified adaptive controller (MAC):  The control law of MAC is obtained by 

suitably modifying the cost function in terms of adjustment parameter and 

incorporating saturation function in the update law of MRAC.  It is observed 

from the results of our analysis that the settling time is very short without 

overshoot and chattering. It can also provide consistent performance in the 

presence of modeling uncertainties as well as large and unknown parametric 

variations throughout the range of setpoints. 

The available literature focuses on developing conventional PI, Adaptive fuzzy, PID, 

Fuzzy assisted PI, Backstepping tracking with Fuzzy inference and Model reference 

fuzzy cascade controllers (MRFC). From the results of literature, it is observed that 

even though Backstepping tracking with fuzzy inference gives better settling time, it 

has high overshoot and design complexities where as MRFC has comparatively less 

settling time and overshoot, but it cannot be minimized beyond its limits due to the 

inclusion of Fuzzy logic. The crucial factor to be considered while designing any 

controller is to regulate the pressure in the settling chamber to maintain uniform 

hypersonic flow in the TS within the limited test duration. Hence, in this work, 

appropriate controllers are designed to regulate the flow through the pressure 
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regulator valve meeting all the transient performance indices. Controller design is 

very important for maintaining the desired environment in the test section and also 

increasing the consistency and cost effectiveness of the experimental test run. Thus, 

we designed and compared the performances of LQR, H-infinity, H-infinity with 

weight optimization, Backstepping, Sliding mode controllers, Hybrid controllers like 

Backstepping Sliding mode and Sliding mode Fuzzy controllers and Adaptive 

controllers like Model reference adaptive controller and Modified adaptive controllers 

to decide the most suitable one for the purpose of pressure regulation in the TS. With 

the use of these appropriate controllers, stability and robustness to parametric 

uncertainties with minimal chatter effect is guaranteed. 

Finally, a concluding remark of various control schemes is presented, which proposes 

Modified Adaptive control (MAC) to be the best suited based on various 

performance indices for the regulation of pressure inside the settling chamber of 

Hypersonic wind tunnel. 

 In order to verify the performance of our proposed Modified Adaptive controller, 

we applied it in the validated model of INCAS Supersonic wind tunnel.  It is 

observed that the MAC exhibits a similar performance with that of the existing 

Adaptive Fuzzy PI controller. Hence it can be concluded that the proposed MAC 

is very effective for other Wind tunnel pressure regulation applications.  
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8.2 FUTURE SCOPE 

Numerical simulations are highly important for studying the performance of a 

particular control design in situations where real time experiments are expensive or 

dangerous considering all the input and output variables as well as possible 

disturbances to the system. However, the economic aspect of the proposed schemes is 

to be evaluated. Such studies can contribute to the effective implementation of this 

scheme in future pressure regulation applications. The system performance can 

further be improved by following other combination techniques whose design is 

simple as well as economical. 

 Neural Network based control  

 Genetic Algorithm based control 

 Adaptive Backstepping control 

 Optimisation of weighing functions of various controller schemes.  

It is worthwhile to note that before implementing any control scheme it is desirable to 

evaluate the economic aspects also, and then finalize the most suitable combination 

which is effective in all respects. It is also important that the performance of the 

proposed controller has to be verified and validated in real time environment. 

 



APPENDICES 

APPENDIX -1 

A1.  DERIVATION OF TRANSFER FUNCTION AND STATE SPACE MODEL 

The flow rate through the three vessels,    ,   ,    and the gas capacitances through 

the three vessels,    ,   ,    are given in eqs. (3.1) to (3.10). 

For choked flow (   = f(    )), the total differential for the flow rate,    is, 

     
   

    
     

   

    
            (A1.1) 

Where,  

          
    (        )    (A1.2) 

           
      (       

             
         )      

 (A1.3) 

Substituting m=0.3,          
     and         

    , we obtain 

           
                      (A.1.4) 

Similarly,    can be written as, 

     
   

     
     

   

     
          (A1.5) 

Where, 

            
               

                (A1.6) 

 

 



222 

Thus, 

           
              

         (A1.7) 

Similarly, 

          
                    (A1.8) 

Thus, equations, (A1.4), (A1.7), (A1.8) are the general equations of flow through the 

three vessels with parameter constants given in Table.3.5 in chapter 3. Thus, the state 

space model is obtained as, 
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]         (A1.9) 
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]      (A1.10) 

Substituting the values of parameters from Table 3.5, the state space model becomes, 

[
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 ̇ 
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]     [
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]         (A1.11) 

    [   ] [ 
  
  
  

]      (A1.12) 

Converting the state space model to transfer function form, we obtain the transfer 

function as, 

  ( )

 ( )
  

                   

                         
      (A1.13) 
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Hence, we use Pade’s approximation for the delay based on empirical analysis and 

analyzed the resulting system. Considering the transport delay in eq. (3.12) and valve 

transfer function (Lee et al., 2014; Savino et al., 2009; Jacob and Binu, 2009; Jones et 

al., 2011b; Pope and Goin, 1965) in eq. (3.13), the system transfer function is given 

in eq. (3.14). 

                                   
        

       
     (A1.14) 

                         
 

      
                                    (A1.15) 

A transport delay of about 30 milliseconds is added and time constant for PRV is 

taken as 0.5 seconds. First order valve transfer function is also incorporated into the 

process. Thus, the final plant transfer function from   ( ) is obtained by multiplying 

eq.(A1.13) with (A1.14) and (A1.15) (Jacob and Binu, 2009; Jones et al., 2011b; 

Pope and Goin, 1965) and is given by, 

  ( )

 
                                

                                               
     (     ) 
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APPENDIX -2 

A2. BACKSTEPPING CONTROLLER DESIGN 

The state equations of the tunnel system (Jones et al., 2011a; Jacob and Binu, 2009; 

Jones et al., 2011b; Echman, 1958; Liptak, 1995), in chapter (3), eq. (3.27) and (3.28) 

are brought to strict feedback form given in eq. (4.28).  

For this purpose, the pressure equations obtained from eqs. (3.7) to (3.9) can be 

written as,  

 ̇   
   

  
    (A2.1) 

 ̇   
      

  
   (A2.2) 

 ̇   
      

  
  (A2.3) 

Substituting the values of parameters given in Table. 3.5, the flow through the three 

vessels in eqs. (3.1), (3.5) and (3.6) becomes, 

           
                  (A2.4) 

            
               

       (A2.5) 

           
          (A2.6) 

Substituting eqs. (A2.4) to (A2.6), eqs. (A2.1) to (A2.3) becomes, 

 ̇                               (A2.7) 
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 ̇                                                     (A2.8) 

 ̇                           (A2.9) 

Considering the state variables,                      and u=m=0.6, we obtain 

the state equation for Backstepping controller as, 

  ̇                   (A2.10) 

  ̇                                  (A2.11) 

  ̇                        (A2.12) 
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Appendix -3 

A3. SLIDING MODE CONTROLLER DESIGN 

The state equations for the system given in eq. (A2.10) to (A2.12) is, 

   ̇                          

    ̇                                           

  ̇                                          

The sliding surface chosen is, 

                     (A3.1) 

the Lyapunov function is chosen (Saravanakumar et al., 2009; Musmade et al., 2011; 

Utkin, 1977; Tan et al., 2005; Utkin, 1993; Shyu and Shieh, 1996; Li et al., 2012; 

Terra-Moura et al., 2007; Mondal and Chitralekha, 2013) as 

    
 

 
    (A3.2) 

The derivative of this function is given by, 

 ̇    ̇     (A3.3) 

 ̇is negative definite if, 

   ̇   {

         
         
         

   (A3.4) 
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For  ̇ to be negative definite,    ̇ <0. Thus, the value of u/m for    ̇    is given by, 

     
 

         
(
                                         

                        
) 

 (A3.5) 

Thus, 

             ( )   (A3.6) 

Where K is the controller gain and its value is taken as 1. 
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