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§,I 5.9 2 § l §

This thesis is eh attempt to study basic and
bibasic commutative difference operators on the lines of
J.L. Burchnall and T.W.Chaundy‘s " Commutative differ­
ential operators" [ (l) Proc. London Math. Soc. (Sec.2)
21(1923) pp 420-440, (2) Proc. Royal Soc. London (A),

ll8(l928), PP 557-583, (3) Proc. Royal Soc. London‘(A),

l54(l93l), pp 471-485 ] on the discrete sets épmxog ,x

fiqnyofi , éqmxwqnyog , §pmxO,qny m,n e Z, where? S ( J C
p,q are positive real constants called bases, p ¢ q ¢ 1.
Also bibasic pseudo—analytic functions are introduced
using two bases p and q.

Though commutative differential operators plays

an important role in analysis, no basic or bibasic theory
is available. This thesis is an attempt in this direction

51h the first chapter eh outline of the theory
of commutative differential operators done by Burchnall
and Chaundy in the classical case is given. A historical
survey of the study of q-difference equations, q-analytic
function theory of C.J. Harman [A discrete analytic
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theory for geometric difference function, Ph.D. thesis
of Adelaide (l972)], bibasic analytic functions of
Khan M.A.["Contributions to the theory of generalized
basic hypergeometric series, Ph.D. thesis, University
of Lucknow], bianalytic functions of K.K.Velukutty
[" Discrete bianalytic functions" Proc. Nat. Acad.
Sci. India, 52(A),I, 1982], Discrete Pseudoanalytic
functions of Mercy K Jacob [" Study of discrete Pseudo­
analytic functions" , Ph.D. thesis, University of Cochin,
1985] and the recent works already done by others have
been stated. A list of the results established in the
thesis is also given.

The second chapter deals with definition of
basic difference operators, characteristic identity of
two commutative basic difference operators and the specific
nature of commtative difference operators. Ifm nk kP = 2 6 = Z b Sm k=O ak , Qn k=O k

then we arrive at the results that if ak and bk are
constants or q-periodic functions of X then Pm and Qn
are commutative. But if they are variable functions of
x they are commutative. Hence we find the conditions

ii



for which these commute. We see that there are some

relationships between the coefficients ak(x) and bk(x)
which make the operators commute with each other.

Some examples are constructed; Then we arrive at the
result that the difference operators P and Q are
commtative if and only if F(P,Q) = O.

Some special commutative operators are developed

in the third chapter. Taking 6 = x9, Bn is factorised by
means of 6. If two operators have a common factor, by
transference of that factor we obtain new operators. And
we show that if P’ and Q‘ are the new operators obtained
by transference of common factor of P and Q respectively
then F(P,Q) = F(P',Q'). we get the result f(6)xa'=f([a])xa

and find the inverse f(5_1)xa = f (t%jJ xa. Using these
‘­

results some q-difference equations are solved.

In the fourth chapter we define basic adjoint­
operators and their properties are listed. If P and Q
are commutative, their adjoints also are commutative.
The same results are obtained for transference also.
Then it is shown that if a linear operator commutes with
an operator P, it is a polynomial in that operator.

iii



The bibasic commutative difference operators
are studied by considering functions of x and y in R2.

Definitionsof Dpx and Dqy with bases p and q and their
properties studied in the fifth chapter. Some special
bibasic commutative difference operators are taken and
some bibasic difference equations are solved.

The last chapter deals with bibasic pseudo­
analytic functions and their properties. Pseudoanalytic
functions of Mercy, bibasic analytic functions of Khan,
bianalytic functions of K.K.Velukutty, and q-analytic
functions of Harman are special cases of this. Bibasic
analogues of zgn) and bex(z) of classical power and
exponential functions etc are also given as examples of
such functions.

Finally some lines for further study are
suggested. A bibliography containing 75 references is
also given.
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CHAPDER I

INTRODUCTION

The object of this thesis is to formulate a
basic commutative difference operator theory for
functions defined on a basic sequence, and a bibasic
commutative difference operator theory for functions
defined on a bibasic sequence of points, which can
be applied to the solution of basic and bibasic diff­
erence equations. iWe give in this chapter a brief
survey of the work done in this field in the class?
ical case, as well as a review of the development of
q~difference equations, q—analytic function theory,
bibasic analytic function theory, bianalytic function
theory, discrete pseudoanalytic function theory and
finally a summary of results of this thesis.

1. A BRIEF SURVEY or KNOWN RESULTS

(a) ?__.__.he <>1e".:¢__9..r.€.-.<2$.<2.I.11.I2n1’v_rEc:;f@_i, r§.l§;l £f_§_1;<.-=;12.1iiee_l__Q_1@lere tor e

In this section we give an outline of the work
done in the theory of commutative differential operators
by J.L. Burchnall and T.W.Chaundy [l,2,3].

l



Let m(D) = aODn + alDn'1 + ... + anl

where aO,al, ..., an are functions of X and D = ?%;,
H1

Dm = —QEj ,'be defined as a general polynomial diff­dx

erential operator of finite order n. Hence if f is
any function of x, differentiable n times, then

dnf dn'lfo(D)f = a ——— + a _ + ... + a fo dxn 1 dxn I n

We denote such operators as o(D),’f(D) etc. by
P,Q etc.

If P and Q are two operators where

P = aODm + alDm’l + ... + aml

-l
Q = son“ + Blnn + ... + Bnl

then in general they are not commutative.

Their alternant QP-PQ on expansion, is an operator
of order not exceeding m+n-l. It vanishes iden­
tically if the coefficients of f,f',f", ..., f(m+n—l)
vanish under the condition that the m+n differential
equations

(1.1)

(1.2)

(1.3)

(1.4)

(1.5)



<§> so a; - <2) do B; = o

<§> as B0 + <i> Bo “i + <”il> B1 Q; - <§> “O Es

- <‘§f> “O Bi ~ <”“5'l> <11 Ba = O

O G O - - \ u000000000OOQQQIQOIIQQOQ0O0IO00OO0O0O0OIO0 Q Q

BO aén) + Bl agn_l) + ... + Bn_l afi 7 do Bgm)

a (m—l)_  ...-(1m__l  = O
are satisfied. However, all polynomial differential
operators with constant coefficients are commutative.

Hence study of commutative differential operators
results in a functional relation between the operators
which is called the characteristic identity.

Eliminating Dty ( t = 0,1, ..., m+n-1) from

Dr (P-hI)y = 0 (r = 0,1, ..., n-l) (1.6)

BS (Q-kI)y = 0 (s = 0,1. ..., m-1) (1.?)

an algebraic relation

F(h,k) = O (1.8)
is obtained~
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Hence if P and Q are commutative then

F(P,Q) = o (1.9)
and conversely if a relation F(P,Q) = O can be found
then P,Q commute.

Transformation of common factors of P and Q

results in new operators P‘ and Q‘ and also

F(P,Q) = F(P', Q’) (l-10)
Thus the characteristic identity F(P,Q) = O

remains invariant for the whole set of operators
derived from a chosen P,Q. So restricted, the
operators form a group.

Defining the adjoint of

D1 k H1 kP = Z ak(X)D as P“*= 3 (—D) ak(X) (l-ll)k=o k=o
T.W.Chaundy [l] proved that if P*,Q* are the adjoints
of P and Q respectively, then

F<P,Q) == F<P*.Q*> (1.12)



5

J.L. Burchnall and T.W. Chaundy [1] also defined
another type of operators with 6 = XD whose examples
are

P = i"m 6(6-nI) (6-2nI) ... (6-(mn-n)I) (1.13)

Q _ x n d(d-ml) (6-2mI) ... (5-(mn—m)I)~ (1.14)

Later T.W.Chaundy [2] solved many ordinary differential
equations using 6. Analogously differential operators

a b kcP( bl, 62, 000,  Z Z Cl   000
6

with fir = -5- in the field of n independent
Xr

variables (xl,x2, ..., xn) were studied.

H. Flanders [1], S.A.Amitsur [1] and others
studied on commutative linear differential operators.
V.P.Maslov [1] developed an operator theory consider­
ing the differential operator P(x,D) and giving an
order P(x2,Dl) showing D acts first.

Later Coddington [l,2,3] elaborated the theory
of formal normal operators. Recently Hahn [5] has
given an algebraic approach to commutative linear
differential operators.
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Eventhough much work has been done in this

field, no basic or bibasic theory is available in
literature.

(b) 9.-1-$1.-_ffe11:1¢41¢1e1 1%-my et.11<>r§_

A very extensive development of the theory of
q-difference equations was carried by Jackson [l,2,3,4,5].
In 1908 Jackson used the difference operator

e Cp(X) -.= ) (1.16)
which gave rise to a series in which the coefficients
follow the q-binomial form. In 1910 he introduced the

concept of q-integration which he defined as the in­
verse q-difference operator 8, as

S321 f(X) = -i-5-_L-5 €f(x) d(q,x) (1.17)

Hahn [1] and Jackson [5] studied fundamental properties
of the inverse operation, showing that under certain
conditions, the q-integral tends to the Riemann integral
as q-9l. In fact the definite q—integrals are defined
by

X.

S9xf(x) d(q,x) = f(<n) - f(<>) (1.18)
D



whence

Correspondingly

Among other res

Q

q—integration when

“Q/38

b

§=%'

oQf)N
H:

m OI)
Sf(y)d(q.y) = (1-q XX j=l
G)

In

@Xf(X) d(q,X) = f(CI))

\
Sg@Xf(X)§ g(X) <1(q,X) —Q .

- f(x)

.-R

005?’

the q-integrals can

°°j;1(y)d(q,y) = (1-q)X .2 q f(q3:0

) Z q Jf

7

(1.19)

be defined by

X) (1.20)

" <q'jX> <1.21>

S§f(y)d(q,:v) = (1-<1) _ (:50 qjf(qj) (1-22)o 3: -0)
ults Jackson deduced the

-integration by parts

. - (l-q)
1960, Abdi [l,2,3,4) revi

" Sf(qX)  9Xs(X)€ d(q,

formula for

f(X) g(X)

X) (1.23)

ved interest in
he made a thorough study of



qéLaplace transforms which were applied to the solu­
tion of certain q—differenoe and q-integral equations.
Al~Salam [l] and Agarwal [2] in 1969 obtained q­
analogues of Cauchy's multiple integral formula and
fractional q-integrals.

Apart from these results in q-integration,
research in q-difference theory has divided into
two main streams, number theory and the general theory
of q-difference equations.

Carmichael [l,2], Adams [5] and Tritzinsky [l],
amongstothers have evolved an extensive theory for
linear q-difference equations. In 1943 Sawyer [1]
studied the system (F-)\G) = O for second order and
Chaundy [3,4] considered the general case. M;Upadhyay[l]

solved q-difference equation of first order of Sawyer's
type. Important contributions have been made by
Hahn [2,5,4] and Abdi [2].

Abdi [5,6,7] introduced a ‘bibasic’ functional
equation of the form a(z) f(pz) + b(z) f(qz)

+c(z) f(z) = O. He has also solved some bibasic
functional equations.
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<@>- sranalvfée function theory

In 1972 Harman [1] developed a discrete

analytic theory for geometric difference functions.

He defined a lattice with geometric spacing,
ie. points of the form

H = g(i qmXo, i qnyo); m,n E Z; (1-24)
where o< qfi l and xO>»o, yd) o are fixed numbers.

Complex valued functions defined on the points of H
are called discrete functions. Functions satisfying

f(X.y)-f(qX.y) f(X,y)—f(X,qy) L[f( )1 (1 25)e~e e:e~-~=<;:1=- == e~e--e»-»~ee==. ..== z .(1-Q)? (1-q)iY
where z = (X,Y) e H, are called q-analytic functions.
Hence the operator L is defined by

L[f(z)] = 3Af(Z) - X f(X,qy) + iy f(qX,y) (1-26)

Defining a discrete domain D, he defined the
q-analyticity of a discrete function f(z) in D. If
L[f(z)] = O for every z e D such that T(z) =

§(x,y), (qx,y), (x,qy)€§:D,then f(z) is q-analyticin D. He also obtained the properties of q-analytic



functions in
he defined

Z(n)

e 4.2)

of —analytic functions,D. As examples q

n n n_. .
:i=O q

=2  2(3)q J O J
and discussed their properties.

t'c functions(<1) - Q1 b_as_i p_cp _a;;al1_pg W=,_~+:~_,, 1

Kha

functions choosing
n M.A [1] studied bibasic analytic

the lattice

I

X Q Y 9 22(pmO. n0)"mneZ§,P#q#l

an

bibasic di

D
PX

d defining a discrete domain. He defined the

fference operators Dpx, Dqy, as

f( Z) = f(ZlT;.']:_%§.E3§J.X)

fgg) - f§XLQ1)1:) f = ~qy (Z) (1-q 1y

10

(1.27)

(1. 28)

(1.29)

(1.30)

(1.51)



where f(z) is a

T'(z) =

.1) =
PX

such that T'(z)(fD, then f(z) is said to be bibasic
analytic at z s D. If (1.52) holds for every z e D,
then f(z) is said to be bibasic analytic in D

Let I»'[(f(Z)] -3%-PX+qiY€ f(z) - (1-P)X f(X qy)L J
Therefore f(z) is bibasic analytic in D if and only if

L'f(z) = 0, (1 54)
for every z a D. He has given the properties of
bibasic analytic functions and constructed examples
of bibasic analytic functions, where

Z(n) = g '<p>(P:-I<1q3j  Kn’ (1

discrete function. Hence, if

Dqy f(z)

+ (l—q)iy f(PX,y)~ (1 33>

3:0 n­

E (X,y), (pX,y), (X,qy)E and
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time

( )
0M1 [-3P5Z] = :0 %5;; (1-55)

= e (X) eq( > (1.57)P “P
According to Khan's definition

< ) _ < > 1- n (-1)Dpxz n - Dqyz n = ( T:%— ) z n . (1.58)

The theory of bibasic analytic functions is a two
fold extension of the theory of q-analytic functions.
The presence of two bases gives more freedom of the
choice of the bases.

(@)- Bianalyfiisfunslions

Velukutty [1] defined bianalytic functions
taking the lattice

H =3 (qmXO,qnyO), m,n e Zé , oiqél, (xO,yO) arelfixed, xo;o, yO~_>o, and p = q_ _ (1.59)

He defined two operators Rq and RP as
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Rq f(Z) = »5 f(X,y) - Xf(X,qy) + iyf(qX,y) (1.40)

RP f(Z) = z f(X.y) — Xf(X.py) + iyf(pX,y) (1-41)

where f: H -——-9 ¢

Rqf(z) and Rpf(z) are respectively called the q- and
p- residues of the function f at z. If the q-residue
(p~residue) of f is zero at Z, f is said to be q-analytic
(p-analytic) at z. A function f:H~—e)¢ which is both
q— and p- analytic in D (a discrete domain) is called
bianalytic in D. In fact, it satisfies the equation (1.42)

Rqf(z) = Rpf(z) = O everywhere in D. (1.43)

He has discussed the properties of bianalytic
functions and how to construct bianalytic functions
giving examples. f(z) = az+B, a, B e ¢ is a trivial
example of a bianalytic function in entire H.

(f)-.Pseud@:aealiii9 functions

Mercy K. Jacob [1] introduced pseudo-analytic
functions on the lattice,

?(qmXO9qnyO)9m9n 3 Zg 2 o< q< la X0) O-9 yQ> Oare fixed numbers. (1-44)
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The theory of discrete pseudoanalytic functions is a
generalisation of the theory of q-analytic functions.
Discrete functions satisfying the inequality

|f(z) - f(z')|§ k op (1.45)
where z‘ = (X',y') s D, a discrete domain, z e A(z'L

Aw-> = §<q><~,y=>, <><=,qy'>, <q"lx~",y'>,

<X',q lywg ­

6 = (q"1 _1> max (X',y'), <>< N1 (1.46)

have been called discrete Holder-type at z‘ e D.

If the above inequality holds for all z e D then the
function is called discrete Holder-type in D, denoted

as H(D). If gl,g2 e H(D) such that lm(gl,g2)> o, then
the row vector g-= [gl,g2] is called a generating vector.- 0
If f = [fl,f2] where fl and f2 are real valued functions
in D, we call the set of all such column vectors TF(D).

Suppose g = [gl,g2] 8 G(D) and w E G.F(D), then



gex w<z> = (8-9X5) (Z) (1.47)
gey w<z> = (g.9y-f) (Z). (1.48)

If w is a complex valued function defined in D, then
W is called discrete g-pseudoanalytic of the first
kind at z e D, if

w 8 G.F(D) and gex w(z) = gey w(z)‘ (1.49)

If this relation holds for all z e D, then w is called
g—pseudoanalytic of the first kind in D, the class of

such functions denoted by lPD(g),

If w = (g.f), 1" 6 Fm), g E ow), (1.50)

W e lBD(g), then h = fl + i f2 is discrete g-pseudo­
analytic of the second kind in D. The class of
discrete g-pseudoanalytic functions of the second kind

in D is denoted by 2BD(g).

2. SUMMARY OF RESULTS OF THE THESIS

Along with the above brief survey of work done

in the field of differential operators, q-difference
theory, q—analytic theory, bibasic analytic functions,
bianalytic functions and pseudoanalytic functions, it



is worth mentioning that no work has been done in

basic commutative difference operators, bibasic
commutative difference operators and bibasic pseudo­
analytic functions. Hence an attempt is made in this
thesis on these lines. Now we give the summary of
results here.

Using the concept of differential operators
defined and developed by J.L.Burchnall and T-W.Chaundy'

[l,2,5], a basic theory has been developed for functions

defined on the setgqmxo, m z-: Zg, o<q< 1, X0) o are
fixed and accordingly the conditions for basic difference
operators to be commutative have been established. Some
examples are also given. Then we try to establish some
properties of these operators. Considering two operators

Pm and Qn, their characteristic identity is obtained.
We see that two operators Pm and Qn are commutative if
and only if there is an algebraic relation of the form

}(Pm,Qn)=O. This is the content of Chapter Two.

The Third Chapter deals with some special basic
commutative difference operators 6 = X6, and their
properties. We are able to obtain commutative differ­
ence operators easily using these 6. Given a pair of
commutative difference operators, we shall form new pairs

by transference of common factors if any,and hence we



can find that a set of q-difference equations is
generated by the same characteristic identity. If f(6)
is a polynomial operator in 6, we define f(6—l) and
prove some theorems connected to these polynomial

operators. Applying these operators and results
related to them, we solve some basic difference
equations.

In the Fourth Chapter we use concepts of
J.L.Burchnal and T.W.Chaundy [1] and Coddington [l,2,5]
to develop basic adjoint operators, normal operators,
and self~adjoint operators. Here we prove that if the
coefficients are constants or q-periodic functions of
x, then the basic operator is normal. when the co­
efficients are not constants or q-periodic functions,
then we see that an operator P in general is not a
normal operator. But we could not obtain a complete
characterisation. We also see that if a first order
basic difference operator Q commutes with an operator
P of order m, then P is a polynomial in that operator Q
We conclude this chapter by giving some applications of
adjoint operators.

Abdi [5,6,7] introduced the concept of bibasic

functional equations. The Fifth Chapter is an attempt



to define bibasic difference operators Dpx and Dqy.
We study the effect of action of these operators on
functions f(x,y) defined on R2. Also we discuss the
nature of these operators and conditions under which
they commte. Considering bibasic difference operators
of the form

B

__ k 3 .
Pm_ ‘=0 a,K,j DPX Dqy (.), k+_]{m.

H‘

¢4M

Evme special bibasic operators also are considered and
their properties established. We see that the alter­
nant of two linear operators is also a linear operator
and hence we are able to form repeated alternants of
such operators. Finally,we solve some bibasic diff­
erence equations in R2.

The last chapter starts with the definition of
functions which are pseudoanalytic in certain domain in
the discrete geometric space with two unconnected bases
p and q. We try to establish some of their properties.
We see that this theory reduces to that of basic pseudo­
analytic functions, bibasic analytic functions, bi­
analytic functions and q-analytic functions under certain
conditions. We also define z(n) and bex(z) in the



bibasic case. However, these are examples of bibasic
analytic functions which are different from those of

Khan [l],where DpXz(n) and Dqyz(n) are given in terms
of p alone. But in the new definition of z(n) we get
these in terms of both p and q. We also show that
continuation from both the axes is possible by taking
suitable continuation operators. Finallyjwe establish
an analogue of Maclaurin series.

There are some interesting problems related to
these theories like study of integral curves and second
degree partial difference equations which we have not
attempted here.



CHAPTER-II

BASIC COMMUTATIVE DIFFERENCE OPERATORS

In this chapter we study different types of
basic commutative difference operators (ie. commutative
q difference operators) and their behaviour when the
coefficients are constants, q-periodic functions of x
or variable functions of X which satisfy certain
conditions. In general,all operators are not commut­
ative. Hence an attempt is made here to determine the
operators which commute with each other. Also we show

that two operators Pm and Qn are commutative if and
only if they satisfy a functional equation F(Pm,Qn)=O.

l. BASIC DIFFERENCE OPERATORS

Here we consider the difference operator 6 on
T“a1 valued functions of a variable x, where

e<p(x) = l1i Jackson [1] and (2.1)

@”i¢<x>g<x>1 = 5 <§> qj‘j">@j¢<qr"j> er'jg<x>, (2.2)1=<> q
Hamil]

(F) = c(l_q?r ._ _
J q (l—q)j (l_q)r_j

I%'<)'%O%()%($%\'

(2.3)
<1-q>r = <1-q><1-q’> ... <1-qr).

2O
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Accordingly we define the general basic
polynomial difference operator of order m.

m kP = 2 8- 9 (2.4)m k=o k

where ak are constants or functions of x, x = qaxo,

q e (o,l), xO> o fixed d e Z and am # o­

we also define

@ . mk lim kP = 3 a 9 = a 9k= O k  kg’ O k
lim .= P in the usual sense.m-;a> m ’

m k
f(x) = kio akx , |x] (x0, x = qaxo, o<_ q<l,

a e Z, xO;>c, ak constants or variable functions of x is
called the associated polynomial.

If m is infinite, question of convergence will
arise involving both the operand and the coefficients.
We cannot discuss the convergence of the operator by
itself without a knowledge of the operand. If the
operand is merely a polynomial in X of nth degree, the
infinite operators terminate at 9n. In other cases, if
we consider infinite operators we have to make restrictions



It is easily seen that such operators can be
combined by the algebraic operations of addition,
subtraction and multiplication.

If Pm and Qn are two basic difference operators,
then we define the addition and multiplication as;

/'\..&_,l'\/"\./\_,(\
"U "U

B

miqmg f = PmfiQnf (2.5)
Qn€f = Pméqnfg (2.6)

We see from (2.5) and (2.6) that the basic differ­
ence operators follow the fundamental laws of arithmetical
combination except possibly the commutative law of multi­
plication.

2. BASIC COMMUTATIVE DIFFERENCE OPERATORS

Two operators are said to be commutative if they
satisfy the commutative law of multiplication. In other
words, if

P — € a 9k and Qn — 2 b 9km k:o k kio k
am # o, bn 5 o

are two basic difference operators of order m and n



respectively, they are commutative if

Pm on = on Pm. (2.7)
We now inquire
are commutative

(a) Operators Pm and Qn commute if ak and bk are constants:

what sort of basic difference operators

(i) Let m,n be finite

Pm Q11

.__\\

MB

. , 1'1 k
ak9%) Q 2 bk9 )\k=o -~ .k=o

m+n r r
rio C329 , where or = jga aj br_j

Qn Pm

Hence the result.

(ii) Let m,n be infinite,

PQ
CD k Q’ CD F.( 2 a e ) (j b 9*)k= O k kg-":0 k

cn r r b
rio Cr9 where Cr - jio aj r_j

QP .



Both sides will exist if for

‘D 1< ‘P 1<
2 akx and 2; bkx the radii of convergence are1{:() k2: O

P1, P2 respectively and 9(k)f(X) = O(xk). Then the radius
of convergence of the product series will be min (Pl, P2).
Therefore for infinite m,n and also when the associated
series converges and the operand is bounded, the operators
are commutative.

(b) Operators Pm and Qn commute if ak and bj
are q-periodic functions of X.

Let

P = 21 a(x)9k Qn= £1 b (x)9j-im k=O k , j‘-=0 J
Then

P Q )£ = >3 ( ) 2: >3 (.) 1"( m n k=o ak X (.j=o i=o 1 q

11 In  . . ._. .
(on Pm)f = jio bj(x) (K20 150 (%)q q1(1 J)

9iak(qj_ix) 9j+kFif )- (2-9)



Since ak(x), bj(x) are q-periodic functions of X, we have

Z   0 0 0 =   , ¥  0 0 0 m
bj(X) = bj(qX) ... = bj(qmX), v 3:0, ... n

9 ak(x) = 9 bj(x) = o
Therefore (2.8) reduces to

P <r> - m <> I2 b<>e“*J <r>m.Qn " kgo akzx jzo J X

m k n J= Z ak(x)9 Z bj(X)9 (f)k=o j=o
m+n

= 1: Cr9rfI‘: Q
r

where Or = jgo aj(x) br_j(x)
gnu.

= Qn Pm(f) from (2.9)­

Hence Pb and Qn commute.

A similar argument applies when m and n are in­

finite, since q-periodic functions ak(X), bj(x) remain

constant at all points of the set Sqaxo, oz e ZSJXO >0am1o<q§l filwi
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(c) Basic difference operators Pm and Qn with
coefficients ak(x), bj(x) not q-periodic
functions of x and m,n finite are in general,
not commutative.

They commute if the condition that m+n+l basic

difference equations are satisfied.

Let P — 2 a (x)6k Q — :2 b (x)9jm kzo k ’ n jzo 3
Therefore,

P Q (f) = ( ) (.)ql 1m n K20 ak X [ jfo igo 1q_

9ibj(qk-ix)9k+j-i(f)]

n m 3 . . ._.
QnPm(f) = 2 bj(X)[ 2 2 <§>q1(1 3)j=O k=O i=0 Q

eiak(qj'ix>@j*k'i(r>]_
Therefore

QnPm - PmQn # O in general. (2.10)

Now QnPm - Pmgn = O, if

A(x,9)F = o (2-ll)J

where F = Transpose (fO.fl,f2» ---, fm+n) (2-12)
m+n

fO= f, fl = of ..., fm+n _ e f



U_m_i;H%M%L _*__Wfig __OOO_“_ ‘Ii ‘IiIQ OI O. OIAAM_H_|_E3gQr__®_'_H|Evm'"ANSGvg~_®_avml __L__fl_A ’_f__ W1in1mm1T_‘lI!_Il'_QOQQAx UVam_Q\gv@vg%'QGVa®_p_H'QVmIO OI O. CO CO OI 0 ’O  .. .. .‘ .._ _4:MgOO__m_:@__ OQ. IO IO OO ‘O \I CO _CC CO QC IO Q. IO 0CO I0 CO CO OI OI O ___;_?._ O A6NdVam“Q!HVm .. .. AANUVOm“p“HVm 0 Yi:_' O o AamQQQoVm .§ Afimfipfiovw A0m%p§OVm @hp g$>Hm AH+g+av HQUHO %O NHHPGS @H®§vm QQP wfi A®“NV¢ Ggfi



28

where

s(a.b.ai(qjx)) = 3 bk<x>@k'jai<qjX><kkj>qqj<j‘k) (2.14)Jk=' ­
- s<:.a.bi<qJx> = kz_ ak<X>ek"Jbi<qJX><k5j>qqJ<J"k>.=3

From.these m+n+l basic difference equations, we get the
relationship between.the coefficients if they commute.

3. EXAMPLE WHICH GIVES THE RELATIONSHIP BETWEEN THE
COEFFICIENTS OF THE FORM (2.11), (2.12) AND (2.13)

Consider the basic difference operators L and M
with variable coefficients, where

L = 92 + &(X)9 + b(X)I ((2.15)
M = 9 + c(X)I~ (2.16)

Let c(X) be a chosen function on the set ?qaxO€ ,
a e Z such that c(qaxO}—§>o as a_5;u>. We try to
determine a(x) and b(x) in terms of c(x) so that L
and M may commute.
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Now formally}

(LM)r = [92 + &(X)9 + b(X)I] [er + c(X)f]

= 93f +£ c(q2x) + a(X) 889215

{l+q)q_l9c(qx) + a(x) 0(qX) + b(X) %6f\

+392 c(X) + a(x) 9c(x) + b(x) c(x)§ f (2.17)
Also,

(ML)f = [9 + c(x)I] [e2f + a(X)9 f + b(X)f ]

-.=.- 93f +%a(qx) + c(x)€ 921‘?Q

+ 9a(X) + C(X) a(X) + b(qx)g er

+ 9b(x) + c(x) b(X)€f' (2.18)
From (2.17) and (2.18)

(LM-NL)f = %<>(<fx) + a(x) .- a(qx) - c(x)€ 02$

+ %(l+q)q-1 9c(qx) + a(X) C(qX) + b(X) -9a(x)

- c(x) a(x) - b(q_x) gm?

+292 c(x) + a(x)9 C(X) + b(x) c(x)

- eb(X) - c(x) b(X)g'f‘ (2.19)
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Hence L and M are not commutative in general, but
L and M will commute if LM - ML = O, ie. if the

following basic difference equations are satisfied.

c(q2X) + a(x) - a(qx) - o(x) = O (2-29)
-l(l+q)q 9c(qx) + a(x) o(qX) + b(x)

— 9a(x) - o(x) a(x) - b(qx) = O (2-21)

92o(x) + a(x) 9c(x) - 9b(x) = 0- (2.22)

We see that (2.20), (2.21), (2.22) follow from (2.19).
From (2.20)

¢(q2X) - <=(X) = a(qX) — a(X)­

Therefore,

X’ = 9-"£%15av"’§9'2“)

ie. 9 am -= °‘X{1jq§§92X> _ (2.25)

Integrating both sides of (2.23) we get,._ ,_ _ 2
S9a(X) d(q,X) = Z;fll{ §) <1(q,X)



31

co qifi c(qix) _'_- c(qi+2x)€1 J1e. a(x) = (l—q)X Z 1­i=0 (Ml-q)q X
by(l@2O)

= c(x) + c(qx) since c(qaxO)——>o as a—+§a>,

Therefore

a(X) = c(x) + c(qx) (2.24)
From (2.22)

9b(x) = 92c(x) + a(X) 9c(x)

= 92c(x) +%c(x) + o(qx)€ 9c(x)

Integrating by parts using

S?9Xf(X)€ s(X) d(q,X) = (1-q) f(X) s(X)

We get

--Sf(qX)% 9X8(X)€ <1(q,X) ,

Jackson [4,5]

§9b(X) d(q,X) = S92¢(X) d(q,X) o

+8 1;-*c(X)($ <>(x)+¢(qX)€ <1(q,1)
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Therefore

\..

b(X) = 9 C(15) '1“ (l—q) C(X)(5.C(X) + c(qx)§

— '::=,c(qX) 9§c(x) + c(’qx)€ d(q,_x) §

C

1e. b(X) = 9c(x) + (1-q)2’c(x)€ 2 + (1-q) c(x) c(qx)

,-.-,?<=(X) - ¢(q2X)€
-:>-  e e ~ ~ <><q><> <1<q,x>

(l—q)X

= 9c(x) + (l—q)gC(X)€2 + (1-q) c(x) c(qx)

A1, _ 3mix)@<qi+1X>-¢<qi*2x><=<qi*1x>“€‘-<1-<1)»: _2 [(11  “ (l_)i  J1:0 q q X
by (1.20)

r I ­' $

-.= 6c(x) + (1-q) gc(x)§2 + (l-q) c(x) c(qx)
- <=(x) <>(qx) 1

Therefore

b(x) = 9 C(X) - q ¢(X) c(qX) + (1-<1)g<=(X)€’ (2-25)
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Thus from (2.24) and (2.25) it is clear that
we can find the coefficients a(x) and b(x) in terms of
c(x).

This example illustrates that, if two basic
difference operators with variable coefficientsiwhich
are not q-periodic,commute, then some relationship
exists between the coefficients.

In the general case however we get m+n+l basic
difference equations, from which we get the relation­
shim between the coeffici ents.

We now establish some properties of these
operator s.

4. PROPERTIES or BASIC DIFFERENCE OPERATORS

2h2ar¢m,l

If f is a solution of the equation

m k
2 ak(X)9 f~= o, then cf is also a solution where ck o

is any arbitrary constant.

Proof“l
As 9 (cf(x)) = c 9 f(X)

and er (cf (X) ) = C 9rf(x) (2.26)



We get Pm(cf(x)) = k? ak(x)Bk of(x)=0

m 1<
=0 Z ak(X)6 f(X)

K:-'0

=o Pmf(x).

.?l.1t1.6:.05l‘..<->'__.1I1 2

If fl,f2, ..., fm are m distinct solutions of the
homogeneous equation Pmf = O, olfl + c2f2 + ... + cmfm is
a solution where cl,o2, ..., om are arbitrary constants.

£29.02

Pm(clfl + o2f2 + ... + omfm) F

= O,by theorem l ­

.T_12_<?_<2._,.__.§r<=> H1

If g = go(x) be any solution of the non­
homogeneous equation Pmg = r(x), then if f(X) is the
complete primitive of Pmf = O, then g = gO(X) + f(x) will
be the most general solution of Pmg = r(x).



22.9.9.2

Sr is distributive, Jackson [1].
Therefore finis distributive, where

m k
Pm = 2 ak(x)9k=O

Therefore

Pm[sO(X) + f(X)]

SinC€ PmgO(X)

Therefore Pmf(x)

and g

-i1­

-11­

——nin

u-QQ-1

ina—­

PmgO(x) + Pmf(x
r(X

r(x

o

sO(

involves m arbitrary constants.

It is, therefore, the most general solution of

Pmg = r(x).

.'l1.1s.~<z.@r.e<:>rr@A

Pm and Qn are commutative difference operators
if and only if,given a constant g, we can find an h such

that the equations (Pm - gl) Q = O, (Qn - hI) o = O have
a common solution Y(g,h) =

)

).

X) + f(X)



36

Ezsgi

B

£3

k K

:1».

where ak, bk are constants or variables. Let Y1, Y2, ...
Ym be a linearly independent set of solutions of the basic
difference equation

(Pm - gl) m = O . (2.27)
We assume Pm and Qn are commutative. Then

(Pm - gl) on Y1 = Qn(Pm-gl) Y1 = o . (2.28)

Thus on Y1 is a solution of the equation (2.27). Similarly
the solutions Qn Y2, Qn Y5, ..., Qn Ym c n be obtained.
Then we have

QnYl = cxllYl + 0:12 Y2 +  + cxlmYm

QnY2 = cx2lYl + cx22Y2 +  + oz2mYm
(2.29)

QfiYm = amiYl + améY2 + ... + amfiYm
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Now let Y = c1Yl + c2Y2 + ... + ofiYm

Q-hfilfl  = hY. (2 ,
provided that h and the constants c satisfy the equations

hcr = arlcl + arzcz + ... + armcm (r = l, ..., m). In
order that these equations may be consistent it is
necessary that h be determined by the relation

I

DO O0 CO =l 0‘ r

* \

if

I aml (X1112 “mm.-h
N

Thus corresponding to each g there exist m values of
the constant h such that the equation

(Pm - sl) w = 0
(Qn-hI)<P = 0

have a common solution.
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Thus Y is a common solution of

(Pm - gl) o = 0 and (on - hl) ¢ = o . (2.51)

The constants g and h are therefore connected by some
functional relation Y(g,h) = Q.

The form of Y(g,h) = O can be obtained directly
from.the eliminant of the basic difference equations

(Pm-g1) <p-=0, (on-hi) <p=0

Their common solution Y will be more generally a

common solution of m+n basic difference equations

Sr (Pm - gl) m = O‘,r = o,l, ..., n-l

es (on - hl) o = 0 ,s = 0,1, ..., m—l.

Eliminating m, Sm, 62¢, ..., 6m+n'lm from these m+n

equations, we get



aO(X)-g al(X) .. am(x) 0 0 .. 0
6aO(x)

92aO(X)

/\A ./\ rx./\_/-\

aO(qX)—e+@al(X)€ . .. 0
(5) q—l6aO(qx)+92al(x)§ . .. OqQ 0 0 0

Sn-lak(X) g(n1l) q2_n6n_2aO(qx)+9n_lal(x)g.. .. Oq

bO(x)—h bl(x) .. bn(x) ..
9bO(x) §bO(qX)-h + (9bl(x)€ .. .. O
92bO(x) §(§)('lqIlebO(qx) + 92bl(x)§ . ..v

.1’

9m'lbO(x) 2S(m11) q2"'mem'2bO(qx)+@'m"lbl(><)€. .. bn(qnq

= 0 - (2.52)
This gives us Y(g,h) = O ­

Hence if Pm and Qn are commutative given g, we get a common
solution.Y such that Y(g,h) = O.

O

O



Qsnxsrsslx

If for every g, we can find h such that

(Pm~6I) Q = O, (Qn-hI) m = O have a common solution

Y(g,h), then Pm and Qn are commutative operators.

2222i

Operating on the common solution Y with

Pm Qn - Qn Pm, we get

(Pm Qn ' Qn Pm) Y = Pm h Y ' Qn g Y

= ghY - hgY

= Q .

Therefore (Pm Qn - Qn Pm) m = O has infinitely many

solutions Y(g,h), which we have seen, are linearly
independent.

It is thus an identity and hence

Pm on - on Pm = 0 . (2.53)
Therefore Pb and Qn are commutative. Hence

the result.



rTh§q£s@.5

Any two operators Pm and Qn are commutative if
and only if they are connected by an algebraic identity

F(Pm,Qn) = O with constant coefficients.

Zgggf (necessity)

Assume Pm and Qn are commutative. Then

Qn Pm - Pm Qn = O, and hence

A(x,G) F = 0 , by(2.ll, 2.12, 2.13).

Also we get

(Pm—gI) m = O = (Qn-hI)m J by (2.31).

ie F(Pm,Qn)m = F(g,h) ¢ = o, by theorem (4)- (2.34)

Ebnce Y is a solution of F(Pm,Qn)m = O ~ (2.55)

Thus the basic difference equation

F(Pm.Qn)<p = O (2.36)
is satisfied by every Y. Since g is arbitrary, there are
infinitely many Y's and hence (2.36) is an identity unless
the Y's are linearly dependent. Then
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F(Pm!Qn) = O»

Now if Y's are linearly dependent we have

<xlYl + oz2Y2 +  + aSYS = o , (2.37)

where each Ys is a solution of (Pm-gsI)¢ = O and the
g's are all distinct. Here we take one solution each

of every distinct equation (Pm—gsI)¢ = O; since the sum

alYl + a2Y2 + ... aéYs, of solutions of the same equation
is itself a solution of the equationm m fr" m k k . ._
Pm = 2: a.k(X)9k, Pif = 2 ak(x) '* _2 2 (i) ql(l 1‘)k=o k=o L_ Q=O i=O q

eiaj(qk-ix) ek+j-i(f%:] _
Therefore

k:0 ~ —Q 1:9
m m k . ._ . k_. kJ~_.

Pm2 = Z ak(X) {*_ Z .2 (g) ql(l k)elaj(q lX)e >3 l(3je ‘L__J— q

Operation with Pm,Pm2, ..., PmS'l on (2.37), gives s-l
relations



a giY + a g'Y + ... + a g‘Yl l 1 2 2 2 s s s = O

s"lY +agS_1Y +.. +cxgS"lYs= O.“1g1 1. 2 2 2 ' s s

Since no aéYS is zero, the determinant

J \

‘ >
\

H

1‘

‘s1 s2 -- as \0 0 Q 1 t
S-1 s-l s­can g5% gl g2 S

must vanish

But since all g's are distinct this is nc- zero. Hence
F(Pm,Qn) = 0 identically by (2.36)_

finiiigisasx
Proof1-l'i=IQ‘.4'§:TI

Suppose if possible Pm and Qn are not commutative

ie. QnPm - PmQn ¢ O
ie. A(x,9)F # O ,from (2.ll),(2.l2),(2.l3)



This implies that there is no relationship between the

coefficients of Pm and Qn. Hence there is no common
solution Y such that (2.34) is satisfied.

Hence F(Pm,Qn) # O. Thus sufficiency is
established.

Examglg

Consider P2 = qx262 + x6 - I

Q3 = q3x363 + qx262 - (l+q)x6 + (1+q)I

Here it is seen that

P2 Q3 = Q3192

ie. P2 and Q3 are commutative. Now we find F(g,h) for
these operators.

er (P2-g1) w =

es (Q3—hI) o = 0, s

ie. qx262¢ + x9o - (l+g)

O, r gi­i

@

0,1,2

o,l

= 0 (2.58)
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q3X293@ + (2q+q2) X92? - 59¢ = O (2.39)

q5X2@4@ + (2q2+2q5+q4)x@3w + (2q+q2-e)e2¢ = 0 (2.40)

q3X5@5¢ + qX2@2@ - (l+q)X9w + (l+q-h) w = 0 (2.41)

q6X394¢ + (2q3+q4+q5) x2e5¢ - new = 0 (2.42)

Eliminating 94¢, 95¢, e2¢, e¢, ¢ from (2.38), (2.59),
(2-40?, (2.41), (2.42), we get,k 2 M159 O qx X —(l+g)i) f2&0 q3X2 (2q+q2)X -2 0 Fi is

1

‘ \‘ \
i.

\

i, \

Ii O q3x3 qx2 -(l+q)X (l+q-hx3 t5 u1,6 r;q X3 (2q3+q4+q5)x2 O -h O §

ie. g5-(2q+q2)g2-h2-2(1+q)gh = 0 . (2.45)

Thus F(g,h) = g3—<2q+q2)g2-hz - 2(l+q)eh = 0 ~_ 3 2 2 2 _
Thus F(P2,Q3) _ P2 -(2q+q )P2 -Q3 - 2(l+q)P2Q3 _ 0,

Thus we have verified the theorem for this example.

») 2 Vq51 (2q2+2q3+q4)X (2q+q2-e) 0 0 ;= 0



SOME SPECIAL BASIC COMMUTATIVE DIFFERENCE OPERATORS AND

SOLUTION OF BASIC DIFFERENCE EQUAQIONS

commutative difference operators Pm and of ordei

by transference of the common factors of P and
respectively and show that the characteristic relations
F(P O ) and F(P ' Q ') are primarily the same Taking

CHAPTER III

m’"n m ’ n
polynomial operators f(o) in terms of 6 = x9, we obtain
their inverse f ). We prove some related theorems and
hence solve some basic difference equations

l. SPECIAL BASIC COMMUTATIVE DIFFERENCE OPERATORS

Let

and

where

l'.?_1.!!¥1_~‘§.E

In this chapter we define some special basic

-m§m~l) m-l

Qn = On = q Igégzl) x-n Egl (6- k]I) (5 2)
l_ k

6 = X9 and [k] = i:%—

PI[1QI1= QT1PII1=
IIH-D.

46

Pm = Sm = q 2 x_m kn (6- k] 3 l=0

=0

and n respectively. We obtain new operators P ' and
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£292;

Let the lemma be true for QT Pm.

_(@+r)Qp+r-1) -(m+r) m+r-l
Hence Qr Pmf = q 2 X QZO (5-[k]I)f

Now Qr+lPmf = e em*rf

= q—(m+r%Lm+r-1) e [ x_(m+r) mix-l(a-[k]1)f]:() "
: q—(mf€%LP+r-1)[q—(m+r)X-(m+r)e mE§—l(6_[k]I)f=9

-(m+r) -(m+r+l\ m+r-l
-[m+rJ q X KEG (5-[K]I)f¥

-(m+rl§m+r-1) -(m+r) —(m+r+l) m+r-1
= q  2   q [X 6 1;: <6-[1<1nf=0

-(m+r+l) m+r-l
-[m+r] x klro ( <5-[k]I)f 1

-(m+rLjm+r+l) -(m+r+l) m+r-1= q 2  X 11 <6-[k]><<$-[m+rJ)fe
k=o



-(m+rLLm+r+l) -(m+r+l) m+r= q  2 "  X 1; (<5-_[k]I)f
k=o

2 em+r+l f '

Hence if the lemma is true for Qr Pm it is true.for
Qr+l Pm

-ggm-l) _ m-l
Now Q1Pm = eemf=e [q"2 xm 11 (es-[1<]1)]fk=0

-mfimel) _m m-l= q 6 [X n (6-[k]I)f
k=o

-m§ m-l) -m -m m-l= q 2 [q X e 1; (<5-[1<]1)£
k=o

-m -(m+l) m-l
- [mlq X 11 (6-[1<]1:)f]

k=o

_ “£13-Q?‘-1) -m[X—(m+l) as mll (5-[1<]1)f- Q C1 kzo
-(m+l) m-l—[m] X n (5—[k]I)f]

k=O

= q- ) X-(m+l) if (<5-[1<]1';)(e5-[m] L)f=0



=0

= 6111+  0

Hence the lemma is true for all n

ie. on Pm = em*n is true for all m and n

Similarly we can prove that

Pm Qn = 6m+n for all m and n.

Hence the result,

Also e e2f = X_l6q-12-26(6-l)f

= x_lx6q'lx'2x6(x6f-f)

= eq'1x'l [qx92f+9f-Sf]

= e e2£

= e5f

The result follows by induction.



QheaeqtiyisticiQ@nfiitycQf:PmandQn

We have Pm = Gm, Qn =

Consider the basic difference equations

Hence

9r(Pm-gI)f = 0, r = o,1,..., n-l

9S(Qn—hI)f = 0, S = o,1,..., m-1 ­

emf - gf = 0
9m+lf-g8f = 0
0 0 v o Q 0 0 0 0 0 0 o o 0 0 000

0 0 0 0 0 00 00000000000

m+n-l n-l _e f—g6 r- 0
enr - hf = 0
en+lr - h9f = 0
0 0 0 0 0 0 0 0 0 0 0 0 00000

0.0 0 0 0 0000000000 00

em+n—l_h9m-lf : O

en~

¢<¢<|¢ac:c0c¢>cc¢cc<uaz>&¢<¢<¢<>e<co°<>¢<>°<¢::¢oo<>¢<>o¢p&

3-5



Eliminating f, 9f, 92f ... 6 ffrom equations (3.3)
we get that the determinant

!

1

X

\ \

i

i

‘\

\

H

Jl

,­I-\§Qnr-uuQUU~<-3rII1| \-an-in

Expanding we

ie.

Therefore

O O

g O O
g O

O O -g

O I O
O 0 I
O O O
h O O

h O

g O
O O

.. 0 1 0
"0 0 1
0.. 0 0 0

Q I . ‘ '
; 0 I 0 . 0
Q IO O Q O

, .. Q Q Q
. .. ' Q .
I’ ' Q °

get

gn _ hm 2

m+n-l

I I
O

l O

’ I
’ O
-Q I’

U

I D

Q I
5 do

O .

0 4

O O

O O

. . ~h O .

I

Q

§

; ;;_r_~_-r-1-1 +—-p-¢Q-I ­

1

i

w

‘I,

1

1

1

i;
‘T

\

1

1]
\

44--j -av?

X

\\

x

\

P

L

F(e,h) = gn - hmt (5.4)
F(Pm,Qn) = Pg — Qfl by (2.54)

51



2. DERIVATION OF NEW OPERATORS BY TRANSFERENCE OF
COMMON FACTORS

-mgm-1) -m m-1
Pm = em =.- q 2 x kn (<5-[1<]:.)=Q ­

Qn = Sn’ = q_2L§:l)X-n E;l(6-[k]I)=9

Let m < n ~

Then we see that the operators 6, (6-1), (5-[2]), ....,

(6-[m~l]) are common for both.

Hence we can transfer any one of these operators

to the left end of Pm and Qn. This transformation leads
us to new operators. Hence given a pair Pm,Qn; we get m
pair of new operators. Let them be Pm’, Qn'; Pmz, Qn2,
0 I 0 ’  Qnmo

Now we transfer 6 to the left and find Pm',Qn‘._.§_) ­
Pm = q m 3 1 x'm o(5-1)(o-[2]I)... (5-[m-111)



Therefore

-as-1=> -mPm‘ = q fix (5—l)(5-[2]I) ... (6-[m-1]I)

-mgm-l)
= <11 2 xex‘m(<s-1)(es-[2]1:)... (<5-[m-111)

Pm'f = q_E%E:l) x6[x_m Zgi (6-[k]I)]f

= qiE§2:l) x [ q'm x'm e m;l (6-[k]I)f
k==l

- [m1 q"“ =<"m*1> “T3 <6-u<11:>r 1k=l ~
- )

= q 2L§:l q'm I'm _ 6—[k]#<6—[ml£)i=

= q-E§Eil) x-m E (6-[k]1)r,k=l

P?’ B
us“ H

Hence

Pm = q x -1r(6-[k]I)k=l ­
1 " )

Qn Z q 21§ili x"n k;l(5-[k11)_

The other pairs also can be obtained similarly.



§EELl§L§? ll EQ§_Q§§£é£I§£l§Pl2“'

Eliminating f, Sf, ..., 9m+n_lf from these m+n basic
difference equations, we get the same form as (5 4)

Hence

Therefore F(Pm,Qn)

Similarly F(Pm',Qn')

Hence a set of basic difference equations is generated

1 d 1d
Consider the basic difference equations

@r(Pm'-g'I)f = 0, r = 0,1, ..., n-l

6s(Qn'-h'I)f = o, S = 0,1, ..., m-1.

F(s',h') 13
‘unu­

i3-D

_--Q

qiQ1

jn1_

g,n _ h,m_

F(Pm" Qn')

F(Pm" , Qn" ) ....

F(Pmm,onm ) = F(Pm,Qn)

Pmn _ Qnm.

by the same characteristic identity.

Exaqglg

Let m = 2, n = 3
._ 2 ...

P2 - 6 , Q3 ­ 93

§uhfiJuL;¥;g%&LrQn ­



Hence 9r(P2-gl) f = 0, r = 0,1,2,

@S(Q3-hl) f = 0, s = 0,1 give

ear - gf = 0

e3i - g9f = 0

e4: - g92f = 0

e3i - hf = 0

e4i - h9f = 0 .

Eliminating f, ei, 92f, 93f, 94f from (3.5), (5.6), (
(3.8), (3.9) we have

F-g 0 1 0 0‘
A o -g 0 1 0TP 1 = 0

1

;:O O —g O 1nT ' I\ 1an o 0 1 0;mo -n 0 0 11
\

ie g3 - n2 = 0 .
Now P2 é G2 = q 1 x 2 6(6-1)

Q5 = e3 = q'5 x'3 @<@-1><e-£21)

55

(3.5)

(5.6)

(5.1)

(5.8)

(5.9)

3.7).

(5.10)
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Transferring 6-1, we get

-1 -2 - - -1 -1
P2‘ = q (§—l)X 5 = q 292-(q 2+q )X e

Q3‘ = q'5<@-1>x"5 s<@-£21)

= q_393-(q_2+q_3+q_4)X“l92+(q'2+q_3+q_4)X"2@

Now 9r(P2'-g'I)f = 0, r = 0,1,2

6s(Q3'-h'I)f = 0, S = 0,1

give q’2e2r - (q'2+q'1)x‘lef - g’f = 0 (3.11)

q"2e3f - (q"2+q'5)X"le2r+-é(q'2+q"3)x'2-g}€e: = o(3.12)

q_294f — (q-3+q-4)x_l95f +%(q“5+q_4)x_3
v

f- (q'4+q'5)X—2—gl§ 92f — (q_3+2q'4+q'5)X-39f = 0 (3.13)

q'3e3f - (q'2+q"5+q‘4)x"le2r

+ (q'2+q'5+q“4)x'2ef - h'f = 0 (3.14)
q‘3e4f - (q'3+q'4+q“5)X"le5r

+ (q'5+2q'4+2q'5+q'6)x'292f

- (q'4+2q"5+2q'6+q'7)X'3er - h'6f = 0 - (5.15)
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Eliminating f, Sf, 92f, e3i, e4f from (3.11). (3.12), (3.13),

(3.14), (3.15) we get tnet the determinant­

‘ )1-6‘ —(E2+§l)§l q'2 O
1 O 3(€2+'<i3)3?2-e’; -<a12+a5>¥<1 <525 § §6 0 —(q +2q +q )X (q +q )X +(q +q )X -er’ -(q +q )1

T-h’ <a2+a5+a4>§2 -<a2+a5+§4>§1 e‘5
is

H

9 0 g<&4+2F1'5+2?-16+2§7>x*'3-h'€ §&3+2Ei4+2‘<'i5+?-1352 -<§*3¥§4+5

vanishes.

Expanding this eleterminant we get

g|3 __ ha 2 = O ,
Q

Hence F(Pé, Qé) = F(P2,Q3) from (3.10),

§. POLYNOMIAL OPERATORS AND THE INVERSE OPERATOR

We see that 6 = X6, 62 = 66 = (x9)(X9)­

Therefore, 62 # x292, xnén ¢ 6n

‘ -5 -4 -5 - -3 -4 -3 -4 -5 -2 -3 -4 -l
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Now we consider the polynomial operator

f(6) =

Theorem 1-.5; .11‘-1--In

f(o)xa =

PI'OOf (5Xa =

pi
Q-—

m aWe assume 5 x =

Therefore om+lxa =

T k
g ako , ak constants .k=o

f([a]) xa for every a '(3;16)
x9xa

X[a1xa"1

[a]Xa~ (3.17)
[a]mxa.

5[[a]mXa]

[a]mx9xa

[a]m+lXa- (3.18)
By induction the result is true for all m. Therefore,

f(5)Xa =
QtQ1

[abI+al6+a26?+.H. +-amom]xa

aoxa + al[a]xa+... + am[a]mXa,
from (3.17) and (3.18)

[aOI+al[a]++ a2[a]2+ ... + am[a]m]xa

f([a])xa. Hence the result.
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;v.1:-.<-;.@.re.em 2

f<@"l>Xa = r<1/[a1>Xa. a > O . <5 19>

.1.’i..1:9.9E

6-lxa 9,1 X_1 Xa
= 6"’-1 xa-"J.

re -1= ‘3 Ia i(q9x)
@= _ K K -l(1 Q01 2 q (q X)a by (1.20)
k=o

‘D k= (1-q)xa 2 (qa')_ ~
k=o

Hence 5'1 Xa = (lig}Xa..qa

,., £1[a] ' (3.20)
Assume 6'n xa = Zfi__

[a]n ­

Therefore 5'(n+l)xa= 5-115-n Xa)

= 6'1 <Xa/<£a1n> >

= 1/([a]n) 9-lX_lXa

= 1/([a]n)9'lXa"l



== 1/([a]n)(Xa/([aJ))

= xa/<[a1“*1> <3 2 >
By induction, we get the result. Therefore if

122

f(6-1) = (aol + alé-1 + ... + an6—n)

Then r(@‘l)xa = (aol + als'l + a2&'2 + ... + ana'n)X

=§(aOI + a1<1./ [an + a2<1 / [a12>+

emri

£2222

%€w

f(6)(Xay) =

6(Xay)

6n(Xay) =

+ an(1 / [a]p)§ Xa

r(1 / [a])xa from (3.20) and (3.21)

Xaf(qa6 + [a])y

X9(Xay)

X[qaXa9y + [a] Xa'ly]

Xa[qa5 + Ea] 1y

Xa[qa5 + [alln Y

8.
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[qao + [a]]n means [qao+[a]] [qa6+[a]] ... operating n
times on y. Therefore

r(a) (xay) = [aox + ale + a262 + ... + anon] (Kay)

= §aOXa + alX8’[qa6+[a]] + a2Xa[qa<5+[a] 12

+ ... + anXa[qa<S + [a]]ng y

= xaf(qa6 + [a])y.

Hence the result.

.i§§2£2EL$

If fl,f2, ..., fn are polynomials with constant
coefficients, thenQ 3 a 3
1 nfn(6)x n'1r (6) ... x 2f2(6)x 1rl(a)n-1

xal+a2+...+anfl(6) f2(q&16+[al])

fi2+a1f3(q 6+[al+a2]) ........
a +a +...+
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ProofM’?-i

In theorem 3 we have proved that

f(6) (Kay) = Xaf(qa6+[a])y

Now we apply this result from right to left on the left
side of the required equality. Therefore

5 3. 8. 8. 8.
X~nrn(@) X n"1fn_1(@)X n-2Xn_2(a> ... X 2X2<@) X 1X1<@)

8. 8. 8. 3.-F8. 8.
= X nfn(5)X n"1rn_l<@)X n"2fn_2(@) ... X 1 2fl(6)f2(q 1a+[X1])

a a a +a +a a
= x nfn(6)x n'lfh_l(6) ... X 1 2 5fl(6)f2(q l6+[al])

f3(qa1+a26+[al+a2])

a.+a +a-+..»+ a a +a
= x 1 2 3 anfl(6)f2(q l5+[al])f3(q 1 26+[al+a2])

8. +8, +...+
0 0 0 0 I 0 0 o o ¢ o o0 0  q l 2  I

Hence the result.
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Q22ql£a£x_L;)

Put  = 8., I‘-'= 1,2, 000’ n
fr(6) = f(6) then (5.22) reduces to

[Xar(a)]n = Xnaf(5) f(qa6+[a]) . . . . . . ...

f<q<n"1’a@ + [<n-1>1> (3.23)

Qezqllezxmia)

Put a = -1 and f(&) = 5 in (3.25)
Then (3.23) reduces to

Since

<X"1@>n = X"n@<q'1@+[_1]><q"2a+[-2] ...

<q"‘“*1)@+ [-n(n-1)]>

- - >
= X-n qg-L21l_l_ 6(6-1) ... (<5-[n-1])

q'l@ + [-11 = q"l<@-1)
/..

q'25 + [-2] = q'26 — q'2[2]

= q—2(6-[2]) and so on­



we see that

x_l6 = xql X9 = O

Therefore (3.24) reduces to

-QLp—l)
en = q 5"‘ X"n @(@_1> .. (5-[n-l]I)

—n§n-1) _ n-l: q 2 X n ‘HI
k=o

)

This is the same as (5.1) and (3.2). Hence by using
theorem (4) we can form basic commutative difference

operators easily.

.-A <2_Q.e.m}1tetive triad

P3 = q‘6x'5 s(a-1)(5-[5]1)

Q4‘ = q"1°X"4@<@-1)<6-[z]I><@-£611)-. ~
.R5 = q‘5x"5:@<@-1)<6-[31I>g@-£411)(@­

We find that P3, Q4, R5 form a commutative triad.



Also

P§

Q3

as

P535

Q4R5

Examplg

Let P
Q

Then PQ

Now (q'5@-[5]+[-3])

65

= Q2

= 32

= P;
= Qi

= P;

= q'3X“2@<@-£51)

= q"6x‘5@<@-[21><@-£41)

= q"3x"2@<@-[51>q"6x"3@<@-£21)<@~[41>

= q'9x'2@x"5(q'3@-[3]+[-5])@(6-[2D(6-£41)

= q'5@-[31 + < %§g32 >3 3
= q'3<5 - " — "'3( -If-3-)

HF4
mun

\~/

.0

= q'3@ - < %§§5) <1+q'3>

= q”5 <6-£61)



Therefore

PQ = q‘9><"5<q'%+[-51>q"3<@-[61ms-£21)<6-£41)

= q'9x'5q‘3<@-£51)<6-[61>@<@-[21><5-£41)

= ql5>F5<?>(<5-[2]><6-[5])>(6-[4])(é-[6])

= QP

Also we see that

P3 = q'21x"6@(@-[21><@-U1)(6-[4]><<§-[s1>(@-£71)

2%= Q,

4. SOLUTION OF BASIC DIFFERENCE EQUATIONS

emf

a) Consider the difference equation

=N 0

-m§m-l) _ m-l1e. q

m-1
18. 11}

k=O

2 X m n (6-[k]I)f = 0
K=o

(6-[k]I)f(X) = 0



In-l
Let E fk(x) be the solution of emf = ok=o

Therefore

(6"‘[k])fk(X) = O

l_ kie. x9fk(x) = (T:%-)fk(X)
fk(X)—fk(qX) 1 k

ie. xv (1_q)x 1 = <1-33->fk<x>

or rk<><>-rk<qx> = <1-q“>fk<x>

or fk(<-11) = £1-(1-qk)€ fk(X)
kor fk(qX) = q fk(X)

Hence fk(x) = ckxk
Hence in this case polynomial solutions are possible upto
any degree.

b) Consider (a- Xx) f(x) = O

ie f(X)-f(qx)-(l-q))\Xf(X)= O

or  1-(l-q)x)€f(x) -= f(qx)



f(qX)Therefore f(x) = “~~>~>-=~e-—

OI?  = E l--x(l-q) x g,)
Ccn _l ,11 [ 1-X(1-Q) }~q.]

I‘=O( \
eq é(1"'<l) 535%

converges for all x since o <qf<l.

c) Consider the basic difference equation

qx292f(x) + x9f(x)-f(x) =

Now by (3.1)

qx262 =
g­
g—-A

So we have (62-I)f(x) =

Therefore f(x) =

Hence f(x) =

X3

qx2q'lx_26(6-I)

6 2-<5

X3
Q

(62-l)—lx3

X3
-——-——~ by (5.16)
[512-1

X3

(l+q+d’)2-1
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d) Consider the basic difference equation

q92f(x) = (qx292+x9-m2) f(x)

Multiplying both sides by X2 we have

qx2®2f = x2(qx292+x9-m2)f

or <s(<5-1)f = X2 gems-1) + 5-m2 €f
or &(o-1)f = X2 (62-m2)f (5.25)
Let f = fO+fl+f2+ ... be a solution. Then (5.25) gives

5(o-1)rO = o (3.26)
&(&-1)rl = x2(o2-m2)£O (5.27)
&(o-1)£2 = X2(52—m2)fl (3.28)

a(s-1)rr+l = x2(62-m2)fr

Now we solve 6(6-l)fo= O by the power series meflhod and
consider the particular case

fo = 1 or x (say)



We substitute f0 =

Therefore fl =

p_n
a_—

70

X in (3.27)

x2(62-m2)x

x3(l-m2) by (5.16)
%

(l-m2)x3

5-l(5-l)-l(l-m2)X3

(1-.m2)a"1 (5-1)"1X3

(l_m2yX3 1» (5 16) (3 29)[5] [2] y ' '
Substituting (3.29) in (5.28) we have

W 1),; - X2<@2-em2><1--m2>x2.. 2 __,
[3]I21

x5([5]2-m’)(1-m’)
= ->Je>e»~~»~» -e by (3.16)

Therefore £2 =

E3} [22

(l—m2)([3]2—m2)X5t

[51 [2]

(l_m2)([?]2-m2)5-l(5_1)'1X5
[51 [21



-m’-’)([3]’-m2 5(1 )1:
= e~»m;- e~~e e by (3.16)

And so on

fr =    e_e -_e  e We ewe e_ 7 __[ 2r+l ]I

Therefore

f .—_­

f(x) =

If we take

Then

[2] [3] [4] [5]

l~m2)([3]2-m2) ... ([2r-l]2-m2) x2r+l

fo + fl + f2 + ... + fr + ... gives

<1-m2>x3 (1-m2>([5]2-m*)x5
x-+——-———- + w——==~=:»-e= +[311 [511

<1-m2><ts12-mg) ...<t2r-112-m2>X2r+1+ + :~- K<~ ee~e‘ ee e»»ee~» e ewe­
[2r+l]1

+ .
f = 1

0

_m2X2
-"' all-ii.-tifl [21 1
._ "m2<[212"m2>X4

[411
f2



-m2([?]2-mg) ... ([2r-2]2-m2)x2rf = :_1iw1 j T7 .-_oouH@~o; 1, i_ ir [2r]!
2 2 2 2 2_ 2 4Th9I'GfOI‘e  : 1 - '-   . . . . .

m2<[212-m2>1_... (tar-21*‘-m2>><2”

5. GENERAL HYPERGEOMETRIC EQUATION

Consider the equation

f(<‘3)<P = xhg<@>@»

h

‘ti-W11“:   “L

Suppose r(@)¢ = f([a])xa+x g(6)o

The equations in the solution by successive approximation
are IIOW

f(6)¢O = f([a])Xa

f(6)¢1 = ihe(6)¢O

f(5)¢2 = Xhs(6)wl
.TQQ Q Q Q o Q Q o Q 0 0 o Q o o o00

f(<5)¢Pn = Xhé-3(5)<Pn__l



Solving these we have

$0

which gives f(é)¢l

Therefore $1

$1

Then f(6)¢2

Therefore $2

And so on

= xa

= Xhg(5)Xa

= xhg([a])Xa from (3.16)

= Xa+h€([a])

= f"l<@>xa*hg<[b1>

= g<[b1>r'1<@>Xa*h

€([&]Xa+h= o.e.- .b by (5.16)
f([a+h])

= Xhg<@>bl

xhg<@>Xa*hg<[b1>

Z “f(fZ;b1$*i

Xa+2hg([a])g([a+h])= e~ »b~e~ e  b-~. by (5.16)
f([a+h])

Xa*2hg<[b1>g<[b+b1>= e~~< -b~e. b .e by (5.16)
f([a+h])f([a+2h])



or en
write

Therefore

Therefore( *9
g f<@>-xhg<@>{ sn<a> = f<[a1>x -X g<@>¢n

74

__ g( [a1)g( [a+h) ...t<;i([@j(n:1)h]) Xa+“h
wn _ f([a+h])f([a+2h])...f([a+nh])

n g([a+(r-l)h]Xa+nh
r=l f([a+rh])

\

sn(a) = cpo + cpl +  + cpn

2 §+g"*”“h+e@"e@“"*”Z
f([a+h]) f([a+h])f([a+2h])

$­

e([a])e([a+h])---e([a+(n—l)h]Xa+nh+ .+  K   ‘*"*"~ " ‘re *7" ‘ 7 ‘ *'* *
f([a+h]) ...f([a+nh])

r<@>sn<a> = f([a])Xa + xhg<@>sn_1<a>

a h



If f([a])

Then

If

Then.

or Q

pin_

Q’:i

in-n
_—p

-1Q1

O

Ere)-Xhg<<s>§ sn<a>

-s([a])---s([a+nh])Xa+(n+l)h
f([a+h])...f([a+nh])

f([a]) = 0 We set s([a]) = 0

g([a+nh]) = O by (3.69)

€:f(o)-xhg(6)g sn(a) = O

sn(a) is a solution of

f(5)¢ = Xhs(6)m
If

s(a)

or Q
If  :

get many solutions.

p-1gag

O

m--->21) , then we get

Xa + @<[a1>Xi”i‘Z

f([a+h1)

s(a) is a solution,

has distinct roots, we may

+ (3 30)



Coersrsenee

To find the convergence of the sequence of these
solutions we should know f(6) and g(o).

Suppose r(a) = fook + rlok"l + ...

en s([a+(n—l)h])xhTherefore -- = egge ggeee~;e_­
Qn-1 f([a+nh])

(P 8 '_kor —2—— = (¥2)xh[nh]Jwn-1 o W
which is convergent when

¢
|-1-‘ <1 ie. ifk>jwn-l

@Hence -3-—'~») O in this case
Wn-1

Therefore the solution (3.30) is convergent for all
finite xh.



wn '50 h
@n—l (£0

Therefore it is convergent if

f
Q|xh| < I -9 lgo

and if kwij it is divergent except at rh = O

fiinenieriiies

When k = j, the exceptional points are givenlnr

f
Ixhl = }-Qgo

Let h = 1 and X = Mx' where

2

(£0) hM = ­
go

If we take fo, go = 1, then f, g are of the forms

r(a) _ ak + r ak 1 + r sk 2 + ...1 2
g(o) = ak + gl6k'l + ... since k = j
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The limits of convergence of the series are now Ix |= l.

$lP_1;e;Q_£?cmc,§. 4

If z is a solution of the basic difference equation

q'a(6-[a])f(6)z_ = Xmg(o)z, (5.31)

f\A._,,_r*\

O"

r-1 q—£l2a+ér—llml -[a+sm]€ (5.32)th€ 1'1 (P :
S: O

is a solution of the basic difference equation

q-(a+rm)2So-[a+rm](2f(o)cp = Xmg(5)Cp (5.55)

Proofl q—(a+rm) g5-[&+I‘m]g f(<5)<P

‘tr

= '(a+rm) § 6-[a+rm]§ r(a)
s

at

-1 --1'52 +( -1) é ‘
r1: q ——5*a Zr e E  (<‘5—[a+sm])€ Z by (3-32)s=o /



I‘

S

...]_ §
1: 2,6-[a+sm] f(<5)z.

< \
rl:za+(r-1)m§

=0

-(r+l) E2a+rm§

‘w

= q '{  2  i 1;; ', c5—[a+sm]€ f(6)zs:--d.

= qw q_a(<5—[a.]) 1]‘? §f<‘5-[8+'-B111] f Z

= q 2 1|; , <5-[a+sm]g X g(<S)z. from (3 31)

= X

-1'? 2a+(r+l) mg

-:_§@a+<~1>m§q 2
\

Q

-r  2a+(r+l)m

U’ av-s
HA/'\

0»

s=l(

-122 2a+(r-l)mg_mq    {(

HU)

2 xmg(§)¢ from (5.32)

Hence the the orem.

F1O F’
O’?

s=l(

-[a+sm]€ q'a(6—[a])f( )

-[a+sm]€ g(6)z



CHAPTJR IV

BASIC ADJOINT DIFFERENCE OPERATORS

Associated with the theory of basic commutative
difference operators is that of basic adjoint operators
which are also of importance in the theory of basic diff­
erence equations. Hence we define the basic adjoint

difference operator Pm* of Pm and establish some of their
properties analogous to Chaundy [1]. We also define basic
normal difference operators and basic self adjoint operators
on the lines of Coddington [1] and construct some examples.

And we derive the result that if an operator Pm commutes
with a first order operator Q1 it is a polynomial in terms
of Q1 .

1. Definitions
<1) B;=1§i¢.la<1;L<2;lnf@._<1iiferencao<>Per_@5@<>£

II1

If Pm = Z ak(x)9k(..), then its basic adjointk=o

Pm* is defined as

Pm* = 3 (-l)k9kak(x) (..) (4.1)k=o

80



P) J3 ii¢__n<>rma1<>Per@~‘wIias

An operator Pm is called basic normal if

P P* = P*'P in the sense thatm m m m
P P * r = P * P fII1 III III III

P) 13P.ai¢,Se1f—adJ@int _°£eI'a’°Q}"

An operator Pm is called basic self-adjoint if
__ -1?

Pm _ Pm .

2. BASIC NORMAL OPERATORS

l1_1_e.93;.sHi_l­

In general Pm Pm* 74 PHfPm

.E_:.9.9.i

P = 3 a X 9 ..m < > k< >m kzo k
ID

Pm? = K20 ("l)k9k[ak(X)(.-)1
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m m k
P 1>*f =[ >2 (-l)ka <x>ekak<X> + 2 <-1>a1<x>­

Sk+lak(X) + ... + (-l)mam(X)9mam(X)]f

+ k§l('l)k(kEl)qq“(k_l)aO(X)9k_lak(qX) + .

+ (m?l)qq—(m"1)am(X)9m_laO(qX)19f

+ _, + [(_1)mao(x)am(qmX)+...+(—l)mam(X).

9mam(qmX)]6mf + ... + (-1>mam<X>am<q2mx>e2mf <4-2)

Pfi*Pmf = [a§(X) - al(qX)9&O(X)-9al(X)ao(X)

+ a2(q2X)92a0(X) + (l+q)q'l @a2(qX)9aO(X)

+ . + <-um $6‘) qj‘(j"m)@jam<<1m'jX>@m'j%<X)3fi=0 3 q '
+ . + (-l)m am(qmX)am(qmX)92mf (4.3)
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From (4.2) and (4.3) we see that the corresponding
coefficients are not the same. Hence

-X- *
Pm Pm ¢ Pm Pm

.i1.?l;.<.:>..<>...1!r.§.=.I.l:.. .2.

If the coefficients of the operator Pm are
constants, it is normal

Proof

m k< >Let P = 2 a e ..m kzo k

m

Hence P * = 3 (-l)k6ka (..) where ak are constantsm k=o k
m k k

Therefore P * =' Z (-1) ak9 (..)1“ 1<=0* 2 4
And PmPm f = aéf + (gaoaz-a£)92f + (2aOa4-2ala3+a2)9 f+ ..

+[(-l)ma$am+(-l)m'1alam_l...-am_lal+amaO]®mf

2+ ... + (-l)m a;9 mf (4-4)
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Pfl*Pmf = agf + (zaoaz-a§)e2r + ... + (-1)ma;92mf (4.5)

Hence froh (4.4) and (4.5)

P P’m m

Hence the result

1hsg;9:_§

= P'*Pm m

m

If Pm is an operator whose coefficients are
q-periodic functions of x, then

P P * == P * Pm m

lznni.
In this case

ak(X)

And

Hence

Hence the result

IHII1

mm

= ak(qx) = ... ak(qmx)

9ak(x) = O for all ak(x)* *P P f - Pm Pmf

= ag(x)f + [2aO(x)a2(x)—af(x)]92f

+ ... + (-1)m &;(X)92mf
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Remark

From theorems (1), (2) and (3) we see that
when the coefficients are variable functions of x which
are not q-periodic, only some operators commute with
their basic adjoints. However, we give examples of
normal operators with variable coefficients which are
not q-periodic.

3. EXAMPLES

(i) Basicnormalwoperators
(a) Consider

P2 = qx292 + X9 - I

P2* = q92X2 - 9x -- I

P2Pé*f = (qx292 + xe - I) (q92x2-6x-I)f

Q

= qlOx494f + Z-'q9+2q8+5q7+2q6+q5-q4 g x393f

7 6 5 2 Q 2 2
+ 3 q +5q +4q +5q4+2q3-q -2q 3 X 6 f

+ (q+q2-2)X9f — (q+q2-2)f (4.5)

P§P2 f »= (q92x2-9x-I)(qx292f+x9f-f)

an



= qlOx4@4f + (q9+2q8+3q7+2q6+q5-q4 X 0 r

+ (q7+3q6+4q5+5q4+2q3-q2-2q ) X 92 2+ (q+q —2)X9f - (q+q —2)f (4 7

From (4.6) and (4.7) P P;'f = Pé*P2f,2

Hence P2 is basic normal.

(b) Consider

P1
-X­

P1

*Hence PlPl f

*
Pl Plf

*
Hence PlPl f
Hence Pl is normal.

ini
-1i
1in

q-—­j

in1:

i‘­

jj
p-anj

X9 + I

-92 + I

(x9 + I) (-®xf+f)

(Xe + I) [-qx®f]

—q2x262f - 2qX®f

(-9x + I) (x9f +

-q2x292f - 2qx9f

PI'Plf



(ii) Basic Bel? a<1l°i11’E ,<LP9!@_’9<>1'S

a)

b)

Consider P2 = 92 - (l+q)x_2I

P2* = 92 - (1+q)x"2I

Hence  P2 = P;
Hence P2 is self adjoint

Consider P2 = (l+q)92 + x2I
Pé* = (l+q)62 + x21

4. RESULTS

(1)

(2)

(3)

(4)

If Pm is a basic difference operator, then its
basic adjoint is unique.

If Pm* is the adjoint of Pm and Qfl* is the
adjoint of Qn then, Pgf i’ Q3‘ is the adjoint* * . . .
of Pm 1 Qn; Qn Pm 1S the adgoint of PmQn* *
and Qn Pm _ Pg Q_n* is the adjoint of P Q -QnPmm n

a9n and (-8)n a are adjoints, a constant or
variable.

a I + a 9 + a 92 + + a 9n ando 1 2 ”’ n ’
aol - Gal + 62a2 + ... + (-9)nan are adjoints,
ai constants or Jariables.



(5)

(6)

(7)

aO9al0fl2... Qan and (-l)nan9 ... a26al9aO

are adjoints, ai constants or variables.

(9—al)(9-a2)...(9-an) and

(-l)n (9+an)...(9+a2)(9+al) are adjoints,

ai constants or variables.

aO9al 9a2 Gal Qao is identical with its adjoint

and is therefore self-adjoint. ai constants or
variables. Proof of the above statements,
being easy, are omitted.

5. THE CHARACTERISTIC IDENTITY F(Pm*,Qn*)= 0

Eelieexelrml

If Pm and Qn are commutative then Pm* and Qn*,
-)6

their adjoints, are also commutative and F(Pm ,Q;*) =

Proof

If Pm and Qn are commutative then

QnPm - PmQn = O and F(Pm,Qn) = 0 by(2.36)



Now by result (2)

- Qn* 1>m* is adjoint to QnPm-Pncm

+o

5*
£>

5*

Let Y be a common solution of

(Pm-gI)f = O and (Qn-hI)f = O

Then Y is a common solution of

* __ -X-_ =(Pm -gI)f _ O and (Qn hI)f O

* * * *
Operating on Y with the operator Pm Qn - Qn Pm

wehwm

-X‘ -X’ -X' -)6 * *
(Pm Q11 - Qn Pm)Y= Pm M - Q11 gY

=-_- gmr - hgY

= o

Hence (P5%Qfl*- Q;*Pm*)Y = O has infinitely many distinct
-X‘ *­

solutions. Hence Pfi*Q;* - Qn*Pm* = O. Hence Ph and Qnl

commute with each other.



So F(Pm*, Qn*) = 0 by (2.36)
Hence the result.

Examgle

Consider P2 = 92, Q3 = 95

Hence F(g,h) = g3-ha by (3.10)

Therefore F(P2,Q3) = P5 - Q; = (e2)3-(e3)2A

= O

* ___ 2P2 - 9
03* = -9 3

Q

1‘ <‘ \ ‘ffO 0 1 O -g"
5 0 1 0 -g 0»

u
H\ r

F@,h)=%]. O-g 0 of = g3-h3
\4 1; -.
\

L

|—'O

OF-'

OO
5'0
O5’

;I- ­
Hence

F(P2*,Q5*) = (P5*>f* - <Q§‘)’

= <92)’ - (-93)2

= O



6. OPERATOR Pm AS POLYNOMIAL IN Q1 A FIRST ORDER
BASIC DIFFERENCE OPERATOR

ivheyrem ,5

If
commutes with

a first order basic difference operator Q1

m 1<
Pm = kZ ak(x)9 (..)=0

m A kThen P = 2 A (x)Q

Proof

m kzo k l

Suppose Pm and Q1 commute where

Then PmQ1::

+

+

+

Q1 = x6 + I

QlPm = ao(x)I + [Xao(X) + 2al(X)]9

[qxal(x) + <z+q>a2<X>}@2 + ....

... + [(?g&m(X) + am(X)]9m

qmXah(X)9m+l (4.8



Now let

92

m <>“P = Z A x Qm kzo k 1

= AO(x)I + A1(x) (x9+I)

+ A2(x)[qx292 + 3x9 + I] + ...

+ ... + Am(X) (X9+I)m . (4.9)

Comparing coefficients of I,9,92 ... Gm oi (4.8) and (4.9)
we get

AO(x),Al(x) ... Am(X) in terms of aO(x),al(x) ...

am(X).

Hence the result.

Eaennie

Then

Let P2 = qx292 - (l+q)x9 + (l+q)I

Q1 = x9 + I .

PZQ1 = QlP2 = q3X?93 + qX292

-(l+q)x9 + (l+q)I _ (4.19)



Let P2 = a(x)Q2l+ b(x)QI1- c(x)IQ \
= a(x)qx292 +3 5a(x)+b(x)§ x9

+%a(x) + b(x) + c(x)€ I _ (4.11)
Comparing coefficients of I, 9, 92 from (4.10) and (4.11)
we get

a(x) = 1
b(X) = -(q+4)
c(x) = 2q+4

Therefore P2 is a polynomial in Q1. But this is not true
for Qf. Since

Ql* = -9x + I
P2Ql* = Q1*P2 = q4X393f .

Hence from (4.11) and (4.12) we see that a(x), b(x),

c(x) are zeros. Therefore we cannot write P2 as a
polynomial in Ql*. Now we consider P2* and see that P2*
cannot be written as a polynomial in Ql*.
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P2*' == qQ2x3 + (l+q)9x + (l+q)I

* * _ * *P2 Q1 " Q1 P2

= -q8x363-(q5+2q4+2q5+2q6+q7)x292

-(4q2+3q3+2q4+q5+2q)x9 - (4.13)

If we write

P2* = a(X)Q1*2+b(x)Ql*+ <>(X)I

= q5a(x)x292 +g(q2a(x)-qb(x)€ X9+ c(x)I . (4.14)
Comparing (4.13) and (4.14) we get

c(x) = O
a(x) = -(l+2q+2q2+2q3+q4)

b(x) = 3q + q2 - q4 + 2-q5.

But from (4.14) it is clear that this is not true.

Hence eventhough P2*Ql* = Ql*P2*, P2* is not a polynomial

in Qifsinoe Q1 is not symmetric.



7. APPLICATION OF ADJOINT OPERATORS

i1'l_9_O,I'_eLIl o6

If the complete solution of the basic difference

equation Pmp = O is given then the adjoint equation

Pfi*¢ = O can be solved. Further the solutions can be
expressed explicitly in terms of those of the other.

.?.r..9_<.>_£.

In results (5) and (6) of section 4 we see that

aO9al 9a2 ... Gan and (-l)n an9 ... a29al6aO are adjoints

and (9—al)(9—a2) ... (9-an) and (-l)n (9+an) ... (6+a2)

(9+al) are adjoints.

Pmp == O gives

H1

2 ak9kg0 = 0 ,k=o

If Yl,Y2, ..., Ym are a linearly independent solutions,
then

Y = ciYl + c2Y2 + ... + cflYm _

If these m functions are not linearly independent, then



constant] cl, 02, ..., cm may be determined so that

Differentiating the above "_Qati0fl (m"l) times

Hence

cl GY

10 0 I 0 0 ; 0
V

clYl + c2Y2 + ...

' m- m- m-lv
e19 lYl+c29 lY2+...+ cm9 im

M

J

i

1?m- m­
fe 1Y1 e 1Y2

Y Y1 Y2
9Y1 9Y2

0 I O O O 5

+ cmYm = O identically.

6

1 + o2GY2 + ... + cm6Ym

2

cl 92Yl +026 Y2+ ... + om92Ym

Y
m

@Ym

mun

W

,

lr

J

Id

fill­_

O
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(4.15)



I

Y1 Y2  Yr_l Yr+l
3
M

, 9Y1 9Y2 ... 9Yr_l 9Yr+l ... 9Ym
\H 0 ole O 0 \\0 0 Og 0 0 aqo 0 0 0 \\o 0 0

1 I

\£3 = - r-l r+lr 1
9 ’ r- r+l °‘t 0 0 00¢ Q 0 Q 0 0

wi r+l r+l
\ s

r == lg 000’ m 0

Then we can show that A» 1/A , A2/A... Am/Lfiform

set of linearly independent solutions of the adjoint

equation Pfi*@ = O.

Let A1/A = Xl)(A2/A) =  Am/g§_= Xm .

Then the Wronskian of these m functions is

~ -. Y 1
III

er’]Yl er"1Y2  e”'1Y 'er"]Y  e""]Y
emlyl e”*lY2  “LL! 1 9r+lY . 9r+lYm

1®mi%l 9m"]'Y2  em"1Y 6m"lY s  em']'x .



\ llI X1 X2 .. Xm
i exl exz ... exm

i

‘ I

n.-J-_-—--—___

t 0 0 o~o 0 1
F m-l m-l m- '
‘,9 X1 e x2 . . e lXm‘-l . .

- A )where .5 is given in (4.15) ­
-lnd 1; # O .

Hence the m functions X1, X2, ..., Xm are linearly
independent. Now we prove that Xl,X2,...,Xm are the
solutions of Pm*¢ = O or the solution of the equation

m k k
k=O

Now the equation whose Solutions are Yl,Y2,...,Ym is say

Y Y2  Ym A

®
K1

CD
I-<1

|\>

CD
K2

B

\

Ir ' ‘-lI 0 0 0 0'1' . Q I ‘l ;,J i
em"]Y 9m"lY2  9m"lYm\, 1‘



where R1 is the operator with leading term 9
We write this with the coefficient of Gm lY as unity
Then

is also an equation of order m-l whose roots are Y ..

Hence Pm59Rl == aRl for some a.

(Pm-9Rl)¢ = O

Therefore Pm = (9 + aI)Rl .
Hence (9+aI)RiYl = Pmij =

1 ‘ ‘

\

1

tt   Q 0

Thus (o+aI)(Z:~ //.'i'l\1) = o.

Therefore (9-aI)(Z§l/ll ) = 0- (4 15)
But 12* =

I11

Q-2pun

-9Rl(®-al)

m_

Ym A
Now RlYl=Al _ 9Y1 9Y2  9Ym 1 2: A 1.5.1

t em']'xl Gm-1Y2  9m"lYm



-G»:’>1+<?<a­

Hence Pm*(/Ll/IX) -= O .
Therefore in a similar manner

Pa*(_§>r/Z§ ) = O for every r .

Hence the result .

ofiésenaliSe§i9n@fth¢°remi§

If Pm and Qn are commutative and have

leading terms Gm, Sn respectively and if Yr is the
solution of

= O,  = O ( I"-=l,¢..,B1))
thenw[3r/43 is a solution common to the adjoint equations

(Pm*- gm»-= O. <Q*,§- hr I)¢v= O
I'=l, ocoym

Proof

We have seen that

(9—aI)(£§>l/Lfii) = O from (4.16)­

Now RlQnYr = Rlh£Yr = o ( r = 2, ..., m ).

100
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Hence RlQn = QlRl)where Q1 is some operator.

Hence (9+aI)QlRl = (9+aI)RlQn = (Pm-gI)Qn

Hence (6+aI)Ql

= Qn(Pm-sl)

= Qn(9+aI)Rl. (4.17)
= Qn(9+aI)_

But (Q1-hlI)RlYlé Rl(Qn-hlI)Yl = 0_

Therefore (Q1-hlI)(L'L/13.1) = O _

Hence for some operator sl

Q1-hlI = sl(9+aI) _

From (4.17)

(Qn-hlI)(9+¢I) == (9+aI)(Ql-hll)

= (6+aI)sl(9+aI)­

And so Qn-hll = (9+aI)sl_

By taking adjoints we have

Qn*- hll = -9 Sl(9—-(II)

Therefore

Hence the result



CHAPTER V

BIBASIC COMMUTATIVE DIFFERENCE OPERATORS

We can extend the theory of basic commutative
difference operators to bibasic commutative difference
operators. If f(x;y) is a function of two variables

in R2 and if Dpx and Dqy denote the difference operators
we see that these difference operators are commutative.
But all bibasic polynomial difference operators are not
commutative. Hence in this chapter an attempt is made
to study the conditions under which the bibasic difference
operators are commutative. Also we define some special
bibasic commutative difference operators and study their
properties. Using these operators we solve some bibasic­
difference equations.

l. BIBASIO DIFFERENCE OPERATORS AND THEIR PROPERTIES

1

L815 X‘-=-' Pmxoa Y: qnyo. P5‘ Q and P9q7é 1

are fixed; where m e Z, n e Z; xO>»0, yO> 0 fiXed.

m R .
Let f(X,y) = Z mj kxkyJ,k+j§§m) where:i.k=<@ ’ '

lxl < X0’ |y| < yo‘

102



lO

We define the bibasic difference operators as;

f(X,y)-f(pX.y)
DpXf(x,y) = —=cc =.~ .== (5.1)(1-p)X

f(X.y)—f(X,qy)
Dqyf(X,y) = = K -»~ e~ _ (5.2)(l—q)y

We see that Dpx and Dqy are commutative. Consider the
bibasic polynomial difference operators

B

_ k J ­
Pm - :0 ak,j Dpx Dqy, k+3w$ m

N‘

c_:.M
‘W
¢__|.l‘1 :3

O"

U
PT’

U

_ 3 - < .
Q11 " i=0 1<.;i PX qzv’ kn‘ n

Convergence of

“W
c...a. M5

ak j DEX Day f(x,y) as msaan (5.3)::Q ’

depends on the nature of f(x,y). We cannot therefore
discuss the convergence of the operator by itself apart
from knowledge of the operand. We can see that (5.5)
converges if f(x,y) converges. Hence we can consider
bibasic difference operators of finite or infinite order.



. th
If the operand is 1'18 P0]-Y1'1Om19#l of n degree in X and y

these infinite operators terminate at n. In other cases
we treat infinite operators as purely symbolic.

Now if we consider three bibasio polynomial diff­
erence operators P,Q,R we see that

P + Q = Q + P
P + (Q+R) =
P(QR) =
P(Q+R) =

(P+Q) + R

(PQ)R

PQ+PR 1

Hence these operators obey the fundamental laws of
arithmetic combination except the commutative law. In
general PQ ¢ QP. For example, consider

P = ao(x,y)I + al(x,y)Dpx + a2(x,y)Dqy

Q = bo(X.y>I + b1(X,y)Dpx + b2(X,y)Dqy ,

Hence PQ = [ao(X,y)bo(X,y) + al(X,y)DPxbO(X,y)

+ a2(x,y)Dqy bO(x,y)]I

+ I O(X,y) bl(X,y) + al(X,y) bo(pX,y)

+ \1(X,y)DpXbl(X,y) + a2(X,y)Dqyb1(X,y)]DPX

1O



lO

>11’+ [al(X’y)bl(pX,y)]DpX2 + &2(X;y)b2(X9qy qy

+ [a1(x,y)bg(px,y) + az(X'Y)b1(X'qY)]DpXDq?

+ [aO(X,Y)b2(X,y) + al(X,Y)DpXb2(X,Y)

.)+ a2(X,y)bO(x,qy)+a2(X,Y)Dqyb2(X,Y)JDqy (5 4

= [bO(X,y) ao(X,y) + bl(X,y)DpX aO(x,Y) +

+ b2(XvY)Dqy aQ(X'y)]I

, )+ [bO(X,y) al(X,y) + bl(x,y) &O(PX V

)D 3 (X Y)]D+ bl(x,y)DpX al(X,Y) + b2(X,Y qy 1 2 px

D a (X Y)+ [bQ(X;y) a2(X1y) + bl(X’y) PX 2 ’

y)]D+ bg(x.y) aO(X,qy) + b2(X’y)DqY a2(X' ~ qy

+ [b (X Y) a2(Px,y) + b2(X’y) al(X’qy)]DPXDqyl Q

+ [b (X Y) al(pX,y)DpX2 + b2(X9y)&2(Xsqy)Dqy2' (5-5)1 1



From (5.4) and (

lO6

5.5) we see that

PQ ¢ QP

2. BIBASIC COMMUTATIVE DIFFERENCE OPERATORS

a) Operators Pm
coefficients

(Pm Qn)f

and Qn are commutative if their
are constants

-( E18. 1)kD3)(;;1 b 1>k1>j)f
_ k’j=O kvj PX qy k’j=o kaj PX qy )

where ak’j and bk’j are constants,

Hence the result

= [aoo bool + (aoo blo + alo boo)DpX

+ (aoo bol + aol boo)Dqy

+ (aoo bll + alo bol + aol blo + allboo)DpxDqy
m+n m+nb+ "‘ + am,o bn,o DpX + ao,m o,nDqy gf

= (on Pm)f .



b)

Hen

Q)

and

Operators Pm and Qn are commutative if their
coefficients are bi-periodic functions,
ie. p-periodic in X and q-periodic in y.

In this case aoO(px,y) = aOO(x,y)

aO0(X,qY) = aOo(X1y)

and so on.

Also DpXaOO(x,y) = O = DqyaoO(X,Y) and so on.

Therefore these coefficients act as constants.
ce we get the same result as (5.6).

Operators Pm and Qn with variable coefficients are
commutative if they satisfy (m+l%im+2)+ (2il%L2ig)+ l
bibasio difference equations. That is if the
coefficients of the two operators are related)

lO

(PQ)f=( 1’ a Jo: y>1>§1>j >< 3 b J<=<.y>1>*‘1>§D,~r>m n k’j:o k,‘ v x qy k’j=o k,’ px

n 1: j m 1;(QnPm)f -.= ( 2: bk . x 1) D )( 2: a. .(x,y)D 1)Jr3( 'y) px qy - K,J PX qy )k.a'=<> ’ k.;1==<>



Hence : m k
(PmQn“QnPm)f = [ kgo 3k,O(X9y)DpXboO(X2y)

1'1 k
- gio bk O(X,y)DpXaOO(X,y)]f

+ --- + [am,O(X,Y)bn’O(PmX,Y)

III II1+n
” bn’O(X9y)&m,O(P Xay)1DpX f

H1

+ [aO’m(Xay)bo,n(X2q Y) “

n m+n
— bO’n(X,y)aO,m(X,q y)]Dqy f .

These operators are commutative if and only if

(PmQn ' QnPm)f = O ‘

ie. we get ‘(gill%Qi2) + (2il%L§ig) + l

bibasic difference equations to be satisfied, which are

108



m k n k2 a O(X,y)D b (X y)- g b (X y)D a (X Y) = 0kzo k px oo ’ kzo k,o ’ px oo ’

III I1
am’O(X9y)bn,O(p xay) _ bn’O(X9y)am’O(P Xry) = O

ao,m<x,y>b0,n<x,qmy> - bO,n<x,y>aO,m<x.q“y> = 0
Hence the result.

3. ALTERNANTS OF BIBASIC DIFFERENCE LINEAR OPERATORS

If two bibasic difference operators P and Q are
non-commutative, then PQ-QP is called their alternant.

Result l

The alternant of two linear bibasic difference
operators is also a linear bibasic difference operator.

Proof

Consider

P = al(X:y)DpX + a2(Xry)Dqy

Q = Bl(X,y)DpX + B2(X,y)Dqy .

lO
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Then PQ—QP = [al(X.y)DpXBl(X,y)+a2(X.y)DqyB1(X.y)

- Bl(X.y)DpXal(X,y)—B2(X,y)Dqy¢l(X.y)]DpX

— Bl(X.y)DpXa2(X.y)—fi2(X.y)Dqy¢2(X.y)]Dqy

+[al(x.y)Bl(pX.y)—B1(X.y)al(pX.y)lbpx’

+[@l(X»Y)52(PX,Y)+d2(X,Y)B1(X»qy)-5l(X,Y)d2(PX»Y)

- B2(X.y)al(X.qy)]Dqy Dpx

+[a2(X9y)g2(X9q.y)"'B2(X9y)a2(X9qy)  ‘

This is also a linear operator. Hence the result. We denote
the alternant PQ-QP by (P,Q).

flgjg Since (P,Q) is linear, we can form its alternant

with P and with Q respectively. Hence we get §Ig(EyQ)g
and %Q,(P,Q)g etc. These are again linear. Hence we get
a succession of alternants in this way.



B_§.$_E1..l._’L.?.

If P,Q,R are three linear bibasic operators,
then

§P9(Q9R)€+gQ1(R9P)€ +3 R9(P9Q)€ =

Proof being easy,is not

_B_e sult §

O

given.

If P and Q are commutative, then

§P9(QaR)€ = §Qa(P9R)€ _
Proof

§P1(QoR)£ =

§Q2(P9R){ =

From (5.7) and (5.8) we

Result 4

P(QR—RQ) - (QR—RQ)P

QPR-QRP ._ PRQ+RPQ

(PQR—PRQ) - (QRP—RQP)

P(QR-RQ) — (QR-RQ)P

C P.(Q.R)€

get the result.

lll

(5.7)

(5.8)

The sequence of repeated alternants that can be
constructed from a given pair of linear bibasic difference
operators in general does not terminate.
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Consider two linear bibasic difference
operators

Then

Hence

P

Q

PQ ¢

<Q,P)

D DPX + qy
DIDPX + y qy

QP .

(1-p)xDpX’-Dpx-D +(l-q)

This is a linear operator.

.§Hence 3 (Q91?) 9Pg = (1-"'p) 2XDp)(3"(l"’p)DpX2

This is again linear and so on. We get a succession of

( q)Dqy + ( q) Y qyx

linear operators of the form

_ l_ n-lDn l_ n Dn+l 5 9( q) qy + ( q) y qy _ (
Hence the result,since (5.9) does not terminate unless
D<l,q<l

(1-p)nX Dn+1 n-l n
PX — (l—p) DPX

QY QY



Result §

If Y is a solution of Pf=O, Qf=O, where
P and Q are two bibasic linear operators, then Y is a
constant or is bi-periodic.

.?._r.9_<?JI

Since Y is a solution of Pf=O and Qf=O, we

get PY=O, QY=O and hence (Q,P)Y=O. Hence Y is a solution

of (Q,P)f=O. Hence by results (3) and {4)’Y is a solution
of all repeated alternants. But if Y is a solution of n
linearly independent bibasic linear operators in a field
of n variables, we get n independent equations of the
form

all Pl Y + al2 P2 Y + ... + aln PnY = 0

anl Pl Y + an2. P2 Y + ... + dnn PhY = O.

This is possible only if PiY=O, P2Y=O ... PfiY=O which
gives Y = a constant or Y is bi-periodic. Hence the­
result.

4. SPECIAL BIBASIC COMMUTATIVE DIFFERENCE OPERATORS

Let apx = X Dpx6 = 0qy Y Dqy

ll



Then we see that
6 = 6 6SPX qy qy PX

Hence these operators are commutative. Now we consider
the operators

—m(m-l) m-1Dm = 2 "m - kPX P X #20 [épx E ipl 1
—n(n-1) n-lD“ = 2 “n 6 - k Iqy q Y klo [ qy [ ]q 1

0

Then by the same argument as in (3.3) we see that

1­:0Dm Dn D“ DmPX qy qy PX

But here there are no common factors as in (3.1) and (3.2
and hence derivation of new operators by transference of
common factors is not possible in this case.

-l -1 -1
6px = DPX CX-l -l -16 = DQ! qy y

Hence if f(6)q = a 6px + b 6qy + c I~

ll



ll

Then f(6pq)(xy)m = (axDpX+byDqy+cI)(xy)m

= (a[m]p+b[mJq+c)(xy)m

= f([m]) (Xy)m

If f(6;i) = (asgi + bag; + cI)l ' l
Then f(opq)(xy)m = (a 5pX+ b 6qy+ cI)(xy)m

= aD;iX-l(xy)m+bD;;y'l(xy)m+c(xy)

= [a1-,::%Jp+ b-5%-:Tq+ <=](Xy)m

The arguments being same as (5.16) and (3.19) we leave
the detailed proof.

5. SOLUTION OF BIBASIC DIFFERENCE EQUATIONS

Theorem

Any linear combination of two solutions of a
linear homogeneous bibasic difference equation if they
exist is again a solution.

£2222

We prove the theorem for the general equation
of the second order. Consider the bibasic difference
equation

II1



2 2 _
[DPX + C4Dqy + C3DpXDqy + c2DpX + ClDqy + cO1]f(x,y) - 0

where ci, i = O, ..., 4 are constants.

If possible let

Hence

and

Then

ie

ie

ie

D 2 0 D 2 c D D 0 D c D 0[ PX + 4 qy + 3 DX qy + 2 PX + 1 qy +

1 qy 1 qy
+ KlDD( PX qy

D + K'I)fKl(DPX + 1 qy

(Kl-Ki)Dqyf + (K2-Ké)f

D rqy ­
C K1 ­

=4

V-­

1

(1-q)y

rt
P1F‘ l\>
‘F1

i-' - T\-7
\.,’\(\

~'\./“­
W

{X1

.1

+ K2I)f = 3Q

2 = O
= O

g Ké - K

WI-'— N
\./"F\J

H:

"" = """""'_""" f(X2y)f(X-ay)-f(X9ClY) Q Ké " K2 \
( Kl Ki g

$1:

(1—q)y f(X,y) = f(X,qy)

OI]f

ll

= (Dpx+K D +K2I) (DpX+K'D +KéI)f (5.10)



a) nf(X,q Y)Hence f(x,y) = n ;»=~ his — ~~e *e= e

.»'

.-an-A­

nzo .1-¥ —-——-_ (1-q) qnyl

/’\_A4""\
P51 F1‘

I-4 R)...

??? WI-'-|\)
\.,"'\-I‘

exists when q < l.

Substituting for Dqyf in the equation (5.10) we have

"'KK'+KK'\D f _§1221(f( )PX -< t K  1b s X”l l
Hence f(X’y)-f(pX’y) = § _KK1 +sK Ki 2 f(X,Y)(l"P)X C K1“ S

l—'

|\>

F1
I-—'-N

<I> f(1>nX,y)Then f(X,y) = 1: ,,n=o K‘-K'K1 2 1 n
1-  * (1-P) P X]to K1"Ki 5

exists when p'<l. Let these be denoted by fl(X,Y) and

f"'\/\_/*\
jhfil\)

f2(x,y). Comparing coefficients of (5.10) we have

h

Kl Ki = o4 :==;;> Kl = 04/Ki

_. ......_..,.  _ 2 _ =Kl+Ki _ C5 __,,/, Ki 03Ki + C4 O

ll
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19. Kl = 95 :53 f4ec4
. 1 2­exlsts when c3 4 04 ¢’ O

Similarly K2Ké = OO==€>K2 = 00/Ké

K2+Ké = 02 - c2Ké + co = O

\/
an

f\)..
IO

c + c 2 - 4c. _ e 2 - *2_e {M Q18. Ké - he
exists when 022 - 4&0 ,1 O

Then Kl = 2045 and
°3 i V °3 '4°4

2coK - w~~ eeh_eee
02 1 V c2 -4cO

KlKé + K2Ki = Cl2 2
Then Dpx fl + c4Dqy fl + c3DpXDqyfl

+ c2Dpxfl + clDqyfl + cofl = O (5,11)



a D 2f D 2f D D fan PX 2 + 04 qy 2 + c3 PX qy 2

ll

+'o D f + c D f + c f = O (5.12)2 px 2 l qy 2 0 2

Multiplying (5.11) by A1 and (5.12) by A2 and adding
wehmm 2 - 2

DPX (Alfl+A2f2)+c4Dqy (Alfl+A2f2)

+ c3DpXDqy(Alfl+A2f2)+c2DpX(Alfl+A2f2

+ clDqy(Alfl+A2f2)+oO(Alf1+A2f2) =

Hence Alfl + A2f2 is a solution of (5.46)

Consider the bibasio difference equation

6 26 2 26 _ 6 2[pq PX qy + pépx, qy p PX

2 _ __ __ 6 2+ q6pX6qy '+ 6pX6qy 6PX q qy

— fiqy + I] f(X,y) = (Xv)?



= (Ky2 5 -I)f(X!y)ie (P5pX2+6PX_I)(q6qY + qy

2 ) f(x Y) : (Xylg (6pX2_I) (6qy -1 9
-1 3_ 2_ ( )Hence f(X Y) = (6pX2_I) 1 (éqy I) xy Q

(xy)fii {WH_ by (5.45)
([5?p2_l) ([5]q2_l)
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CHATTER VI

BIBASIC PSEUDOANALYTIC FUNCTIONS

Bibasic PSeu<1<>ana1yti¢ fv-ncfii 011$

Discrete analytic function theory is concerned
with complex valued functions defined at certain lattice
points in the complex plane. Harman [1] used the lattice

S(i qmxo, i qnyO)Z suitable for q-function theory and
developed the congept of q-analytic functions. Using
Harman's lattice,Mercy Jacob [1] introduced discrete
pseudoanalytic functions. Khan [1] extended Harman's
q-analytic functions to bibasic analytic functions using

\./
J“r."\/

the lattice -5(i pmxo, i qnyo where p and q are notC ,
related. Here an attempt is made to establish bibasic
pseudoanalytic functions using the bibasic lattice of Khan

l. THE LATTICE

For convenience we consider only the first
quadrant of the complex plane. We define the discrete

plane B’ with respect to some fixed point zo = (XO,YO),
as the set of lattice points
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. . . 1" a Jacen. if z. 1S one of (px. y.), (p x., yi),

B‘ =

zo will be called the origin of B‘.

Two lattice points z. z. e B‘ are said to be

f'°'./\./'\

. _‘m n /
<p%@v@,mn@z;

.1)

XO><>,yO><>,p#qan

122

p,q # l fixed (6.1)

1’ 1+1<1 +" "1+1 1’ 1 1
lor (Xi! q.  Where Zi =

Let

‘P

{L

\

‘r

I

* Ze Z7 Z6
.21 .20 Z5

» Z2 .23 .24

- ' " 6
1L A l _  .__e   _  '__l1?__*“j;Ti  - _l_ _ e;_._-_§~

|'/

A(z) - ?(pX,y), (X,q.y), (P lX,y), (X,q ly) ( -2)



12

A ‘discrete curve O’ in B‘ joining zo and zn is denoted
by the sequence

C = < zO,zl, ..., zn> (6.3)
where zi, zi+l, i = 0,1, ..., n-l are adjacent points
of B‘.

If points are distinct (zi % zj, if i ¢ j),
then the discrete curve C is said to be simple.

‘A discrete closed curve C’ in B‘ is a discrete_ O00 < Q90 > ' .curve< zO,zl, , zn]> where zO,zl, ,zn_l 1S simple
and z = z .0 n / 3._\ I

T(z) = é (x,y), (px,y), (x,qy)% is called thetriad of z. (6.4)
S(Z) = ;§(X9y)9 (PX2y)9 (PX,qy), (X2qy)%_E (6-5)

is called the " bibasic set" with respect to z e B‘.
The discrete closed curve around S(z) is < (x,y), (px,y),
(pX)qy)9 (Xvqy)s (X,Y) > and this order of points is
taken as the positive direction. A discrete domain D is
composed of a union of bibasic sets.



Therefore

D = "n. S(zi) (6.6

P. -6*-~
1

|_-| ""“'

If O is the closed curve formed by joining
adjacent points of the discrete closed curve C, then
6 encloses certain points of B’, denoted by Int(C).

A " finite discrete domain" D is defined as

I):

/Q\-j\\j-\
N

s B’; z e<3LJ Int(C) g (6.7
oI>==D-Int(D) denotes the discrete closed curve around
the finite discrete domain D.

Let f: D ———>~¢. Then f is called a discrete
function. The bibasic operators defined by Khan [1] are

f(Z) "' f(PX!y)

12

)

)

Dpxf(z) = ~e e ~~~e= ~ (6.8)(1-p)X

f(Z) " f(X9qy)Dqyf(z) = - F*_~.__r; (6.9)(l—q)1y



Now we define the operators B+ and B“ as follows.

12

B+f(z) = %[DpXf(z) + Dqyf(z)] (6.10)

B_f(z) = %[DpXf(z) - Dqyf(z)] (6.11)

2. DISCRETE BIBASIC PSEUDOANALYTIC FUNCTION

(a) §§ldert1pediscrete bibasic functions

Let D be a discrete domain and f:D-—%¢.

Suppose z’ = (x',y') e D and |f(z) - f(z')|g kc“ (6.12)
where o = max S (p'l-l)x', (q_l-l)y'£ for everyC J
z e A(z'), p and k are real constants o< pg 1, then we
say that the function f is Holder-type discrete bibasic
at Z’.

If f is Holder-type discrete bibasic at any
z e D such that A(z}‘;¢ D, then we say that f is Holder­
type discrete bibasic in D. The class of such functions
on D will be denoted by HB(D).

If D is a discrete domain and if f,g e HB(D)
then fg e HB(D)



(b) §gp@rating;ye¢tor space

Let us take two discrete bibasic functions

gl(z) and g2(z) s HB(D) such that Im(gl g2) > O through­
out the discrete domain D. Then the row vector g = [glgz]
is called a generating vector and the set of all generat-p

ing vectors  gg is the generating space over D denoted
by GB(D).

The components of g cannot be equal and also
cannot be equal and opposite in sign.

Now if fl(z) and f2(z) are real valued functions
in D, consider f = [flf2]i The set of all such column
vectors will be denoted by FB(D).

Now if g is a generating vector and W a discrete
function defined on D, then for any W, a unique element
f e FB(D) can be found such that,

W(z) = (e-f) (Z)

= s1(Z) f1(z) + s2(Z) f2(Z)J

for all z 2 D.

12
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If possible let

W(z) = (g.f)(z) and

W(Z) = (e-F)(Z)

Therefore (g.f)(z) = (g.F)(z)

ie. glfl + g2f2 - [glFl + g2F2] = O
ie. g1(fl—Fl) + g2(f2-F2) = O ­
Hence fl = Fl, f2 = F2
ie. f is unique.

(0) Qiscretebibasicpseudoanalytic functions

Here instead of l and i we assign two arbitrary

functions gl(z) and g2(z). Hence W(z) = GB.FB(D) where
(.) means multiplication of a row and a column vector.

Thus GB.FB(D) form a vector space over R.

We define gDpXW(z) = (€.DpXf)(z) (6.13)

gDqyW(z) = (g.Dqyf)(z) (6.14)

where Dpx and Dqy are given in (6.8) and (6.9).



Defiflition

If W is a discrete function defined over D,
then W is called discrete bibasic g-pseudoanalytic of
the first kind at z e D if

128

w s GB.FB(D) and D W(z) = D W(z) (6.15)8 PX 8 qy

If this relation holds for all Z e D such that T(zX;§D,
then W is called bibasic gepseudoanalytic of the first
kind in D.

The class of all discrete bibasic g-pseudo­
analytic functions of the first kind in D is denoted by

lBD(g). Then lBD(g) forms a vector space over R.

Definition

If w = (g.f); f s FB(D), g e GB(D), and

W e lBD(g), then h = fl + if2 is called discrete bibasic
g—pseudoanalytic of the second kind in D.

The class of all such functions of the second

kind in D is denoted by ZBD (g).

Note

Each component gl,g2 of the generating
vector is itself an element of lBD(g).



l2

Thwrem (1)

A complex valued function W will be discrete
bibasic gepseudoanalytic of the first kind in a discrete
domain D if and only if an f 2 FB(D) is found such that
Bf is orthogonal to g throughout D;

Proof

(a) Necessary

Suppose that W e lBD(g), then

W = g.f, f s FB(D), g s GB(D)­

Hence gnpx W(z) = gpqy W(z) ) by (6.15)

ie. (g.DpXf)(z) = (g,Dqyf)(z))by (6.15) and (6.14)

ie. [g$Dpx-Dqy)f](z) = O

ie. %[g.(DpX-Dqy)f](z) = o

ie. (g;§r)(z) = o by (6.11) (6.16)
is» Er is orthogonal to g.

(b) Suffi cient

Suppose that W = g.f, f E FB(D), g E GB(D)

and §f is orthogonal to g, then (g.§f)(z) = O.
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ie. %[g.(D -D )f](z) = 0PX qy

ie. (g.DpXf)(z) = (g.Dqyf)(z)

Hence by (6.l5),W e B (g). Thus the theorem.

Definition

l D

A discrete function f(x,y) is said to be biperiodic
if it is p-periodic in x and q-periodic in y, p # q, p,q # l.

Theorem 2

gDW(z)

is bi-periodic.

£2222

= O if and only if W = (g.f)(z) where f

Let W = g.f, g s GB(D), f e FB(D) is an element
or B (g). Then by (6.16)

and

But

and

l D

(g.B'f

(g.B+f

B+f(z)

5:???)

)(Z) = 0
)(Z) = g1>W(Z)_

= B_ EYQ5

= B'fYE) . (6.17)
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Hence Lg. (B+f)](Z) = Q .

ie (E. B+f)(z) = 0 (by 6.17)
1e (E. B+f)(z) = Ojsince f is real valued.

Thus we get,

51(2) B+fl(2) + 22(2) B+f2(2) = gDW(2)

and éI(Z) B+fl(z) + QZTE) B+f2(z) = 0 .

Solving

62(2) gDW(2)
B+fl(z) = 2 1 222 22~22-~ 2» (6.18)

g1(2) EET2)-EETE) 22(2)

¥§IT2) gDW(2)+ ( ) =  2 2 ~~2 2‘~2‘ "2 (6. 9)
and B £2 Z gl(2) g2(2)—gl(2) 22(2) ' 1

If gDW(z) = O, then (6.18) and (6.19) we have

B+fl(z) = 0 = B+f2(z)



1e.

and

Hence

(Dpx + Dqy) fl(z) =

(DPX + Dqy) f2(z) =

O

O .

fl(Z)”fl(PX9y) fl(z)“fl(X9qy)
<1-p>>< +  <1-my Z

f2(z)—f2(PX,y) f2(z)—fl(X,qy)
and if1_,i a a_??+ —i— — '7 _f Q-3-_ _ _

(1-P)X (1-q)iY
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since fl and £2 are real valued, equating real and imaginary
parts to zero,

Hence f is bi-periodic, ie. p-periodic in X and q-periodic
in y.

(b) Sufficiency

we have

fl(Z) - fl(PI,y)

fl(Z) - fl(X,qy)

f2(Z) - f2(PX,y)

f2(z) — f2(X,qy)

Suppose that W = (g.f), g e GB(D), f e FB(D)

qi-_

--_n-in

j-in

O

O

O

O

is an element of lBD(g) and f is bi-periodic.



gDW(z) = (g..B+f) (Z)

= g.%(DpXf+Dqyf)(z)

= 0 ,

since f is p-periodic in X and q-periodic in y.
Hence the theorem.

Remark

Solutions of the equation, gDW(z)=O are called
g—pseudo constants. We can represent a g-pseudoconstant

by g.f where f is p—periodic in x and q-periodic in y.

3. DEDUCTIONS

(l) The discrete bibasic pseudo-analytic function
theory developed here is a two fold extension of the
theory of discrete basic pseudo analytic functions in
the following sense.

The two variables of the function run on two
different bases as against one in the discrete basic
pseudoanalytic function theory. Thus for p = q < 1,
q—pseudoanalytic function theory becomes a particular
case of this.

l
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(2) When B f(z) of (6.11) becomes zero, the
discrete pseudoanalytic function theory reduces to
Khans [1] bibasic analytic function theory.

P.

I
(3) When p = q 1 in the second case, we get

Ve1ukutty's [1] bianalytic functions where o<<q<Il.

(4) If further p = q<ll and B’ f(z) = Ojthen
this reduces to Harmans [1] q-analytic function theory.

4. EXAMPLES OF BIBASIC ANALYTIC FUNCTIONS

/
Harman [1] defined z\n) with base q by using

continuation operator as]

1-<1)( ) _ I1 jg \g ln j  . . _. V
Z n ' ji. 11-q>n_jI1-q>j <1Y>J Kn J - <6-2°’

This is q-analytic. Khan [1] defined z(n) with bases
p and q, as the following

<n> _ n §P)n 1 (119121 j X“-j <6 21>Z —  -(P]:n_j]q]j '_ 1-P 1 .
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where

H

DpXz(n) = Dqyz(n) = ( %;%- )z(n 1)‘ (6.22)

(n)This analogue of z suffers from a disadvantage that

DpXZ(n) and DqyZ(n) are both given in terms of p. We
3

define z(n2 using the same bibasic lattice §(pmXO,qnyO)§given in (6.1) as

z(n) 2 V [njpg [njqz rgo {Z:Z§1§{iJq: (6.25)

n Yr . n-r
= V [nlpz [n]qI rio irfi-{n_rjq;

(n)which removes this difficulty. We now prove that z
is bibasic analytic.

lbagyemri

' p q rzo n-r
H n-r . r

J“) - v [n1 1 [n] 1 Z2 Bf §;%{flq,

is bibasic analytic in D.
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z(n)will be bibasic analytic in D if

DpXZ(n) = DqyZ(n).

Consider

I1-I‘ .

Dpxz(n) = DpxV[n]?: [n] 1 2 X(1¥3r'

Now)

D Z(n)
‘*1’ ' fin]? °1'r-330 in-r1p1[riq= Z <1-my 5

q r=o [n-r]p.[r]q.

n (iy)r S Xn-r_pn-rxn-r 2-_ | n Y ~ o1o__o ____
" ‘““%'[ lg‘  [n_r1p=[r1q= 2 o (1-P)X

n_l Xn-r-l(iy)r
= v[n1p£u1qvrn-11p:[n-11g: Z   ,­- - r=o [n-r-l]p.[r]q!

= vmp [n]q An-1) . <6 24>

I1-I.‘ 2n X Q (iy)r-qr(iy)r_ 1[n] I 4 <i



137

n n-r . r-1

n_l XII-1-I'(iy)I'

=v[n1p[n1qv[n-11p: Ln-11q: rgo [n_l_r]p1[r]q:

= V[n]p [n]q z(n'l). (6.25)
From (6.24) and (6.25) we get,

DpZz(ny = Dqyz(n) = V[n]p [n]q z(n-lx(n) (0)Hence z is bibasio analytic in D. Also z = l.

EX22@@ntialfun¢ti@n

Here we define the bibasio analogue of the
exponential function as

G) (r)bex(z) = 2 t~.~Z~~ 6 (6.26)
r=o Y[r]p![r]q£

where z is given by (6.25).



E12-.@_<>r@m A

2222i

beX(Z) is bibasic analytic in D.

Let z e D~

Then

D X beX(z) = BX? ZmP P j ” ”

Dqybex(z

rzo V[r]pi[r]q1

= '5 1  Hr] tr

"m Z(r-1)= Z ,? j ?_ , - f
rzl Y[r-l]p£ [r-l]q1

n Z(r)
= rgo Y[£ip1 [r]q£

w Z(r_l)) = ?~W= { jj é
ril V[r-l]p1 [r-l]q£

1 Z(I-1)
r=l V[r]p1[r]q! P q
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(D Z(r>
= $0 Mp, mqz

Hence bex(z) is bibasio analytic in D.(n) ,Now we show that z satisfy Laplace s equation­

Dpxz(n) = V[n]p [n]q z(n'l{ by (6.24)

Dpx2Z(n) = V[n]p [n]qV[n-11p [n—l]q Z(n'2)‘ (6

Similarly;

Dqy2Z(n) = vtnip [n]q Mn-11p[n-11q z<“"2>, <6

From (6.27)and (6.28) we get’

D2-122(11): .( PX qy ) Z O
In a similar manner we getj

(DPXQ - Dqyz) bex(z)= O ,

l

.27)

.28)



5. DISCRETE BIBASIC ANALYTIC CONTINUATION

Harman [1] has extended the discrete plane to
include points on the positive half axes, and has shown
that continuation into Q’ from both the axes is possible
Here taking a similar approach we consider continuation

operators 4%k and Qéy.

(a) The bibasic operator Lf(z) =§[z-px+1qy]r(z)té ­
-(1-p)x f(x,qy)+(l-q)iy f(px,y§},defined by KIhan[l]
involves a bibasic triad of points

T(z) = $(X,y), (pray), (X,qy)L

From these it follows that given the value of a bibasic
analytic function f at any two points of T(z), then it
is uniquely determined at the third point.

(b) Hence,if a bibasic analytic function f is defined
I»

I
vat the set of points §(pmx,y);m e Z;,then it can be

uniquely continued as a bibasic analytic function to
all points of B’ lying below this set of points.
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(c) Similarly continuation is possible fron13(x,qnyxn e Zg.J



4" ‘
(d) If f is defined on the sets 3(pmX,y);m e Zg and6 w )
,3(x,qny);n e Z§:,then it has a unique continuation as
a8 bibasic analytic function to all points of B’.

(e) If f is defined on the sets §(pmX,y);m = O,l,2,...€1.

and? (X,-qny);n = 0,1,2,  €)then by repeated applica­
tion of (a))the function has unique continuation into

the rectangular region %(pmX,qny);m = O,_l,...; n = 0,1,. '\J

(f) Let X =  (pmxO,O); m s Zg
I‘

Y = "3 (0,qnyO>; n e Z Q

whore (xO,yO) is the fixed point of definition of Bf,
by (6.1). Then we define the extended discrete plane

T3. = B'UXU Y _

The discrete rectangular domain R‘ is defined by

R‘ = 3 (pmXO,qnyo),m=0,l,---;n=0,l,---€ ~
If X+, Y+ are defined by

/"'\

X+ = (pmXo,0);m = 0,1,

/'\.J\,

Y* = <0;qnyO);n = 0,1,

I“ -\_/\

I,

“/"~‘~'\./'\r\ .1
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then the extended rectangular domain R is defined as
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R = R'UX+UYf (6.29)
The values on the axes, of a discrete function f defined
on R‘ are defined to be

11 1'
f<X,<>> = njm r<x,qnyO> = yjfiw row)

1.
f(Q9y) = mgw f(PmXO:y))(X1y) 5 R’

lim

Now we define the continuation operators as follows;

9 O__. q-_—­-Q [f(<>,y)] = 0% -—3-—— X31) 3[f(<>,y)]X J <> [.'J]p qyl . .
iqyt-r<X,<>>1 = °§ -- (ma 1» ,§mx,<>>1;1=<> tjlqz P



l

To verify these definitions we consider z(n) by continuation

[]p[]q mg]G) l . j xn
@%yf[(x,o)] = _Z —f———(iy)3 Dpx [Y n I n 1-—————­:1=<> [alqi P­

= Ln-Ll‘-‘-i 1° -4- (mi 1» Xj<x">
Enlpz :=o Ealqz P

= I  Zn _--1:-__   Xn_j
[nlpl i=0 [jlql [n—j]p1 ,

since DPX3 = O when jyn .

= v[n1 £[n] 1 Q Kn-j<9fl9J (6.50)
P Q j=o [jlqrtn-jlpr

Now again,

m . .
l¥x[f(o,y)] = ;iO.E;%;: X3 Day [f(o,Y)]

n - - (iy)n= --1-31>3[\f[]:[]:_———]
j5o[j]p1X QY n P nq Lnlql
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r-1:--1£35
L._JL._-I

we
C-1.

Mu

LJ
|.__1|-J

*6

Nc_|

r-1r-'fl
E.

Ll
|_.__|

»-Q

= -—- -——~9— (iy)n'j::Q   n-' i J

since Dqyj(iy)n = O for j> n.

I1  . I1-_-j
= V[n)p! [n]q3 350 X(%y). (5_31)

[n—Jq![J]p1

From (6.30) amd (6.51) we see that continuation operators
can be used to derive f(z) since (6.30) and (6.31) are
equal to z(n) of (6.25). In a similar manner we can
extend the exponential function using continuation operators.

6. DISCRETE BIBASIC MACLAURIN SERIES

We can find an analogue for the Maclaurin series

about the point zo = O. To include the point (0,0), we
extend the definition of R of (6.29) as follows,

E; = EU (o,o) - (5-32)
A discrete function f is said to be bibasic analytic on
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R0 if it is bibasic analytic on R and in addition

%;L~rIi[1s')~---->(<>,<>) Di>q[f(X’y)]

exists and the limit is denoted by D%qf(o,o).

Under certain conditions the discrete Maclaurin

series can be shown to represent a bibasic-analytic
function, provided,the series converges. We consider
the following.

Ehseremmi

Let f be bibasic analytic in R0 . If f(z) ­
.éyf(x,o) = .£%X f(o,y), the series representations of

_Qgy, ,@%X,being absolutely convergent in fig, then

J (J)f(z) = i? DP9f(§'o)?» (6.53)
i=0 V[j]p![3]q1 ’

the series being absolutely convergent for all z e R0 ­

Proof

rm = ~@pX [r<o,y>1



Hence,

f(x,o)

@: 1 . .
Z -- X3 D33, [f(<>,y)]0 [alpl q 'J:

lim Q) 1 j j= ---- £
y—->0  [-1 , X Dqy [ (°’y)]J 0 J P.

I Q0° 1 35’[ >1= g ————- X D f(0 0 ,
:=o Ejlpr Pq '

Also’f(z)= .é%yf(x,o)

hence,

Q) . .
= 2 -1*-'(iy)3 DPXJ f(x,o).

J <>[J]q1

(I) . . Q)
15(2).-= g --l-- (iy)3 DJX >3 -l--'-xk1>1;qf(<>,<>)j=o Ejlqz Y’ k=o [k]p

l—"1
Ll­

(D 1 e Dj f(O O) 1: ——]—fi—§l |Xj"k(iy)2 ;=o [5] :[a1 3 Pq ' k=o [3­3 _ p <1 P

l
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2 Q2 D%9f(<:>,<>L J‘ \([:i]p![j]q! (iy)jXj_k
j=@ v[:1p:[j1q= ti. [j—k]p3[j]q1

= Cg Digrf(o,o)z(j)
j=° \f[;11p1 [jlqz '

Hence the result.. 3 1/5 .
If lim sup I Dpq f(o,o) | = a, then the series (6.35)
converges absolutely for all z such that

1 l 1
||z|| < a I 1-. + 1-. 1 )

using the similar approach of Harman [1]. We can prove

that the series representations iéy, iéx are uniformly
and absolutely convergent in E3.

Only a limited treatment of power series has been
carried out in the discrete analytic function theory.
The form of z(n) and bex(z) of (6.23) and (6.26) suggests
that further extensions should be possible. But a suit­
able convolution operator is to be defined. Of fundamental
importance to such a study would be the determination of

suitable bounds for the function D%q[f(zO)]. This may
then lead to general conditions for the convergence of
discrete power series.
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CONCLUDING-REMARKS

In this thesis an attempt has been made to
establish a theory of basic and bibasic commutative diff­
erence operators, solution of basic and bibasic difference
equations, and bibasic pseudoanalytic functions. Class­
ical analysis, q-theory, bibasic theory, q-analytic
function theory, bibasic analytic function theory, discrete
pseudoanalytic function theory,have been utilised to develop
the above concepts.

We have proved that two operators Pm and Qn are
commutative if and only if the characteristic equation

F(Pm,Qn)=O is satisfied. But this can be proved by using
integral curves on the lines of J.L. Burchnall and T,W.
Chaundy [2,3] where Abelian coefficients occur,

,.

We have used some commutative operators to solve

basic and bibasic difference equations. There are some
interesting problems related to these theories like study
of integral curves and second degree partial difference
equations which we have not been attempted here.

Only some properties of bibasic analytic
functions have been established here- But the technique
can be used for deeper study of such functions.
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