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PREFACE 

Aircraft navigation systems today need globally interoperable navigational infrastructure 

that delivers benefits in safety, efficiency and capacity for the aircraft navigation, on global basis 

with highest level of accuracy. This kind of navigational structure has been aimed while 

conceptualizing tP~ Global Navigation Satellite System (GNSS) based on Gh,bal Positioning 

System (GPS). The GPS with its high integrity, continuous availability and reliability, has 

revolutionized the navigation system. With four or more GPS satellites in view, a stand-alone 

GPS receiver can find its location anywhere over the globe with accuracy of few meters. High 

accuracy (within centimeters, or even millimeters) is often achieved by correcting the GPS 

signal with external augmentation system. The use of satellites for critical application like 

navi.gation has become a reality through the development of the augmentation systems like US 

based WAAS, Russian SDCM and European EGNOS etc., with a primary objective of 

providing essential integrity information needed for navigation service in their respective 

regions. Apart from these, many countries have initiated developing space-based regional 

augmentation systems like GAGAN and IRNSS of India, MS AS and QZSS of Japan, 

COMPASS of China, etc. In future, these regional systems will operate simultaneously under 

GNSS to support a broad range of activities in the global navigation sector. ender this scenario, 

these regional augmentation systems will be an important component of GNSS. The need of 

the hour is to interlace these regional satellite navigation (SatNav) systems to provide a global 

coverage with unrestricted access to navigational position information. GNSS is the ideal 

navigation infrastructure platform to allow full exploitation of the global benefits to be gained 

for the Required Navigation Performance (RNP). Once fully operational, the GNSS is 

envisaged for providing CAT-I precision approach landing guidance requirement. Subsequently, 

this system will be improved upon to achieve the stringent criteria set for the CAT-II and CAT­

HI landing guidance requirements. 

Among different types of error sources in the GPS precise positioning, the propagation 

delay due to the atmospheric refraction is a limiting factor on the achievable accuracy using this 

system. The Wide Area Differential GPS (W ADGPS), aimed for accurate positioning over a 

large area though broadcasts different errors involved in GPS ranging including ionospheric and 

tropospheric errors, the use of these broadcasted tropospheric corrections are not sufficiently 

accurate due to the large temporal and spatial variations in different atmospheric parameters 
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especially in lower atmosphere (troposphere). This necessitated the estimation of tropospheric 

error based on realistic values of tropospheric refractivity. Different methodologies, that are 

presently available for the estimation of tropospheric delay, have been developed mostly based 

on the atmospheric data and GPS measurements from the mid-latitude regions, where the 

climate is entirely different from that over the tropics. Such methodologies over the tropical 

region are non-existent. The major drawback of these methodologies are that they neglect the 

seasonal variation of the delay for near-equatorial stations (for stations S. isoN, the whole 

Indian peninsular region) and at the higher latitudes underestimates the delay. In this context, 

this study is a fust and major step towards the development of models for tropospheric delay 

over the Indian region which is a prime requisite for future space based navigation programs 

(GAGAN and IRNSS). Apart from such models based on the surface measured parameters a 

model independent of measured parameter, exclusively for the tropical region is also developed, 

which is crucial for estimation of delay in zenith direction when measured parameters are not 

available. This zenith component of delay is then mapped towards the line-of-sight of the GPS 

satellite to estimate the actual slant delay towards the satellite. In practical situations this is 

achieved by developing an analytical function known as mapping function. In this study a new 

mapping function for the hydrostatic component of delay is developed by modifying the well 

known Chi function and is found to be superior to the existing global mapping functions. For 

the wet component of mapping function all the existing global mapping functions are equally 

good. 

Water vapor is one of the most significant minor constituents of the atmosphere. It plays 

a significant role in weather and climate as well as transport of heat in the atmosphere. Water 

vapor is also a greenhouse gas that plays a critical role in the global climate system, not only 

confining to absorption and radiation of energy in the atmosphere, but also influencing the 

formation of clouds and aerosols (atmospheric chemistry) in the lower atmosphere. Large 

variability of atmospheric water vapor content in short spatial and! or temporal scales makes its 

measurement rather involved and expensive. A local network of GPS receivers is an effective 

tool for water vapor remote sensing over the land. This recently developed technique proves to 

be an effective tool for measuring Precipitable Water (PW), (the height of the liquid water 

column when the entire water vapor in a vertical column of the atmosphere is condensed). In 

fact the error (or noise) due to the lower atmosphere in GPS based navigation, acts as 

information on water vapor for the atmospheric scientists and meteorologists. In this study 
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potential of using GPS to estimate water vapor in the atmosphere at all-weather condition and 

with high temporal resolution is attempted. A good network of GPS could be a major source of 

water vapor infonnation for Numerical Weather Prediction models and could act as surrogate 

to the data gap in microwave remote sensing for water vapor over land. 

This thesis is composed If eight chapters, as summarized below 

An overview of G PS and its various applications are given in Chapter 1. This includes 

fundamental aspects relating to GPS satellite, various augmentation systems for the GPS based 

navigation, the errors involved in GPS ranging and the ways to mitigate them. A review on the 

existing global tropospheric delay models, mapping functions are also described. 

Chapter 2 details about the fundamentals of the delay due to microwave propagation (in 

GPS frequencies) through neutral atmosphere. In-house developed Ray tracing algorithm is 

used to estimate the true neutral atmospheric (tropospheric) delay. This is used to study the 

spatial and temporal variability of the tropospheric delay over the Indian sub-continent. 

Chapter 3 deals with the development of conventional models relating the Tropospheric 

delays (both ZHD and Z\v'D) with easily measurable atmospheric parameters at the surface. 

These models include Site-Specific as well as Regional models for the Indian region. These 

models are developed using atmospheric data from the Indian region and is validated with the 

true values of tropospheric delay estimated by Ray tracing technique. 

Chapter 4 deals with the development of an Indian Region-specific Tropospheric Delay 

(IRTD) model, which is independent of any measured atmospheric parameters. This model is 

validated extensively over the Indian subcontinent and is found to perfonn much better than 

the currently available global models. 

Chapter 5 details with the processmg of the GPS data for estimating the zenith 

tropospheric delay (ZTD) using the GAMIT10.2 software. The two-hourly values of ZTD thus 

obtained are further used to validate the models (presented in Chapter 3 and Chapter 4). The 

GPS estimated ZTD is also used to study the periodic variations in it. The variations in ZTD 
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have been shown to be important for developing higher order terms ID the parameter 

independent models (IRTD, Will) for navigation purpose. 

Chapter 6 deals with the development of a new hydrostatic mapping function. This new 

mapping function is developed by modifying the Chi function and is validated by comparing 

with the true value of mapping function along ",'ith the existing global mapping functions. 

Chapter 7 deals with the estimation of column inte~ated water vapor from GPS. As the 

wet delay derived from the GPS data (ZWDGPs) depends primarily on the atmospheric water 

vapor content, this parameter could be used for estimating the PW in the atmosphere. The 

temperature dependence of atmospheric water vapor content over the Indian region is studied 

through deriving a parameter called the weighted mean temperature (T,J, which is the water 

vapor weighted vertically averaged temperature. Tm is modeled with surface temperature (Ts), 

which is used to estimate PW from GPS derived ZWD (in the Indian context). 

A summary of major findings in this study is presented in Chapter 8. An outline of the 

future research scope in this area is also included. 
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GLOBAL POSmONlN6 SYSTf:M IN NAVIGATION AND 

M£TEOROL06V 

1.0 History of Navigation Systems 

Navigation is a very ancient skill or art of planning, reading, and controlling the 

movement of a craft or vehicle from one place to another. The word navigate is derived 

from the Latin roots navis meaning "shipll and agere meaning IIto move" or "to direct". All 

navigational techniques involve locating the navigator's position compared to known 

locations or patterns. Fundamental navigation skill requires usage of our eyes, good 

judgment ability and landmarks for moving from one place to another. However, in some 

cases where a more accurate knowledge of our position, intended course, or transit time to a 

desired destination is required, navigation aids other than landmarks are used. Methods of 

navigation have changed through history. Each new method has enhanced the navigator's 

ability to complete his voyage. One of the most important judgments the navigator must 

make is the best method to use. A few types of navigation methods are listed below: 

1. Pilotage: Essentially relies on recognizing landmarks to know the position. It 

involves navigating in restricted waters with frequent determination of position relative 

to geographic and hydrographic features. 

2. Dead reckoning: Relies on a prior position, along with some form of heading 

information and some estimate of speed. 

3. Celestial navigation: Uses time and the angles between local vertical and celestial 

objects (e.g., sun, moon, or stars). It involves reducing celestial measurements to lines 

of position using tables, spherical trigonometry, and almanacs. 

4. Radio navigation: Uses radio waves (from artificial source) to determine position by 

either radio direction finding systems or hyperbolic systems, such as Decca, Omega and 

LORAN-C. The latest satellite based radio navigation includes the Global Positioning 

System (GPS). 
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5. Inertial navigation: Relies on the information on initial position, velocity and 

attitude; thereafter measures the real time attitude and accelerations. A brief account 

of this system is presented in the next section. 

1.1 Inertial Navigation 

Inertial Navigation System (INS) operates on the basis of Newton's laws of motion. 

Newton's fIrst law of motion states that a body will continue to be in the state of rest or 

moving with uniform velocity unless acted by an external force (inertia). The sensors used in 

this system makes use of the property of inertia to measure accelerations and turn rates in a 

fixed reference frame (an inertial reference frame) in which Newton's laws of motion are 

valid. Once the acceleration is measured, it would be possible to calculate the change in 

velocity and position by performing successive integrations of the acceleration w.r.t. time. 

Since only changes in position and velocity are obtained using measurements, the 

determination of initial position and velocity are very crucial in accurate navigation by INS. 

The inertial sensors measure the vector-valued variables, rotation rate and acceleration, 

usmg: 

(a) Gyroscopes: These are sensors for measuring rotation; e.g. rate gyroscopes measure 

rotation rate, and displacement gyroscopes measure rotation angle. 

(b) Accelerometers: These are sensors for measuring acceleration. However, accelerometers 

cannot measure gravitational acceleration. 

Broadly, INS consists of two sections: 

(a) An inertial measurement unit (IMU) or inertial reference unit (IRU) containing a cluster 

of sensors: accelerometers (usually three) and gyroscopes (also three in number). These 

sensors are rigidly mounted to a common base to maintain the same relative orientations. 

(b) Navigation computers (one or more) which calculate the gravitational acceleration (not 

measurable by accelerometers) and doubly integrate the net acceleration to maintain an 

estimate of the position of the host vehicle. 

The two systems of IMU are Gimbals and Strapdown for the INS. Gimbals have been 

used for isolating gyroscopes from rotations of their mounting bases since the time of 

Foucault. They have been used for isolating an inertial sensor cluster in a gimbaled IMU 

since about 1950. At least three gimbals are required to isolate a subsystem from the host 

vehicle rotations about three axes, roll, pitch, and yaw. A fourth gimbal is required for 
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vehicles with full freedom of rotation about all three axes: such as high-perfonnance 

aircraft. In Strapdown type of INS, the inertial sensor cluster is "strapped down" to the 

frame of the host vehicle, without using intervening gimbals for rotational isolation. 

Strapdown INS generally requires more powerful navigation computers than their gimbaled 

counterparts as this system computer must integrate the full (six degree of freedom) 

equations of motion to estimate the position. 

The main advantages of INS over other navigation systems are, (1) it is autonomous 

and does not rely on any external aids or on visibility conditions, (2) it can operate in tunnels 

or underwater as well as any where else, (3) it is inherently well suited for integrated 

navigation, guidance, and control of the host vehicle, (4) its IMU measures the derivatives of 

the variables to be controlled (e.g. position, velocity, and attitude) and (5) it is immune to 

jamming and inherently stealthy, because it neither receives nor emits detectable radiation 

and requires no external antenna which could be detected by radar. 

The disadvantages of INS are that the mean-squared navigation errors increase with 

time. The Acquisition, Operation and Maintenance costs for INS are order of magnitude 

larger than that in radio navigation aids like GPS. The INS weight which is generally high 

has a multiplying effect on vehicle system design, because it requires increased structure and 

propulsion weight as well. The power requirements are much larger than the GPS receivers. 

The heat dissipation, which is proportional to and shrinks with high power consumption is 

also a limitation of INS. The relatively high cost of INS was one of the major factors that 

lead to the development of Global Positioning System or GPS. The synergism of GPS and 

INS has improved the INS performance, and also made it cost effective. The use of 

integrated GPSIINS for mapping the gravitational field near the earth's surface has also 

enhanced INS perfonnance by providing more detailed and accurate gravitational models. 

INS also benefits GPS perfonnance by carrying the navigation solution during loss of GPS 

signals and allowing rapid reacquisition when signals become available. Some of the 

applications of GPSIINS integrated systems could be perfonned neither by GPS nor by INS 

stand-alone e.g. the low-cost systems for precise automatic control of vehicles operating at 

the surface of the earth, including automatic landing systems for aircraft, and autonomous 

control of surface mining equipment, surface grading equipment, and fann equipment. 
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1.2 Radio Navigation 

Various types of radio navigation aids that exist today are either ground-based or 

space-based systems. For most part, the accuracy of ground-based radio navigation aids is 

proportional to their operating frequency. Highly accurate systems generally transmit at 

relatively short wavelengths, and the user must remain within the line of sight (LOS), where 

as systems broadcasting at 10'" frequencies (longer wavelengths) are not limited to LOS ~nd 

are less accurate navigation systems. 

1.2.1 GPS Overview 

Satellite based navigation was born when U.S. Navy decided in the early 1960s to 

create a system for the purpose of precise navigation. Early space-based systems e.g. 

TRANSIT of U.S. Navy and TSIKADA of Russian system provided two dimensional high­

accuracy positioning service. The limitations of both these systems were that each position 

fixing required approximately 10 to 15 minutes of receiver data processing for estimating 

the user's position. Though these attributes were well suited for ship navigation because of 

its low velocities, it was not suitable for aircraft and high-dynamic platform. This led to the 

development of the Global Positioning System (GPS) by U.S., which presently is a 

synonym to the satellite based navigation. Subsequently in the early 1970s, development of 

this satellite system for three-dimensional positioning was initiated with the following aims: 

1. Global coverage 

2. Continuous/all weather operation 

3. Ability to serve as a precise dynamic platform (high precision and reliable accuracy). 

The fust operational GPS prototype satellite was launched in February 1978. The 

operational GPS system of today is virtually identical to the one proposed in 1970s. In fact 

now they have expanded their functionality to support additional military capabilities; the 

satellite orbits are slightly modified, but the receiver designed to work with the original four 

satellites still performs the function. Presently there are 24(+6 in back up) GPS satellites, 

each continuously transmits navigation signal for positioning purpose. 

The fundamental navigation technique using GPS is to accomplish one-way ranging 

from the GPS satellites which are broadcasting their estimated positions. A minimum of four 

satellites which are simultaneously available in the field of view are used for this purpose by 

matching the incoming signal (generated using atomic clocks) with a user-generated replica 
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signal and measure the difference phase of the incoming signal against the user's crystal 

clock. With four satellites and appropriate geometry, the four unknowns (typically, latitude, 

longitude. altitude and a correction to the user's clock) are determined from these 

measurements. Subsequent position of each satellite is informed (and regularly updated) 

from the range measurements carried out at five monitoring stations located at Colorado 

Springs, Ascension Island, Diego Garcia, Kwajalein. and Hawaii. Using sophisticated 

prediction algorithms. these master control stations estimate the satellite location. and 

subsequently make necessary corrections for the satellite clock. With these closed loop 

corrections, the satellite positions are inferred within an average mu error of 2-3 m 

[Parkinson-Spilker et aI., 1996] . 

The Global Positioning System consists of three segments: the space segment. the 

control segment, and the user segment, as shown in Figure 1.1. The space segment consists 

of 24(+6) satellites. each of which is continuously transmitting a ranging signal that includes 

navigation message stating its current position and time correction. The control segment 

tracks each satellite and periodically uploads to the satellite its prediction of future position 

and clock time cOlTections. These predictions are then continuously transmitted by the 

satellite to the user as a pan of the navigation message. The user receiver tracks the ranging 

signaJs of selected satellites and calculates three-dimensionaJ position and local time. 

Space Segment 
(Salellites) 

Segment 

User Segment 
(Receiver) 

Figure 1.1: Pictorial representatIon of the three segments in the GPS based navigation 
system 
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1.2.2 G PS Ranging Signal 

The GPS ranging signal is broadcasted at two frequencies: a primary signal (L]) at 

1.57542 GHz and a secondary broadcast (L2) at 1.2276 GHz. On these two carrier 

frequencies the satellites broadcast the ranging codes and navigation data using a 

modulation technique called Code Division Multiple Access (CDMA). Thus each satellite 

transmits on these frequencies, but with different ran(7ing codes than those employed by 

other satellites. These codes are selected because they have low cross-correlation properties 

with respect to one another. Each satellite generates a short code referred to as the 

coarse/acquisition or CIA code and a long code denoted as the precision or P(Y) code. 

The CIA code is a short Pseudo Random Noise (PRN) code in the primary signal (L!) 

that broadcast at a bit rate of 1.023 MHz. This is the principal civilian ranging signal, and it 

is always broadcasted in unencrypted form. The positioning attained using this signal is 

called the Standard Positioning Service (SPS). Although moderately degraded, the SPS is 

always available to all the users worldwide free of cost without any restrictions on its usage. 

This service is specified to provide accuracy better than 13 m in the horizontal plane and 22 

m in the vertical plane (global average) at 95% 2drms [Kaplan and Hegarty, 2006]. The 

term dnns refers to distance root mean square which is a common measure used in 

navigation and 2drms refers to the radius of a circle which contains at least 95% of all 

possible fixes that can be obtained with a system. However, to boost up GPS usage in future 

civilian navigation services, it is proposed to have the CIA code at some more frequencies. 

The P(Y) code, sometimes called the protected code, is a very long code (actually 

segments of a 200-day code) that is broadcast at ten times the rate of CIA, 10.23 MHz. 

Because of its higher modulation bandwidth, the code ranging signal is somewhat more 

precise. This, though reduces the noise in the received signal does not improve the 

inaccuracies caused by biases. This signal provides the Precise Positioning Service (PPS), 

which is specified to provide a predictable accuracy of at least 22 m in the horizontal plane 

and 27.7 m in the vertical plane at 95% of 2dnns [Kaplan and Hegarty, 2006]. The specified 

velocity measurement accuracy is 0.2 mls (95%) [Kaplan and Hegarty, 2006]. This code is 

primarily intended for military applications as well as for the use of selected government 

agencies. Civilian use is permitted, but only with special approval of the U.S. Department of 

Defense (DoD). Because of this, the military has encrypted this signal to prevent the 

unauthorized users from accessing this information. This ensures that this unpredictable 
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code (to the unauthorized user) cannot be spoofed. This mechanism is called antispoofing 

(AS). When encrypted the P code becomes Y code, hence the name PCY). 

For managing certain critical situations, the accuracy of the C/ A code is degraded 

intentionally by desynchronizing the satellite clock (dithering), or by incorporating small 

errors in the broadcast ephemeris (epsilon), which is called selective availability (S/A). 

However, the process of S/A has b~en discontinued since I May 2000 by the V.S. 

government. 

1.2.3 GPS Ranging using Time of Arrival Measurements 

The GPS uses the concept of time of arrival (TOA) ranging to determine the user 

position. This concept entails measuring the time taken by the transmitted signal (e.g., from 

a foghorn, radio beacon, or satellite in case of GPS) from a known location to reach the user 

receiver. This time interval, referred to as the signal propagation time, is then multiplied by 

the speed of the signal to estimate the emitter-to-receiver distance. 

1.2.3.1 Two-dimensional position determination 

Consider the case of a ship vessel (receiver) trying to determine its position using a 

foghorn (transmitter). The ship should have an accurate clock and the mariner should have 

an approximate knowledge of the ship's location. The foghorn whistle is sounded precisely 

on the minute mark of the ship clock which is synchronized to foghorn clock. The mariner 

records the elapsed time from minute mark to the foghorn whistle being heard. This 

propagation time multiplied by speed of sound is the distance from foghorn to the ship. 

Based on measurement from one such foghorn, mariner's distance (D]) to foghorn is 

calculated. With this the mariner can locate his position anywhere on the circle, as denoted 

in Figure I.2a. If mariner simultaneously measured the time range from second foghorn in 

same way, assuming transmissions are synchronized to a conunon time base and mariner 

knows the transmission times, the ship will be at range D2 from the foghorn 2 (see Figure 

l.2b). Therefore, the ship relative to the foghorns is at one of the intersections of the range 

circles (point A and B). Since mariner has approximate knowledge of ship's location, the 

ambiguity between location A and B can be resolved. If not, then measurement from a third 

foghorn is needed (see Figure 1.2c). This method also known as "Triangulation" (or 

trilateration), is being used for navigation since time unknown. 
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Figure 1.2: Triangulation method in two-dimensions 
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This development assumed that the ship was precisely synchronized with the foghorn time 

base. However, this might not be the case. Suppose the time offset for each of the 

measurements is el, e2 and e3 (Figure 1.2d). Then the position of the ship is anywhere inside 

the shaded area, with highest precision at the dot in the centre, which could be achieved by 

compensating for the time offsets. 

1.2.3.2 Three-dimensional position determination 

Since the positioning in space using satellite is a three-dimensional problem, a tbree­

dimensional trilateration technique is used in the present study. Fundamentally, tbree­

dimensional trilateration is not much different from two-dimensional trilateration, but it's a 

little tricky to visualize. Imagine the radii from the examples in the previous paragraph 

going off in an directions. In that case, instead of a series of circles, one gets a series of 

spheres. If a receiver is known to be at - 20,000 km from satellite A in the sky, it could be 

anywhere on the surface of a huge, imaginary sphere with a 20,000 km radius (Figure l.3a). 

If the same receiver is 25,000 km from satellite B, one can overlap the first sphere 
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Figure 1.3 : Triangulation method in three~dlmenslons 
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with another, larger sphere. The spheres intersect in a perfect circle and the circle of 

intersection implies that the GPS receiver lies somewhere in a partial ring on the earth 

(Figure l .3b & c). With the help of a third satellite. one gets a third sphere, which intersects 

this circ le at two points (Figure 1.3d). The Earth itse lf can act as a fourth sphere -- only one 

of the two possible points will actually be on the surface of the planet. so the point in the 

space can be eliminated. However. if the receiver is not on the earth surface then it generally 

looks for four or more satellites , to improve accuracy and provide precise altitude 

information. In order to make this simple calculation, the GPS receiver should know ( I) the 

location of at least four satellites above the receiver and (2) the distance between receiver 

and each of those satellites. Thus GPS receiver measures the time taken by the transmitted 

signal from the different satellites (A, B, and C) to reach the receiver and triangulates for the 
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exact position. While three satellites are essential to detennine latitude and longitude. a 

fourth satellite is necessary to determine altitude. 

1.3 Different Constellations for Satellite Navigation 

Similar to GPS, there are various other satellite based navigation systems which are 

either being developed or planned for the global navigation satellite system (GNSS). The 

pioneer among them is the Russian GLObal'naya NAvigatsionnaya Sputnikovaya Sistema 

(GLONASS), and the European Global Satellite Navigation System (GALILEO). 

GLONASS is currently operational and is maintained by Russian ministry of defense. 

Similar to the GPS, the GLONASS is a space based navigation system providing global, all 

weather access to precise position, velocity and time infonnation to a properly equipped 

user. Each GLONASS satellite transmits two carrier frequencies in L-band. The primary 

(L1) band ranges from 1.6025 GHz to 1.6155 GHz at an interval of 0.5625 MHz, while 

secondary (L2) band from 1.2464 GHz to 1.2565 GHz at an interval of 0.4375 MHz (i.e. 24 

channels are available in each band). Each frequency is modulated by 5.11 MHz precision 

(P-code) signal or 0.511 MHz CIA signal. Overall, same message code is modulated over 

different carrier frequencies for different satellites. As on 2003, out of the intended 24 

satellites envisaged only eleven were operational. The twelfth satellite was added in 

December 2004 [Ramjee and Ruggieri, 2005]. Hence, this constellation is not operating with 

its full capability. However, India has recently agreed to launch a few of their future 

satellites [http://www.india.mid.rulsummits/old_07.html] to make the constellation fully 

operational. 

Moving from ideas and concepts conceived in the 1990s, the European Union (EU) 

along with European Space Agency (ESA) intends to operate the GALILEO under 

international civil control. This constellation will have 27(+) satellites depending on the 

level of international cooperation, the associated ground infrastructure and regional 

augmentations. The first phase of launching for GALILEO was accomplished in December 

2005 [http://news.bbc.co.ukl2Ihilscience/nature/4555298.stm]. A detail comparison of GPS, 

GLONASS and GALILEO systems is presented in Table 1.1. Meanwhile, China has come 

out with COMPASS as their regional navigation system. The COMPASS will have a 

constellation of 30 non-geostationary satellites and five geo-stationary satellites (GEOs) at 

58.750 E, 800 E, 1I0S E, 1400 E, and 1600 E [Hein et al. 2007]. In addition to the global 
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satellite based navigation systems already underway, two regional satnav systems are also 

being developed by Japan and India. These systems are Quasi-Zenith Satellite System 

(QZSS) of Japan and Indian Radio Navigation Satellite System (IRNSS) of India [Hein et al. 

2007]. All these regional systems will be inter-operable and inter-compatible for the 

development of a fully operational GNSS. 

Table 1.1: A Detail Comparison of the GPS, GLONASS and GALILEO Features 

Item GPS GLONASS GALILEO 

Operator 
Department of Ministry of Defence, 

EU andESA 
Defence, USA Russia 

Total no of 
30 24 27-30 

satellites 
Current status 31 satellites 14 satellites 1 satellites 
Altitude 20,200 km 19,100 km 23,616 km 
No. of Orbits 6 3 3 
Orbit period 11 hr. 58 min. 11 hr. 15 min. 14 hr. 24 min. 
Orbit inclination 55° 65° 56° 
Operating 

Ll = 1.575 L1 ;; 1.602-1.615 
1.164-1.1215 (E5) 

frequencies 
L2 = 1.227 Lz = 1.246-1.256 

1.260-1.300 (~) 
(GHz) 1.559-1.592 (ETL1-E1) 

Clock rate 
10 Mbits/sec 

i) CIA code 
1.023 Mbits/sec 0.511 Mbits/sec 5.11 Mbits/sec 
10.23 Mbits/sec 5.11 Mbits/sec 2.046 Mbits/sec 

ii) P code 
1.023 Mbits/sec 

Coordinate 
WGS-84 ECEF SGS-90 (PZ-90) ECEF ITRFox (IERS) 

system 
GPS time 

GLONASS time 
Time synchronized 

synchronized with UTC 
GST (TAl), UTC (TAl) 

with UTC 

CIA code: 
Safety-of-life 

Open service. Safety-of-Iife 
Civilian 

applications. Navigation 
service. Commercial 

Service offered application. 
service. Search and 

service. Public regulated 
rescue. Sub-meter real 

P-code: Military 
time accuracy for 

service. Search and Rescue 
application. 

mobile users 
service. 

1.4 Navigation Requirements and Differential GPS (DGPS) 

Navigation requirement is the performance of the navigation system, necessary for 

operation within a defined airspace. The required navigation performance (RNP) is a part of 

a broader concept called "Performance-based Navigation," a method of implementing routes 

and flight paths that differs from earlier concepts. This procedure not only has an associated 

performance specification which an aircraft must meet before the path is flown, but must 

also monitor the achieved performance and provide an alert in the event when this fails to 
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meet the specification. RNP equipped aircraft can safely operate routes with less separation 

than previously required which is significant because it increases the number of aircraft that 

can safely use a particular airspace and therefore accommodate the increasing demand for 

air traffic capacity. 

1.4.1 Required Navigation Performance (RNP) 

The International Civil Aviation Organization (ICAO) developed the RNP approach in 

early 1990s and it has become a standard for airspace utilization nowadays. The RNP is a 

statement of the navigation perfonnance necessary for operation within a defined airspace. 

The main required navigation parameters defined in RTCA [1999] are the following: 

(a) Accuracy: It is the degree of confonnance of the estimated or measured position and/or 

the velocity of a platfonn at a given time with its true position or velocity. Radio navigation 

perfonnance accuracy is usually specified as "Predictable", "Repeatable" and "Relative". 

(b) Integrity: It is the ability of the system to provide timely warnings to the user when it 

should not be used for navigation purpose. To achieve this, the system has to provide an 

alert limit, defined as the maximum error allowable in the user computed position. This alert 

limit can be specified in horizontal (HAL) as well as in the vertical (V AL). 

(c) Continuity: This is the capability of the total system (including all the elements 

necessary to maintain aircraft position within the defined airspace) to perfonn its function 

without non-scheduled interruptions during the intended operations. 

(d) Availability: This is the percentage of time that a system is performing the required 

function under stated conditions. Signal availability is the percentage of time that navigation 

signals transmitted from external sources are available to the user. 

As an example the required RNP parameters for a GNSS aviation operation are 

presented in Table 1.2. This table details about the ICAO requirements from en-route to 

Category III (CAT Ill) precision approach operations. All the four main parameters for RNP 

along with the alert limit and time-to-alert are provided for each phase of flight operation. 

The critical accuracy in vertical direction is not required until the aircraft reaches the 

Approach for Vertical Guidance (APV -I and II) operation. The APV s are new classes of less 

stringent vertically guided approaches, which have been defined to enable the full utility of 

the perfonnance that near-term satellite based augmentation system (SBAS) can provide. 
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Table 1.2: ICAO GNSS Aviation Operational Performance Requirements (Ramjee and 

Ruggieri. 2005 ) 

Operations 
Accuracy Integrity 

A lert Limit 
Time-to- Continuity 

Availability 
(95%) (I-Risk) Alert (I-Risk) 

Oceanic 12.4 om 1- 10' I hr 12.4 nm' 2min 1-10' I hr 0.99-0.99999 
En route 2.0nm 1- 10' I hr 2.0 om I min 1- 1O" /h, 0.99-0.99999 
Terminal 0.4 om 1-10' I h, I.Oom 30 sec 1- 10' t hr 0.99-0.99999 

NPA· 220 m 1-10' IIrr 0.3 om 10 sec 1-10" /1rr 0.99-0.99999 

APVtI 220 m (H) 1-2xlO' I 0.3 om (H) 
lO sec 

1-8x 1O ' 1 
0.99-0.99999 

20 m (V) approach 50 m (V) 15 sec 

APv n 16 m (H) 1-2x lO' I 40 m (H) 
6 sec 

1-8xlO<1 
0.99-0.99999 

8 m (V) approach 20 m (V) 15 sec 

CAT I 
16 m (H) 1-2xlO' I 40 m (H) 

6 sec 
J-8xlO I 

0.99-0.99999 4-6 m (V) aooroach 10-15 m (V) 15 sec 

CAT 11 
6.9 m (H) 1-10' 115 17.3 m (H) 

I sec 
1-4x IO' I 

0.99-0.99999 2 m (V) sec 5.3 m (V) 15 sec 
1-2x IO'() I 

CAT III 
6.2 ro(H) 1-10" 1 15 15.5 m(H) 

I sec 
l O sec (H) 

0.99-0.99999 
2 m (V) sec 5.l m (V) 1_2xIO·6 / 

15 sec (V) 
. . • *Non-preclslon approach: t Approach for verucal gUidance; nautical miles 

The precision approach channels for the various phases of landing aircraft are shown in 

Figure 1.4. Each of these landing categories is defined by the decision height (OH) at which 

the pilot or the aircraft must make the decision either to continue or abort the landing. This 

decision depends on the runway visual range (RVR) at the corresponding decision height. 

GPS _ 400-600ft OH 

GPS 
lnertlal/SBAS 

c:::::> 350 - 400 ft OH LNAVNNAV 

SBAS c:::::> 250 - 300 ft OH lPV 

SBAS/GBAS c:::::> 200 ft OH 
nm 

GBAS c:::::> 200 - 0 ft 
nm 

nm 

Figure 1.4: Precision approaches along with aircraft landing requirements 
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The three categories of most stringent approach and landings: CAT I, CAT n, and CAT III 

are achievable by ground based augmentation system (GBAS). For CAT I the corresponding 

values of DH and RVR are 200 ft and >2,400 ft respectively. The same for CAT II (CAT 

Ill) are 100 ft (50 ft) and >1200 ft (700 ft). 

1.4.2 Differential GPS 

A stand-alone GPS has limitations in providing the continuity, availability, integrity 

and accuracy to allow for its use as the sole means of navigation for all phases of flight. In 

order to meet the operational requirements, augmentation must be applied to basic GPS 

signals to eliminate the errors. In augmentation, a supplementary navigation method called 

Differential GPS (DGPS) is used to improve significantly the accuracy and integrity of the 

stand-alone GPS. The basic categories of augmentation proposed are Satellite~based 

augmentation system (SBAS) and Ground-based augmentation system (GBAS). 

In the late 1980s, the United States Coast Guard started the development of a Marine 

DGPS (MDGPS) system to meet maritime navigation requirements in the United States. In 

1989, radio-beacon located on Montauk Point, New York, was modified to broadcast DGPS 

corrections in the RTCM SC-I04 (Radio Technical Commission for Maritime Services 

Study Committee-l 04) message format. By February 1997, fifty four radiobeacons were 

modified to provide DGPS correction for most of the U.S. coastal regions and inland 

waterways. In the same year, the coverage was further enhanced throughout the entire 

United States. This was named as Nationwide Differential GPS (NDGPS) system. The 

MDGPS essentially utilize the code-based Local area DGPS (LADGPS) techniques. The 

network for MDGPSINDGPS includes Reference Stations (RS) to monitor GPS and 

generate differential corrections. Each RS has two GPS receivers for redundancy along with 

collocated Integrity Monitors (IM). Each IM includes another pair of GPS receivers and 

radiobeacon receivers to monitor the corrections broadcasted by the same site. The IM 

compute their positions and the differential corrections using GPS and compare with their 

known (surveyed) positions. If the computed position exceeds a preset tolerance, faulty 

satellite is removed from the differential correction calculation after notifying as 

"unhealthy" for the user. A frame relay network is used such that two central control 

stations, which are manned 24 hours a day, 7 days a week, can monitor the status of all the 

sites. The specified accuracy of the MDGPSINDGPS systems is 10 m, 2drms, within 
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coverage areas . Typical accuracies are much better (1 - 3 m). The specified availability is 

99.9% for dual coverage areas and 99.7% for areas with single coverage. Later ICAO 

developed standards for lbe .wo Iypes of code· based OGPS sySlems (SBAS and GBAS) for 

civil aircraft navigation applications. 

L4.2.1 S.teltite-based augmentation system (SBAS) 

A SBAS is a Wide area differential GPS (W ADGPS) system that provides differential 

GPS corrections and integrity data using GEOs as the communication path. A unique feature 

of SBASs is that they provide DGPS data, using a single broadcast directly at the GPS LI 

frequency which can be used for ranging. The goal of SBASs is to meet the navigation 

requirements for civil aviation from the en-route phase of flight through vertically guided 

precision approach to a reasonably high precision landing (up to CAT I) . A number of 

SBASs had been implemented or are planned for future (Figure 1.5). Such a system 

currently operational over the United States is the Wide Area Augmentation System 

(WAAS). The C-WAAS is the Canadian ex:tension ofWAAS. which is based on a network 

of reference stations located in the Canadian territory and linked to the Federal Aviation 

Administration (FAA) master stations in United States. Similarly the one that is being 

developed in Europe is the European Geo-stationary Navigation Overlay System (EGNOS) 

[ICG, 2006; Kaplan and Hegarty, 2006J. 

-- • 
CWAAS 

Figure 1.5: A Pictorial representations of different existing and upcoming S8AS systems 

Japan is developing a SBAS based on its Multifunctional Transport Satellite 

(MTSAT), called lbe MTSAT Sa.ellj.e Augmen.a.jon SySlem (MSAS). The People's 
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Republic of China launched a series of experimental satellites. "Beidou", for mastering the 

satellite based navigation technology. The Chinese SBAS strategy is encapsulated in the 

Satellite Navigation Augmentation System (SNAS) [Ramjee and Ruggieri, 2005]. India is 

also developing its own SBAS called GAGAN (GPS Aided Geo Augmented Navigation) 

and it is under the control of the Indian Space Research Organisation and the Airports 

authority of India [Kibe. 2003] with planned operational capability by 2009. The other 

upcoming regional augmentation systems are the Russian System of Differential Corrections 

and Monitoring (SDCM) and the IRNSS of India [leG, 2006; Kaplan and Hegarty, 2006]. 

In years to come, these regional systems will operate simultaneously and emerge as a Global 

Navigation Satellite System to support a broad range of activities in the global navigation 

sector. Thus regional augmentation systems will have to play major role in GNSS. The 

potential of GNSS will be further enhanced through a focused attention on the coordination 

among these regional augmentation systems through maintaining its accuracy. integrity, 

reliability and inter-operability everywhere on the globe. Under the proposed framework for 

the real-time position determination with high accuracy (- 0.2-0.5 m), the EUPOS 

(European Position Determination System) is aimed using DGNSS (Differential GNSS) by 

maintaining huge network (- 800 DGNSS reference stations with distance between them 

less than 100 km) of ground based stations [Rosenthal, 2007]. 

All SBAS systems are comprised of four major sub-elements, viz. the monitoring 

receivers, central processing facilities, satellite uplink facilities, and one or more 

geostationary satellite in orbit. For GAGAN the monitoring receivers are referred to as 

Indian Reference Station (INRES), the central processing facilities are known as Indian 

Master Control Centre (INMCC) and land uplink facility as Indian Land Up link Station 

(INLUS). The GAGAN sub-elements and the functionality provided by them are 

summarized in Figure 1.6. As can be seen, the navigation signals received by the user, 

transmitted from GPS are also received by monitoring networks or INRES operated by the 

SBAS service providers. Each site within the monitoring networks generally includes a 

number of GNSS receivers (for redundancy) that provide Ll CIA code and L2 P(Y) code 

pseudorange and carrier-phase data to the central processing facilities or INMCC. At 

INMCC the data from the entire network are processed to develop estimates of each GPS 

satellite's true position, associated clock error, corrections based on the differences between 

the networks estimates of these parameters and the values in the broadcast GPS navigation 
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data, and estimate of Ionospheric and Tropospheric delay error across the service area. 

These estimates and integrity infonnation are then forwarded to the satellite up-link facilities 

GPS l1~ 

!\Aa 
1;'IIItES 
(RIM ) 

C DAND 0 
LJ ,LS 

o 
GEO • P$l1 / L2 

i All 
INRES 
(RIM) 

INLUS 

Figure 1.6: The GAGAN sub-elements and its functionality 

(INLUS). From INLUS the signal is continuously transmitted to a geostationary satellite via 

C-band, which is further transmitted to the user at L! and Ls frequencies . The timing of the 

signal is done in a very precise manner such that the signal appears as though it was 

generated on board the satellite as a GPS ranging signal. 

1.4.2.2 Ground-based augmentation system (GRAS) 

In a Ground-based augmentation system, SPS is augmented with a ground reference 

station to improve the performance of the navigation services in a local area. The only 

operational GBAS is the Large Area Augmentation System (LAAS) of the U.S. Federal 

Aviation Administration. This can support all phases of flight within its coverage area, 

including precision approach, landing. departure, and surface movement. In GB AS system. 

Pseudolites (PL) or integrity beacons (low· power ground based transmitters) are configured 

to emit GPS·like signals for improving accuracy. integrity. and availability of GPS 

[Parkinson and Spliker, 1996; Van Dierendonck. 1990; Elrod and Van Dierendonck. 1993; 

EJrod et al., 1994}. The improvement in accuracy can thus be obtained by enhancing the 

local geometry, measured according to a lower Vertical Dilution of Precision (VDOP) which 
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is very crucial for aircraft precision approach and landing. The accuracy and integrity is 

further improved by using PL integral data link to support DGPS operations and integrity 

warning broadcast. Furthennore, the PL provides additional ranging source to augment the 

GPS constellation for enhancing its availability. The PL operates at the Ll frequency and is 

modulated with an unused PRN code, in order not to be confused with a satellite signal. A 

second GPS antenna mounted on the aircraft is used to acquire the PL signal. The presence 

of two PLs which are generally placed within several miles of a runaway threshold along the 

nominal approach path reduces the requirement of visible satellites for DGPS operations to 

four, and centimeter-Ievel position accuracy can be achieved [Schuchman et al., 1989; Elrod 

and Van Dierendonck, 1993; Cohen et al., 1994]. 

1.5 Errors in GPS Signal 

Accuracy of the position detennined by GPS is ultimately expressed as the product of 

a geometry factor and a pseudorange error factor. Error in GPS solution is estimated by the 

fonnula: (error in GPS solution) = (geometry factor) x (pseudorange error factor). The 

pseudorange is the actually measured range which includes the errors that limit the GPS 

stand alone system to achieve the RNP up to the stringent CAT III condition. A detailed list 

of different sources of error in GPS ranging along with the range of these errors as well as 

the contribution from each error required to bring it down for navigation purpose (at CAT III 

level) is presented in Table 1.3. With appropriate assumptions, the pseudorange error factor 

is the satellite User Equivalent Range Error (UERB), which comprises of the components 

from all the three segments of the GPS system. The Space segment comprises of the satellite 

clock error and broadcasted ephemeris error. The ground segment has error contribution due 

to receiver noise and the multipath effect. The errors introduced by the propagation of GPS 

signal through the intervening atmosphere are the Ionospheric error and the Tropospheric 

(neutral atmospheric) error. All these errors are combined by root-sum-squared (RSS) to 

yield the UERE. The RSS addition for UERB is justified under the assumption that the 

errors can be treated as independent random such that the 1-sigma total error is the RSS of 

the individual I-sigma values. The geometry factor, which expresses the composite effect of 

the relative satellite/user geometry on the GPS solution error, is generally known as the 

Geometric Dilution of Precision (GDOP). The GDOP value for a GPS system is 2.5, thus 

UERE value of 0.83 can achieve a CAT III level of position accuracy. 
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Table 1.3: A Table Showing the Error Budget in GPS 

No. Error Segment Error Source 
Range of Error 1 er error required 

(m) for Navigation (m) 

I Space Satellite Clock Error 0.3-4 0.0 
-

2 Segment Satellite Ephemeris Error 1-6 0.8 

3 Propagation Ionospheric Error 5-45 0.1 

'4 Error Tropospheric Error 2.5-30 0.2 
-

5 Ground Recei ver Noise 0.5-5 0.1 
c---

6 Segment Multipath 3-10 0.2 

User Equivalent Range Error (UERE) 
0.83 

or Total RSS 

Navigation Accuracy = GDOP x UERE 
2.0 (CAT Ill) 

GDOP for GPS is 2.5 

The pseudorange or the measured distance between the satellite and the receiver can 

thus be obtained either by code and/or carrier-phase measurements. Following Wubbena 

[1991], the simplified observation equation for carrier wave Ll which can be expressed in 

terms of pseudorange (PR) and carrier phase (,) measurements is: 

s~ = geometric distance between receiver antenna A and satellite i 

c = speed of light (in vacuum, c = 299792458 m/s) 

£0 A = receiver clock error 

£oi = satellite clock error 

&'~[lONI = Ionospheric propagation delay 

&' ~[TROPl = Tropospheric propagation delay 

N~ = Integer Ambiguity 

Ac = carrier wavelength (- 19 cm for L 1) 

M ~ = Multipath errors 

E PR = code phase measurement errors 

(1.1) 

(1.2) 
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EIP ::: carner phase measurement errors 

Understanding of the significance of these errors is important in applications that require 

very high accuracy. Each of these errors is briefly discussed in the following subsections. 

1.5.1 Satellite Clock Error 

The atomic clocks in GPS satellites, although highly accurate, are not perfect. The drift 

of these clocks from GPS system time, results in pseudorange error. The GPS time is a 

composite time scale derived from the times kept by clock at GPS monitoring stations along 

with the onboard satellite clock, which is used as the reference time. The GPS time which is 

set at OOh on 6th Jan 1980 and presently ahead of UTC by 14 seconds has not been perturbed 

by leap seconds. The atomic clocks stability is about 1 to 2 parts in 1013 over a period of one 

day. This means the satellite clock error is about 0.864 to 17.28 ns, which introduces 

arround a 0.3-4 m error in ranging [Kaplan and Hegarty, 2006]. The Master control station 

determines the clock errors of each satellite and transmits clock correction parameters to the 

satellites for re-broadcasting to the user along with the navigation message. 

1.5.2 Ephemeris Error 

Ephemerides of all satellites are computed and up linked to the satellites along with 

other navigation data for re-broadcasting to the user. These ephemerides (in satellite 

navigation messages) are predicted from previous GPS observations at the ground control 

station. The satellite ephemeris error is the difference between the actual position and 

velocity of a satellite and those predicted by the broadcast ephemeris model. The residual 

satellite position error is in the range 1-6 m [Warren and Raquet, 2002]. 

1.5.3 Multipath 

This refers to the phenomenon of a signal reaching the receiver antenna through two or 

more paths. Typically an antenna receives the direct signal along with one or more of its 

reflections from structures in the vicinity and also from ground. The reflected signal is 

delayed and usually weak compared to the direct signal. The multipath though affects the 

code as well as the carrier phase measurements; the magnitude of this error differs 

significantly. The error due to multipath effect is usually within 3-10 m [Kaplan and 

Hegarty, 2006]. A primary remedy for avoiding multipath is to place the antenna away from 
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reflectors, which may not be practical always. The affect of mUltipath can then be reduced 

by suitably designing the antenna consequently lowering the contribution from side lobes. In 

benign environments, such as open field, placing an antenna closer to the ground can 

decrease observed multipath errors because when the antenna is near to ground the signals 

experiences shorter excess path delays that tend to produce smaller multipath errors. Choke 

ring antennas are the special kind of antp.nnas which are successful in mitigating the 

multipath arrivals from the ground or low-elevation scatterers. 

1.5.4 Receiver Noise 

The code and carrier phase measurements are affected by random noise, which is 

usually referred to as receiver noise. This includes the noise introduced by antenna, 

amplifiers cables and the receiver. The receiver noise varies with the signal strength, which 

in turn varies with the satellite elevation angle. The dominant source of error in pseudorange 

measurements is the thermal noise jitter and the effects of interference. The CIA code 

composite receiver noise and resolution error contribution are slightly larger than that for 

P(Y) code because the former has a smaller rms bandwidth than the latter. 

1.5.5 GPS Signal Propagation Errors 

The Microwaves as they propagate through the atmosphere undergo scattering, 

attenuation and refraction. As the GPS signal lies in the L-band of the Microwave frequency 

domain, the contribution of signal delay due to scattering and attenuation is negligible. So 

the delay in the GPS signal when it traverses through the atmosphere is mainly due to the 

refractive nature of the intervening atmosphere. However, the L-band is aptly chosen 

frequency band as the refractive effect of ionosphere is moderate, and that of neutral 

atmosphere is least, at these frequencies. For GPS application, the atmospheric regions of 

interest for error budget are mainly the neutral atmosphere and ionosphere. The effect of 

neutral atmosphere ranges from the surface of the earth up to approximately 100 km in 

altitude, where as that of the ionosphere ranges from 75 km and more. The delay caused by 

the ionized region of the atmosphere is called the Ionospheric delay and that by the neutral 

atmosphere is Tropospheric delay (as 98% of the neutral atmosphere is contained in the 

troposphere ). 
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1.5.5.1 Microwave propagation in the atmosphere 

The earth's atmosphere is a heterogeneous medium with significant variations of its 

physical parameters such as temperature, pressure and humidity, etc, prominently in vertical 

direction. When microwave propagates through such a medium, it introduces a small 

retardation as well as bending of the ray path. The velocity (v) of an electromagnetic wave 

in a medium having a refrl'ctive index n, is written as v = cln where c is its velocity in 

vacuum. For most of the physical media, n > 1, which implies that the speed of the 

propagating electromagnetic (EM) wave is less than that in vacuum. The value of n is 

characterized by permeability (1) and dielectric constant (E) of the medium. The expression 

for v can then be written as v = cl ~ j.iE . If )lo and Eo are the permeability and dielectric 

constant of free space, respectively, then c = ~ 110 Eo' For a refractive medium (E > Eo), the 

wave propagates with a velocity which is less than that in free space (i.e. v < c). 

In general, the index of refraction is a complex quantity with its real component 

representing the non-absorbing part of the medium and the imaginary part representing the 

attenuation of electromagnetic waves by the medium. In microwave domain the refractive 

index of air is a function of temperature, pressure and humidity. As all these three 

parameters decrease with increase in altitude, n also decreases with altitude. At standard 

temperature and pressure, n "" 1.0003 [Pett),. 2004]. It approaches unity with increasing 

altitude. As a result, the ray path bends towards the earth surface due to refraction. The 

decrease in velocity and bending of ray-path introduces an error in the measured range 

which is taken as the product of the velocity of the wave in free space and time taken by the 

wave to trace the in-between region. A typical i11ustration of the propagation of radio waves 

in the atmosphere from a transmitter in the sate11ite to the observer on the earth's surface is 

presented in Figure 1.7. As virtual1y there is no atmosphere above the ionosphere, the ray 

does not undergo any pronounced deviation in this region. Neglecting the horizontal 

variability. the atmosphere can be divided into a number of concentric layers each of 

thickness ds, with ni as the refractive index for each layer. The time taken by a ray to travel 

from a distant satellite to receiver is equal to ~t = l/e Inds and the apparent range R = e x 

~t. The error in the estimated range (~R) due to extra time (~t) incurred by the refraction 
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effect would be obtained by differencing the apparent range and the direct path (or 

geometric line of site distance, D) 

!1R. = Inds - D ( 1.3) 

As seen from eq. (1.3) a clear knowledge on the variation of n along the ray path is 

necessary for the calculation of range error. 

Free Space t-I ---'-:.... 

Ionosphere 1----... ........... ------;4, 
Neutral 

Figure 1.7: A pictorial illustration of the wave propagation at GPS frequencies In the 
atmosphere 

1.5.5.2 Ionospheric contribution to atmospheric delay 

The earth's atmospheric region above 75 km is partly ionized. This ionization 

influences the propagation of EM waves differently. On one hand, the layer can act as a 

mirror to radio wave in the short wave (10 - lOO meters wavelength) domain, it acts as a 

dispersive medium for the microwave frequencies. The index of refraction for the phase 

propagation (np) in the ionosphere is approximated as [Kaplan and Hegarty, 2006] 

Cl C] c~ n = 1+-+-· +_ ..... 
, f' f' f' 

(1.4) 

where the coefficients q, Cl and C4 are frequency independent as well as a function of the 

electron number density. The refractive index of the ionosphere dependents on the frequency 

of the propagating wave (j). making the medium dispersive. The expression of refractive 

index for group propagation (ng) can be written as 



dn 
ng =np + f--P 

df 

Substituting eq. (1.4) in eq. (1.5) ng can be written as 

c2 2c3 3c4 n =1------····· 
g f2 f3 f4 

Neglecting the higher order terms one can write 
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(1.5) 

(1.6) 

(1.7) 

The coefficient c2 is estimated as c2 = -40.3 ne HZ2, where ne is the electron number 

density. Then eq. (L 7) can be rewritten as 

-1- 40.3n. 
np - 2 

f 
-1 40.3ne n. - + 0 

C f-

The phase and group velocities are then estimated as: 

c v =---­
p 1- _40_.3_n_e 

f2 

c v =----
g 40.3ne 

1+ 2 

f 

(1.8) 

(1.9) 

In case of microwave propagating through the ionosphere, it experiences a group retardation 

and phase advance. a phenomenon referred to as ionospheric divergence. The refractive 

index of the ionosphere varies inversely with the square of radio frequency and so 

ionospheric refraction is more significant at lower frequencies (below S-band) [Kaplan and 

Hegarty. 2006]. The range error associated with the microwave propagation through the 

ionosphere is 

(1.10) 

where f ne dl is the electron density along the path length. referred to as the total electron 

count (TEC). Since the TEC is generally referenced to the vertical direction through the 

ionosphere, for other elevation angles the M iono is to be multiplied by an obliquity factor 

(OF) or mapping function given as 

(1.11) 
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where hI is the height of maximum electron density (- 350 km), re is the radius of earth and 

cA is the elevation angle. With addition of the OF the path delay expression becomes 

=-0 40.3 TEC 
F 12 (1.12) 

This dispersive behavior of ionosphere to microwave propagation is used for estimating the 

ionospheric delay by making the '1leasurements at two frequencies say Lr and L2• 

Differencing the pseudorange measurements made on both Lt and L2 frequencies enables 

the estimation of delays in both the Lt and L2. Thus to account for the ionospheric delay one 

uses the following expressions for Ll and L2 

(l.13a) 

(1.13b) 

where PL
t 

and PL, are the pseudorange observations at L\ and L2• For various civilian 

applications including navigation, single-frequency receivers are used. Then it is obvious 

that one cannot use eq. (1.13) or the dual frequency technique to estimate the ionospheric 

delay. Consequently, models of the ionosphere are to be employed to correct for the 

ionospheric delay. One important example of such a model is the Klobuchar model, which 

removes (on average) about 50% of the ionospheric delay at mid-latitudes through a set of 

coefficients included in the GPS navigation message [Kaplan and Hegarty, 2006]. Another 

method of removing the ionospheric delay in a single frequency receiver for navigation is by 

providing near-real time TEC values from the reference stations (consisting of minimum 

three dual frequency receivers). These dual frequency receivers estimate the TEC for each 

reference station in-and-around the user and provide the TEC infonnation to the user 

through broadcasting via a geostationary (communication) satellite link. To achieve this 

more efficiently, one has to have a dense network of reference stations. 

Thus to summarize, the ionosphere is characterized by a large concentration of free 

electrons that cause a variation of the channel refractive index and, consequently, of the 

wave propagation velocity in the medium. In particular, the ionosphere effects on the GPS 

signals mainly result in 1) a combination of group delay and carrier phase advance, which 

varies with the paths and electron density encountered by the signal in crossing the 
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ionosphere, and 2) scintillation, which can bring the signal amplitude and phase to fluctuate 

rapidly at certain latitudes and even cause loss of lock. Other effects related to the 

ionosphere, such as Faraday's rotation and ray bending that changes the arrival angle, are 

not significant for the GPS frequencies. In the GPS frequency bands, the Ionospheric path 

delay in zenith direction might vary from 2-50 ns, in a diurnal fashion that is quite variable 

and unpredictable from day-to-day. At lower elevation angles, the delay might inrrease up to 

three times the value at the zenith. This implies that the Ionospheric error can contribute in 

the range of 5-45 m [Ramjee and Ruggieri, 2005]. The ionosphere being a dispersive 

medium (frequency dependent), dual (or multi) frequency observations helps to reduce this 

delay. Note that as the present study is focused only on the effect of neutral atmosphere in 

microwave ranging, the refraction effects in the ionosphere will not be considered in 

subsequent discussions. 

1.5.5.3 Contribution of neutral atmosphere to atmospheric delay 

Most of the neutral constituents in the atmosphere reside in the lower part of the 

earth's atmosphere. The neutral density decreases exponential1y with increase in altitude 

following the hydrostatic eqUilibrium. Though the concentration of the major neutral 

constituents (N2, 02, Ar, etc) decreases with altitude almost all the water vapor and bulk of 

the dry gases are found in the troposphere which ranges from sea level (",0 m) to - 12 - 16 

km. In this region, the temperature in general decreases almost linearly with increase in 

altitude with a fixed lapse rate. The altitude extent of the troposphere varies with latitude. 

The region separating the troposphere from the atmosphere above it is known as tropopause 

where the temperature gradient is very small and approaches close to zero. The region above 

the tropopause, where the atmospheric temperature starts increasing with altitude, is referred 

to as stratosphere. In addition to the major constituents, the neutral atmosphere also contains 

significant amount of trace constituents like CO2, 0 3 and water vapor. All these gases in the 

atmosphere, except water vapor are non-polar molecules, while water vapor is polar in 

nature. A polar molecule will have a pennanent electric dipole moment and it aligns itself to 

the applied electromagnetic field, while a non-polar molecule do not have a pennanent 

electric dipole moment and this will be induced when an external electromagnetic field is 

applied. While the non-polar gas molecules are well mixed in the atmosphere and obey the 

hydrostatic equations, water vapor is not well mixed. 
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As the refractive index of air is greater than unity, the wave propagation through this 

medium undergoes group retardation. In addition to that the ray-path is curved because of 

the refractive bending. The group retardation and bending of the ray affect the net apparent 

path length traveled by the wave and can be estimated as the integral of the refractive index 

(n) profile (eq. 1.3) along the curved path. If '5' is the curved path and 'D' is the direct path 

lengtl} then the extra path length estimated through ranging is t\Rtropo = Js n.ds - D = Js (n­

l).ds + [5-D]. Considering the wave propagation in vertical, as there is no refractive bending 

'5' will be identically equal to 'D'. Then the extra path encountered in the zenith direction, 

usually referred to as zenith tropospheric delay (ZTD) is r (n -l).ds , where the integral is 

taken for the entire neutral atmosphere. The equation can be written in terms of the 

refractivity (N) of the air as ZTD = 10-6 
X IN ds = 10.6 

X [INo ds + INw ds] where No and Nw 

represents the hydrostatic (dry) and non-hydrostatic (wet) component of refractivity, 

respectively. The net tropospheric delay in the zenith direction thus has two parts, one 

governed by the non-polar gases (hydrostatic), which is usually referred to as zenith 

hydrostatic delay (ZHD) and the other contributed by water vapor which is referred to as the 

zenith wet delay (ZWD). While the hydrostatic (dry) component constitutes about 90% of 

the total delay, the non-hydrostatic (wet) part constitutes the remaining 10%. More details 

on tropospheric delay due to refraction and its estimation are presented in Chapter 2. 

The refraction of the Microwaves at GPS frequencies as it passes through the entire 

neutral atmosphere is referred to as tropospheric delay [Misra and Enge, 2001; Barry and 

Chorley, 1998]. The GPS signals when it traverses through the troposphere it induces delay 

effects in the order of 2-30 m [Ramjee and Ruggieri, 2005]. These effects depend on the 

density of atmospheric gases as well as the zenith angle at which the ray propagates. 

Complete information on different atmospheric parameters like pressure (P), temperature (T) 

and water vapor partial pressure (e) is essential to estimate this delay. At GPS frequencies, 

the delay caused by troposphere is one order in magnitude less than that caused by the 

ionosphere. But this delay is almost the same for both LJ and L2 frequencies. Since it is not 

frequency dependent (non-dispersive), this effect cannot be eliminated using dual (or multi) 

frequency measurements. However, this can only be accounted for through modeling. The 

existing global models are successful in predicting the dry part of the delay with an accuracy 

of approximately 1 cm and the wet part with - 5 cm [Kaplan and Hegarty, 2006]. 
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1.6 A Review of Different Models for Estimating Tropospheric Delay 

Different empirical meteorological models are developed for the estimation of the 

ZHD and ZWD on a global basis. Saastamoinen [1972] evolved a simple relation between 

ZHD and surface pressure (Ps) taking into account the variation due to gravity and height 

for different latitudes. The claimed accuracy of the Saastamoinen model is within 0.4 km for 

all the latitudes and seasons. Later on Davis et af. [1985] and Elgered et al. [1991] proposed 

similar expressions for ZHD with a slightly different value for the coefficients. All these 

models are developed under the assumption that the dry atmosphere is in hydrostatic 

equilibrium and follows the equation of state. However, since water vapor does not follow 

the hydrostatic conditions and can remain heterogeneously distributed in the atmosphere, 

similar models for ZWD were not attempted until Ifadis [1986] and Mendes and LangZey 

[1998] developed simple empirical relation connecting ZWD with Ps, surface temperature 

(Ts) and surface water vapor partial pressure (es). A slightly different model for ZHD and 

ZWD was arrived by Hopfield [1971], based on a different refractivity model. A brief 

outline of these models is presented in the following subsections. 

1.6.1 Linear Models for ZHD and ZWD 

Saastamoinen [1972] showed that although the refractivity at any point in a dry 

atmosphere depends on pressure and temperature, the height integral of this dry refractivity 

profile would be a simple linear function of surface pressure. The main assumption in this 

model is that the dry atmosphere is in hydrostatic equilibrium and the equation of state 

dP =- g(h)·p(h)·dH g (1.14) 

is true. Here the acceleration due to gravity (g) is a function of height (h), p is the density of 

the air and Hg is the geopotential height (in m) or the vertical coordinates with reference to 

earth's Mean Sea Level (MSL). If g is assumed to be a constant with a weighted mean value 

gm then eq. (1.14) can be written as 

1 dP p=-_.-
gm dH g 

(1.15) 

This equation along with the ideal gas law (P = pRdT) can be used to estimate the ND value 

as 

N = [k P]=k -R .p=-k -R ._1 __ dP 
D IT 1 d 1 ,I dH 

gm g 

(1.16) 



chayte'r 1 29 

where k\ = 77.6 KJhPa, is hydrostatic refractivity constant [Bevis et al., 1992], P is pressure 

(hPa), and Rd is gas constant of dry air (J kg- l Kl). Then the ZHD can be written as 

( 1.17) 

where R* is the universal gas constant (=8314.3 j kmorl K i
), Md is the molecular weight of 

dry air (= 28.9644 kg/kmol) and the gm is defined as 

00 

jP(h). g(h)· dh 
hs gm = -'--00----- ( 1.18) 

jP(h)'dh 
hs 

and can be interpreted as the gravity at the centroid of the atmospheric column 

[Saastamoinen, 1972]. The value of gm depends on latitude through the relation [Davis et al., 

1985] 

gm = 9.8062' (1- 0.00265· cos 2cp- 0.00031- he) (1.19) 

where cp is the ellipsoidal latitude and the he is the height of the center of the atmospheric 

column above the ellipsoid (in km), which is linearly modeled by Saastarnoinen as 

he = 7.3 + 0.9 X h; where h is the height of the antenna site above the ellipsoid (km). 

Substituting this in eg. (1.19) the expression for gm can be written as 

gm = 9.784· (1- 0.00266· cos 2cp- 0.00028· h) 

Then from eg. (1.17) 

ZHD = 0.0022767· Ps 
1- 0.00266· cos 2cp - 0.00028· h 

(1.20) 

( 1.21) 

This model is very popular due to its simplicity. The rms error budget using Saastamoinen 

model [Elgered et al., 1991] shows that the error in the refractivity constant contributes to 

about 2.4 mm in ZHD. The uncertainty in gm has only a marginal influence of 0.2 mm and 

the uncertainty of the universal gas constant and the variability of the dry mean molar mass 

contributes approximately 0.1 mm in the estimation of ZHD. Thus, in this model along with 

surface pressure measurements the height of the station and its latitude are used for the 

computation of the gravity correction. Though a similar model was not tried for ZWD in the 
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earlier attempts mainly due to the heterogeneity of the distribution of water vapor in the 

atmosphere, later Chao [1972], Berman [1976], and Saastamoinen [1972] tried to develop 

models for the wet component but with obsolete value of refractivity constants. All these 

models were either station or season specific and had biases of up to 10-20 % depending on 

the site. 

Ifadis [1986] proposed a model for the zenith wet delay as a function of Ps, Ts and es 

in the following form. 

ZWD = 0.554 .10-2 
- 0.88 .10-4 

• (Ps -1000) 

e 
+0.272.10-4 ·e~ +2.771---.l... 

, Ts 

Mendes and Langley L 1998] derived a linear relation for ZWD in the form 

ZWD = 0.122 +0.00943· es 

(1.22) 

(1.23 ) 

relating zenith wet delay and partial water vapor pressure at the surface using data from 

about 50 stations, most of which are located in USA and Canada. 

Though meteorological parameters at surface are correlated reasonably well with the 

range error, these surface models are not efficient enough to account for the complete 

integral effect of atmospheric refraction in vertical direction [Bock and Doeiflinger, 2000]. 

In case, if the required range is from a particular altitude in the atmosphere, the refraction 

effect for the altitude above, only need to be accounted for. In this context, Hopfield [1971] 

tried to develop a model accounting for the variation of atmospheric refractivity with 

altitude through an analytical function. 

1.6.2 Hopfield Model for ZHD and ZWD 

Hopfield [19691 developed an analytical model for the altitude profile of refractive 

index based on surface refractivity (Ns) and a term called the "characteristic height" which is 

different for the hydrostatic and non-hydrostatic component of refractivity. These 

characteristic heights are defined as the altitude above which the atmospheric refraction 

effect is negligible. This implies that the values of ND and Nw become negligible above the 

respective characteristic heights. Once the mean annual pattern of characteristic height is 

modeled for a station, it is possible to estimate the range error directly from surface 

refractivity. These analytical relations are arrived based on following approach. 
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The equation for hydrostatic equilibrium (eq. 1.14) that follows from the ideal gas laws 

of Boyle-Mariotte and Gay-Lussac can be expressed in differential form by expressing the 

density as p=_P_ in the form 
R,-T 

P dP g 
dP=-g ·--·dh (::} -=---·dh 

Rd -T P Rd·T 
(1.24) 

The altitude profile of the temperature in the troposphere can be approximated to be linear 

with a constant temperature lapse rate (/1) in the form T = Ts + f3 . h, where Ts is 

temperature at the surface (or antenna height), h is the height above MSL and T is a function 

of altitude. Substituting this in eq. (1.24) the differential equation takes the form 

dP 
== g ·dh 

R . (T + (3- h) d S 

( 1.25) 
P 

Integrating this equation for altitude region 0 to h where the atmospheric pressure decreases 

from Ps to P 

( 1.26) 

Now, let us recall the hydrostatic refractivity formula: 

(1.27) 

The total density of air, p is the sum of density of dry air (Pd) and that of water vapor (Pw) 

given as 

( 1.28) 

where Mw is the molecular weight of water (=18.016 kg/kmol). If one considers that Pd» e 

and Pd' Md» e .Mw then it is acceptable to approximate that Md"" Mw. Then the p becomes 



Substituting this in eg. (1.27) the expression for ND becomes 

N = k . R . P = k . R . _P- = k . P 
D ! dId R.T I T 

d 

Substituting for P and T 

g 

N =k·-=k· .p. 
P 1 (Ts +j3.h»)-R,;.P 

D ] T ] Ts + j3 . h S Ts 

which can be further simplified to 

g 

N =k . P =k . Ps .( Ts ).(T5 +f3' h)]-R"'/3 
o 1 TIT T +f3·h T 

S 5 5 

- (Ts +f3'h)]-(!+~~p) _ (j3.h]TJ 
-Nso ' -N so ' 1+--

Ts Ts 
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(1.29) 

( 1.30) 

( 1.31) 

(1.32) 

p 
where N SD = k] . _S . For a default temperature lapse rate of j3 = -6.81 Klkm and a mean 

Ts 

gravity acceleration of g = 9.806 m/s2 the exponent becomes 11 = 4.02 ::::: 4 that is adopted for 

the Hopfield two-quartic model. Another modification is made by substitution of 

j3 
=-----

1 1 
I 
-·T -h j3 s 00 

I 
h --·T 00 j3 S 

0.33) -----= 

where Ts is the surface temperature in QC; hO~ is the characteristic height of the dry 

atmosphere for temperature of OQC (in km) and hD is the characteristic height of the dry 

atmosphere (in km). The variation of ho (in km) with Ts (in QC) is modeled from global 

radiosonde data as 

hD = 40.136+0.14872xTs (1.34 ) 

As stated above employing a value of 4 for 11, ND is simplified as 

N =N '(1_~)4 
D so h 

o 
(1.35) 

eg. (1.32) can then be integrated analytically to yield ZHD as 
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hlr[ h )4 h ZHD=10-6 ·N· 1-- dh=1O·6·N .-.!2... 
so h SD 5 

o D 

(1.36) 

It is clear that a number of approximations lead to this simple formula. Apart from the fact 

that the air is treated as an ideal gas which is not too critical, the assumption of a constant 

temperature lapse rate is one important approximation that should be stressed as well as the 

fact that the gravity is not modeled in terms of its dependence on the height, as was done for 

Saastamoinen model. 

Hopfield [1969] assumed that the non-hydrostatic component of N also follows the 

similar relationship but with a different value for the characteristic height. Thus in analogous 

to eq. (1.35) an expression for the non-hydrostatic component can be written as 

( 1.37) 

where hw is the wet characteristic height. The wet delay then can be written as 

hr[' h )4 h ZWD = 10.6 
. N . 1 - - dh = 10.6 

• N . ~ 
sw h .sw 5 

o w 
(1.38) 

Mendes and Langley [1998] found a relation between the surface temperature (in QC) and hw 

(in km) of the form 

hw =7.508+0.002421.exp(~) 
22.90 

0.39) 

The estimation of the ZWD based on Hopfield method needs only the information about es 

and Ts [Hopfield. 1969J. As hw is not well correlated with Ts. there will be some uncertainty 

in the estimation of ZWD using this model. Analysis shows that a 10% error in the value of 

hw can introduce an error of < 1 % in the estimated value of ZTD and hence can be neglected 

for application purpose. 

Even though all these empirical models are considered as global, most of these are 

experimentally derived using the available radiosonde data from European and North 

American continents [Satirapod and Chalermwattanachai, 2005]. The accuracy of these 

empirical models has been assessed by comparing model output with true values estimated 

by ray-tracing the atmospheric profiles. It has been shown that ZHD models are typically 

accurate up to 2-3 mm at mid-latitudes [lanes et al., 1991], and estimates of ZWD from 

surface meteorological data exhibit typical errors of up to 3-5 cm [Askne and Nordius, 1987; 
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lanes et al., 1991; Elgered, 1992] and up to 5-8 cm during the passage of weather fronts 

[Elgered, 1993; lchikawa, 1995]. 

1.7 Projecting the Zenith Tropospheric Delay to Slant Direction 

The tropospheric delay is shortest in zenith direction and increases with zenith angle. 

In many cases for the use of GPS in navigation and meteorology it becomes necessary to use 

the data from higher zenith angle mainly because of the fact that usage of a high zenith angle 

expands the observation geometry in navigation application while increases the amount of 

data availability in meteorological applications. Many investigators [Ware et al., 1997; 

Flares et al., 2000; Braun et al., 2001; Mac Danald and Xie, 2000] have elaborately studied 

the effect of very high zenith angles in GPS slant observations in relation to meteorological 

applications. Studies have shown that though the tropospheric delay is - 2 m in the zenith 

direction, it increases to over - 20 m at high zenith angle [Ramjee and Ruggieri, 2005; 

Dodson et al., 1999a], thus exceeds the criteria set for optimum positioning for civil 

navigation [Kaplan and Hegarty, 2006]. In general the tropospheric delay at a given zenith 

angle (x), referred to as slant total delay (M), which is related to zenith delay as 

M = ZHD x MFh(x) + ZWD x MFw(x) (1.40) 

This projection of zenith path delay into a slant direction is performed by application of a 

mapping function (MF) or obliquity factor. The first part in eq. (1.40) is the hydrostatic 

component of slant delay (SHD) and the second part represents the non-hydrostatic 

component of slant delay (SWD). Thus the mapping functions are defined as 

MF ( ) = SHD 
h X ZHD 

MF ( ) _ SWD 
w X - ZWD 

(1.41a) 

(1.41b) 

Tracing the ray-path through the refractivity profiles (derived from the radiosonde data) 

provides an estimate of mapping function [Rocken et al. 2001], which is also know as direct 

mapping function (or true value of MF). Simplest analytical function for MF is the cosecant 

function. The upper limit of use of this function for many applications is - 60° (zenith 

angle). In higher zenith angles, Marini [1972] showed that for a spherically symmetric 

atmosphere the MF can be approximated by a continued fraction, which was later on 

modified by Herring [1992], Niell [1996] etc. Niell [2000] also proposed an isobaric 
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hydrostatic mapping function (IMF) which uses only one meteorological input parameter 

(the height of the 200 hPa isobar). The most commonly used MF among the analysts is Niell 

mapping function (NMF) [Ni ell, 1996] the coefficients for which are determined from site 

coordinates and the day of the year using a look-up table. Recently, a Global Mapping 

Function (GMF), based on data from the global ECMWF numerical weather model was 

developed by Boehm et al. [2006a]. The coefficients of GMF were obtained from the 

expansion of the Vienna Mapping Function (VMF1) parameters [Boehm et al. 2006b] into 

spherical harmonics on a global scale. In the following section three of these global MFs are 

discussed in detail. 

1.7.1 Herring Mapping Function 

The curvature of the earth's atmosphere and non-linear variations of earth's 

atmosphere in vertical direction makes the development of MF very difficult. The 

complexity involved in developing a simple MF, is the reason why many (more-or-less 

similar) approximations are in use. However, the fractional expansion of Marini [1972] and 

Marini and Murray [1973] was found to be superior. It meets the following two boundary 

conditions: 1) The tropospheric mapping function is asymptotic in cosX for X ~ 0 and 2) it 

is asymptotic in l/cosX for X ~ 90 0
• The continued fraction that is presented by Herring 

[1992] satisfies both conditions and can be truncated according to the accuracy 

requirements. This function is given as 

MF(X) 

1+ ab 
1+-­

l+c 
1 

a 
cos(X)+-_·· b 

cos(X)+ ----­
cos(X) + c 

(1.42) 

where X is the zenith angle and a, band c are the mapping function coefficients, to be 

determined. Herring [1992 J derived coefficients for the mapping function by ray tracing 10 

years of rawinsonde data from North America. The surface temperature (Ts), latitude (rp) 

and height above the sea-level (Ho) are introduced to obtain the three hydrostatic coefficients 

as 
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a = (1.2320 + 0.0139 . cos( qJ) - 0.0209· Ho + 0.00215 . (Ts -10» .10-3 

b = (3.1612 - 0.1600· cos(qJ) - 0.0331· Ho + 0.00206· (Ts -10) .10-3 (1.43) 

C = (171.244 - 4.293· cos( qJ) - 0.149· Ho - 0.0021· (Ts -10») .10-3 

and three wet components as 

a = (0.583 - 0.011' cos(qJ) - 0.052 . Ho + 0.0014· (Ts -10).10-3 

b = (1.402-0.102· cos(qJ) -0.101· Ho +0.0020· (Ts -10») .10-3 (1.44) 

C = (45.85 -1.91· cos(qJ)-1.29· Ho +0.015· (Ts -10») .10-3 

1.7.2 Niell Mapping Function 

Nieli [1996] used the same continued fraction with an additional term for height 

correction to project the zenith hydrostatic delay into slant direction. This function is known 

as NieII hydrostatic mapping function (NMFh) and is given as 

1+~~ 
bhl-d 

]+-""-
1 +Cilyd 1 

MF;,0:)=---------+ --
U hyd cos(i) 

cos(i) + ... cos(i) + ---
~~ ~~ cos(i)+ --'-"-- cos(i) + 

cos(i)+Chyd cos(i)+chgr 

h 

1000 
( 1.45) 

Where ahgr, bh!ir and Ch!:r are the coefficients for height correction, h is the height of the 

station above mean sea level. The coefficienls, ahyd, bhyd and Chyd, are estimated for any given 

day-of-year by using a periodic function (of first harmonic) in the form, 

[
2Jr(dOY -doy )J 

a(rp,doy)=a(rp)ayg -a(rp)"mp xcos 365.25 0 (1.46a) 

for latiudes Icp 5. 15° and Icp ~ 75° and 

a(rp, doy) = a( 'I) a'K + [a( rpi+1 ) "vg - a( rpi) aVK ].m 

[ 
2Jr(doy - dOYO>] 

- (a(rp) amp + [a(rpi+[ ) amp - a(rpJamp] .m) X cos 365.25 
(l.46b) 

for 15° < Icp < 75°, with doyo being set to 28 days for the northern and 211 for the southern 

hemisphere. Again, the latitude dependent coefficients are interpolated linearly, but the 

seasonal variations are subtracted from the average values. The values for selected latitudes 
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are given in Table 1.4 below. The table for the latitudinal mean and amplitude of these 

parameters are created using data from the mid-latitude region. 

Table 1.4: Values of Different Parameters in eq. (1.46) for the hydrostatic delay mapping function 

Latitude (tp) 
A vera2e (am) 

ahvd (x 1 0.3
) bhvd (x 1 0.3) Chyd (x 1 0.3

) 

15 1.2769934 2.9153695 62.610505 
30 1.2683230 2.9152299 62.837393 
45 1.2465397 2.9288445 63.721774 
60 1.2l96049 2.9022565 63.824265 
75 1.2045996 2.9024912 62.258455 

Latitude (tp) 
Amplitude (aamD) 

ahvd (x 10.5) bifyd (x 10's ) Chyd (x lO-5) 
15 0.0 0.0 0.0 
30 1.2709626 2.1414979 9.0128400 
45 2.6523662 3.0160779 4.3497037 
60 3.4000452 7.2562722 84.795348 
75 4.1202191 11.723375 170.37206 

Height correction 
ahJlI blW Ch.zl 

2.53x10,5 5.49xl0·3 1.14xlO·3 

For the Nie11 wet delay mapping function (NMFw), a simplified form of eq. (1.46) is 

used to interpolate the parameter values extracted from Table 1.5 because there is no annual 

(seasonal) variation considered in this mapping function. The periodic function is 

(1.47a) 

For the latitude range 15° < ItP < 75° and 

a( <p, doy) = a( <P)avg (1.47b) 

For latitudes I tP ::; 15° and I tP ~ 75°. 

Table 1.5: Values of Different Parameters in eq. (1.47) for the wet delay mapping function 

Latitude (tp) 
Average (aavl!) 

awet (x 10'4) bWel (x 10'3) Cwet (x 10'2) 
15 5.8021897 1.4275268 4.3472961 
30 5,6794847 1.5138625 4.6729510 
45 5.8118019 1.4572752 4.3908931 
60 5.9727542 1.5007428 4.4626982 
75 6.1641693 1.7599082 5.4736038 



As there is no height correction term in the wet delay the NMFw reduces to 

ah,'d 1+------
bh)'d 

1+--
1 + C"yd 

MFw(X) = ------=----
ahyd 

cos(x) + b 
hyd cos(x) + . 

cos (X) + C hyd 

1.7.3 Global Mapping Function 
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(1.48) 

The Global mapping function (GMF), which uses the same continued fraction as that 

in NMF (eq. 1.45), is modeled with sufficient accuracy for zenith angles up to 87°. The 

parameters a, band c, which are different for the hydrostatic and wet components are 

computed from Numerical Weather Models. Using a 15° x 15° global grids of monthly mean 

profiles for pressure, temperature and humidity from 40 years' ECMWF (European Centre 

for Medium-range Weather Forecasts) reanalysis data (ERA40), the coefficients ahyd and awer 

are determined. Taking pre-defined (empirical) expression for bhyd, Chyd, bwer. and ewer; the 

coefficients ahyd and a Wel are derived through a single ray-trace at 3.3° initial elevation angle 

(86.7° zenith angle) and by simply inverting the continued fraction form [Boehm et al. 

2006a]. These hydrostatic coefficient (ahyd) at surface are then scaled down to mean sea level 

(ao) using the height correction given by Niell [1996]. The mean values of 'ao' and its 

amplitude are fitted using a periodic function (eq. 1.46a), to the time-series of the 'a' 

parameters at each grid point. This global grid of the mean values, ao, and of its amplitude, 

for both the hydrostatic and wet coefficients in the continued fraction form are expanded 

into special spherical harmonic coefficients up to degree and order 9 in a least square 

adjustment. This expansion is given as 

9 n 

ao = I I Pmn (sin qJ).[Anm . cos(m· A) + Bnn! . sin(m· A)] (1.49) 
n:O m:O 

The hydrostatic and wet coefficients of 'a' for a given site coordinates and day-of-year can 

then be determined using eq. (1.46). 
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1.8 GPS for Water Vapor Estimation 

Water vapor plays a major role in many of the atmospheric and geophysical 

phenomena, which include transfer of energy and formation of clouds and weather system. 

Weather forecast models demand water vapor information with high temporal resolution 

over a wide geographical region. Large variability of atmospheric water vapor content in 

short spatial and/or temporal scales makes its measurement rather involved and expensive. 

While direct measurement of water vapor content using Water Vapor Microwave 

Radiometer (WVMR) is very expensive, measurements using Radiosonde are time 

consuming. Satellite based microwave remote sensing, at its present state of art, proves to be 

an effective tool for this purpose because it can provide the information even over 

inaccessible regions like oceans, etc. However, revisit time of polar orbiting satellites limits 

the temporal resolution. Satellite based water vapor measurements over land is far more 

difficult because of the large heterogeneity of land surface features. The land surface also 

acts as a warm background for microwave remote sensing of atmosphere. As a result, most 

of the satellite-based measurements of atmospheric water vapor prove to be more useful 

over the oceanic regions. The details about the existing variety of platforms and sensors are 

summarized in Table 1.6 and shown in Figure 1.7. 
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Fig ure 1. 7: A pictorial representation of different methods used for 
measuring atmospheric water vapor content 
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Table 1.6: Characteristics of various water vapor observing systems 

Observing lMeasurement Systems Advantages !Disadvantages Platforms 

Provides total columnar water lData limited to cloud free 
R sensors (e.g. TOVS) \lapor and vertical profile egion, can exhibit regional 

~usskinde{al. [1984] ·nformation of water vapor ~iases and error in lower 
pver large areas [rroposphere 

lMicrowave Sensors (e.g. 
Provides total columnar water lData is limited to Oceanic 

~apor and its sounding over 
egion. Land surface acts as 

~SMlI, TRMM/TMI, arge area and not highly 
iwarm background. Poor 

lAM SUA, AMSUB) 
~frected by cloud 

ivertical/horizontal 

Satellites esolution 

~olar Occultation (e.g. SAGE 
plobal humidity data from ~ovcrage limited by clouds ~tratosphere and above. High 

I) Rind et al. [1993] accuracy and vertical ~lnd sampling poor in 

esolution 
ropical region 

i'-'imb sounding provides P, T 
roes not provide profiles pPS Radio Occultation (GPS and e profiles with good 

IRO) Kursinski [1997] esolution in upper rom surface to first 2-3 km 
roposphere (above 3 km) 

lDue point and Lyman alpha 
~esearch aircraft can make 

Aircraft ~easurements at any location 
!Expensive and has limited 

Starr and Melfi iHygrometers, DIALs and ~nd time and Commercial ~ata 
[1991 ] ~apacitive sensors ~ircraft will have global data 

overage 

lData quality is variable in 

!Daily Radiosonde sensors of 
i'-'arge global network, Has iupper troposphere and poor 
~ood vertical resolution, ·n stratosphere, Highly 

IWMO standards Elliot and J..,ong database since 1930 is ime consuming, Quality of 
Balloons paffell [1991]; Oltmansand ~vailable, High quality pbservation is poor at very 

lfIo/mann [1995]; pbscrvations is used for ~igh and low Humidity, 

Dabberdt et al. [1995] 
omparison with operational nstrument is expensive, 

measurement systems !Data is available only twice 
pver land. 

!Meteorological observations 
Long records of reasonably 

~patial coverage is non-~sing Wet- and Dry- bulb high quality global data are 
IPsychrometer and dew point iuniform and data is only 
!Hygrometer Middleton and 

available and observations 
or earth's surface 

~pilhaus (1953] fire made daily 

Precipitable Water Vapor ~xpensive device, Poor 

pround based WVMR Bevis PW) measurements with ~orizontal resolution and 

~t ul. [1992] ~igh precision, continuously ,",0 measurements during 
with short time interval ainfall 

Ground Based ~xpensive systems, require 
(Surface) High quality data (good high skilled operators, 

iRaman LlDAR, DIALs vertical and temporal ~sefulness during 
esolution) righttime and clear sky 

onditions 

High precision PW using 
~orizontal resolution 

~round based GPS 
existing navigation GPS 
eceivers. Has excellent ~epends on tracking 

eceivers (Present Study) emporal resolution. Gives network infrastructure; 
data in all weather Poor vertical resolution 
onditions 
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A local network of GPS receivers is an effective alternative for water vapor remote sensing 

over the land [Businger et al., 1996] and this recently developed technique proves to be very 

effective in measuring Precipitable Water vapor (PW), which is the height of the liquid 

water column when the entire water vapor in a vertical column of the atmosphere is 

condensed, as clouds and precipitation do not significantly affect the propagating GPS 

signals at 19 and 24 cm wavelengths. Rocken et al. [1993; 1995; 1997] demonstrated the 

capability of ground based GPS system for measuring PW with an accuracy of few 

millimeters. Emardson et al. [1998] and Tregoning et al. [1998] also have reported similar 

measurements of PW from GPS observations. However, most of these studies have been 

carried out over the mid-latitude regions where the average PW is <20 mm. This points the 

importance of PW measurements using GPS over tropical region, where the atmospheric 

water vapor content is relatively large and perpetual cloud cover and precipitation severely 

affect other remote sensing techniques. 

The sensitivity of atmospheric refractivity to the presence of water vapor makes it 

possible for ground-based GPS receivers to provide time series data on PW above the 

receiver site. The wet component of propagation delay in microwaves, for a ground based 

GPS receiver, is nearly proportional to the total amount of the water vapor (integrated) along 

the signal path. In the case of liquid water and ice, the hydrogen bond between water 

molecules greatly reduces the contribution of the dipole moment to the delay [Schiiler 

2002}. Because of this, the presence of precipitation and cloud ice does not discernibly 

affect the GPS measurement of water vapor. If the position of the receiver is accurately 

known and the Ionospheric delay has been accounted with a fairly good accuracy, then it 

will be possible to estimate the altitude integrated columnar water vapor overlying the 

receiver from the GPS signals, making use of the data on surface pressure and temperature 

at the same location [Bevis et al. 1992, 1994; Rocken et al. 1993, 1995; Duan et al. 1996]. 

As the Integrated water vapor is a representative of the total latent heat available in the 

column, it can be used as a potential tool in numerical weather prediction (NWP) models 

[Kuo et al., 1993, 1996] and weather analysis. 

1.9 Motivations of this Study 

Global Positioning System (GPS), with its high integrity, continuous availability and 

reliability, revolutionized the navigation system based on radio ranging. With four or more 
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GPS satellites in view, a GPS receiver can find its location anywhere over the globe with 

accuracy of few meters [Parkinson-Spilker et aI., 1996]. High accuracy - within 

centimeters, or even millimeters is achievable by correcting the GPS signal with external 

augmentation system. The use of satellite for critical application like navigation has become 

a reality through the development of these augmentation systems (like W AAS, SDCM, and 

EGNOS, etc.) with a primary objective of providing essential integrity information needed 

for navigation service in their respective regions. Apart from these, many countries have 

initiated developing space-based regional augmentation systems like GAGAN and IRNSS of 

India, MS AS and QZSS of Japan, COMPASS of China, etc. In future, these regional 

systems will operate simultaneously and emerge as a Global Navigation Satellite System or 

GNSS to support a broad range of activities in the global navigation sector. 

Among different types of error sources in the GPS precise positioning, the 

propagation delay due to the atmospheric refraction is a limiting factor on the achievable 

accuracy using this system. The W ADGPS, aimed for accurate positioning over a large area 

though broadcasts different errors involved in GPS ranging including ionosphere and 

troposphere errors, due to the large temporal and spatial variations in different atmospheric 

parameters especially in lower atmosphere (troposphere), the use of these broadcasted 

tropospheric corrections are not sufficiently accurate. This necessitated the estimation of 

tropospheric error based on realistic values of tropospheric refractivity. Presently available 

methodologies for the estimation of tropospheric delay are mostly based on the atmospheric 

data and GPS measurements from the mid-latitude regions, where the atmospheric 

conditions are significantly different from that over the tropics. No such attempts were made 

over the tropics. In a practical approach when the measured atmospheric parameters are not 

available analytical models evolved using data from mid-latitudes for this purpose alone can 

be used. The major drawback of these existing models is that it neglects the seasonal 

variation of the atmospheric parameters at stations near the equator. At tropics the model 

underestimates the delay in quite a few occasions. In this context, the present study is afirst 

and major step towards the development of models for tropospheric delay over the Indian 

region which is a prime requisite for future space based navigation program (GAGAN and 

IRNSS). Apart from the models based on the measured surface parameters, a region specific 

model which does not require any measured atmospheric parameter as input, but depends on 
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latitude and day of the year was developed for the tropical region with emphasis on Indian 

sector. 

Large variability of atmospheric water vapor content in short spatial and/or temporal 

scales makes its measurement rather involved and expensive. A local network of GPS 

receivers is an effective tool for water vapor remote sensing over the land. This recently 

developed technique proves to be an effective tool for measuring PW. The potential of using 

GPS to estimate water vapor in the atmosphere at all-weather condition and with high 

temporal resolution is attempted. This will be useful for retrieving columnar water vapor 

from ground based GPS data. A good network of GPS could be a major source of water 

vapor information for Numerical Weather Prediction models and could act as surrogate to 

the data gap in microwave remote sensing for water vapor over land. 

**** 
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The positioning accuracy achieved with GPS in geodesy, Navigation, etc., is being 

continuously improved during the last two decades. Historically, the main sources of errors 

which are progressively being reduced are the orbital error, the antenna phase center 

modeling, signal multipath, scattering by the environment near by the receiver and the clock 

error, based on recent technological advances. These advances have limited applications or 

usage in mitigating the error due to the atmospheric refraction, which can be resolved only 

through accurate modeling of atmospheric refraction effect. Owing to the large variations of 

atmospheric properties in space and time, its modeling is rather complicated. 

In most of the ranging applications it is assumed that the EM wave travels along 

straight line with speed equal to that in vacuum. But since the earth's atmosphere is a non­

homogeneous medium with a significant variation in its physical properties such as pressure, 

temperature, humidity etc. with altitude, it introduces a corresponding variation in the index 

of refraction. An EM wave propagating through the atmosphere undergoes continuous 

refraction leading to bending of the ray path (from its direct line-of-sight) as well as group 

retardation because of the decrease in the group velocity (refractive index of the medium 

being > 1). Thus, a refracting medium makes the propagating wave to travel a longer 

distance taking a longer time to reach the destination than that would have been in the 

absence of the atmosphere. As the range is inferred from the time-of-flight, this delay 

manifests as an error in estimated range (a pseudo range). 

In general, the region of the earth's atmosphere which affects the propagation of 

microwaves in the GPS frequencies can be broadly classified into two; (i) the ionosphere 

and (ii) the neutral atmosphere. The ionosphere is a dispersive medium (i.e. the refractive 

index of the medium depends on the frequency of the EM wave traveling through it). As its 

index of refraction varies inversely with square of the frequency, by using higher 

frequencies (in GHz) and properly modeling the ionosphere or by making measurements in 
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dual (or multi) frequencies, the range error due to ionosphere can be reduced considerably. 

At present, in the state-of-art of GPS systems, the ionospheric contribution (in the zenith 

direction) is reduced to < 1 - 5 m. 

As the neutral atmosphere is non-dispersive at the GPS frequencies, the delay due to 

neutral atmospheric refraction cannot be accounted through dual (or multi) frequency 

measurements. Estimation of this delay needs a strategy entirely different from that used for 

the ionized region. Since the bulk of the neutral atmosphere resides in the lower region (or 

Troposphere) and most of the delay caused by this comes from these altitudes, this is usually 

referred to solely as the "Tropospheric delay". The geometry of radio refraction in the 

neutral atmosphere is shown in Figure 2.1. The points A and B in the figure denote the 

locations of the recei ving station and radio beacon source, respecti vely. The D and a denote 

the true range and elevation angle of the beacon. If there were no atmosphere a radio signal 

starting from B would travel along the straight-line path D and reach the point A. Due to the 

presence of the atmosphere, the ray would be refracted and the path is curved along S. In this 

case, the angle of arrival of the radio signal at A is at which is the apparent elevation angle. 

The apparent position of the beacon is then at P. Here AP is the apparent range that is 

greater than the true range (AB), since ray takes longer time to travel in the refracting 

medium than that in vacuum. If n is the refractive index, D is the direct path length and S is 

the curved path length, then range error is given by eq. 0.3). 

o 

Figure 2.1: Schematic diagram showing the range error and angular deviation associated with 
radio ranging 
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2.1 Effect of Neutral Atmosphere in the Propagation of Microwave 

The refraction of radio waves as they pass through the neutral atmosphere is generally 

referred to as tropospheric delay [Misra and Enge, 2001; Barry and Chorley, 1998]. Debye 

[1957J has considered the effect of an imposed electric field on the dielectric properties of 

both non-polar and polar molecules in a liquid. In the presence of an external electric field 

these molecules develop an induced dipole moment. In addition to that, the polar molecules 

develop an orientational polarization due to the alignment of the axes of permanent dipoles 

along the field direction. This adds up to the total induced dipole moment. The expression 

for the polarization (dipole moment per unit volume) of a polar liquid under the influence of 

a high frequency radio field as obtained by Debye [1957] can be applied to the case of gases 

with proper approximation. This polarization P (co) is given as 

p(co) :::: E -1 . M = 4;rAN r. + ~ + 1 [ 2] 
E +2 P 3 I 3KT 1 + icor 

where p:::: Electric Polarization 

E :::: the dielectric constant of medium 

M:::: the molecular weight 

p:::: the density 

AN:::: Avogadro's number 

y, = induced dipole moment per unit applied field 

'YP :::: permanent dipole moment of the molecules 

T:::: Absolute temperature 

K:::: Boltzmann constant 

co:::: 2rtf, where f is the frequency of the applied field 

r= Relaxation time required for external field induced orientations of the 

molecules to return to random distributions after the field is removed 

(2.1) 

Debye's analysis shows that for external fields with frequencies less than 100 GHz, CO't « 

1. In this case the above equation can be rewritten as 

E-l.M :::: 4nAN [r.+ yp2] 
E +2 P 3 I 3KT 

(2.2) 
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For gases, as E is close to unity eq. (2.2) reduces to 

P Yp 
[ 2] E-l=-41rAN r+-~ M r 3KT 

For non-polar gases Yp = 0; In this case 

P 
E -I'" -41rA y. M N r 

Using the perfect gas law P = pRT, the above equation can be rewritten as 

,P 
E -1"" k -IT 

where k ~ is constant. 

For polar gases the eq. (2.3) reduces to 

E -I'" k; P [Aa +Bo/T] 
T 
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(2.3) 

(2.4) 

(2.5) 

(2.6) 

where k'2, Ao and Ba are constants. P and T are the pressure and temperature of the polar gas 

respectively. For a mixture of gases, Dalton' s law of partial pressure is assumed to hold with 

the result that we can sum the effects of polar and non-polar gases. In troposphere, mainly 

the effects of dry air (non-polar gases) and water vapor (a polar gas) only (P = Pd + e) is to 

be considered in which case eq. (2.6) reduces to 

(2.7) 

where Pu is the pressure of dry air and e the partial pressure of water vapor. In case of air, 

the dielectric constant (E) is related to the refractive index (n) through n-1 ::::: (jLE - 1)/2; 

where j.J. is the permeability which is assumed to be approximately unity for air. In this case, 

the above equation can be written in terms of the refractivity (N) of the air as [Smith and 

Weintraub, 1953; Thayer, 1974] 

( ) 
6 P e e 

N= n-lxlO =kIT+k2T+kl~ (2.8) 

Note here that P is the total atmospheric pressure. In eq. (2.8) P and e are expressed in hPa 

and T in K. The values of the constants k" k2 and k3 as reported by Bevis et al. [1992] are, 

respectively, 77.604 ± 0.014 K hPa- r
, 64.79 ± 0.08 K hPa- r and (3.776 ± 0.004) x 105 K2 

hPa· l
. These constants in eq. (2.8) are considered to be good up to 0.5 percent of N in 
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frequencies up to 30 GHz for normally encountered ranges of pressure, temperature and 

humidity. 

Radio refractivity in troposphere has two principal components, a hydrostatic (Dry) 

component (ND) due to non-polar molecules (dry air) and a non-hydrostatic (Wet) 

component (Nw) due to polar component of water vapor. The nomenclatures 'dry' and 'wet' 

are to some extent misnomers as the dry component also has the contribution from non-polar 

component of water vapor. In spite of that these terms are very widely used among the GPS 

community. Thus, from eg. (2.8) the ND and Nw can be written as 

P 
ND =kj -

T 

e e 
Nw =k2 T + k)? 

(2.9a) 

(2.9b) 

The constant k3 of the wet term is much larger than that of the dry term. So, even a small 

amount of water vapor in dry air makes a large difference in the total refractivity. Using the 

altitude profiles of P, T and e the altitude profiles of N can be obtained. The range error !lR 

then is estimated by tracing the ray-path considering the altitude variation of N given by this 

profile. 

2.2 Ray Tracing 

In order to examine the refraction effect of the microwaves in the atmosphere the ray­

path is to be traced from the observer at the surface of the earth up to the satellite, taking 

into account the altitude variation of refractive index and the earth's curvature. In general, 

earth's curvature has a greater influence on path length due to atmospheric refraction for 

very low elevation angles (gracing incidence), as the wave spends more time in the lower 

layers where the refractive effects are significant. 

2.2.1 Geometry of Ray Propagation 

The earth's atmosphere is assumed to be divided into a senes of concentric 

homogeneous spherical layers, each characterized by a mean refractive index. Applying the 

Snell's law for spherica\ly stratified atmospheric layers allows the numerical integration of 

refractive effect. Consider the trajectory of a ray passing from 'A', the point on the surface 

of the earth (Figure 2.2), to the point 'B' at a height h from the surface of the earth with an 

initial zenith angle %0 to the local vertical. On reaching B the zenith angle becomes %m 
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because of the refraction. The total angular deviation is denoted as t11j1. 

If Zi and Zi+l are the lower and upper boundaries of a given layer, Z and Z+I are local 

zenith angles at these boundaries. At the height of Zi+1 the angle of refraction is Z+I and the 

angle of incidence is ai, considering a triangular element OPQ 

re + Z; = re + Z;+1 

sin a i sin(180 - xJ 

or 

(2.10) 

where re is the Earth's radius. 

Applying Snell's law at boundary Zi+l, we have 

(2.11) 

where ni and ni+1 are the mean refractive indices of layers above Zi and Zi+l, respectively. 

Substituting for sin (Xi in eg. (2.11) 

or 

. n.(re + Z )sin X, 
smx. = I I 

1+1 n;+1 (re + Zi+l) 
(2.12) 

Knowing the height profile of ni, the angle of incidence at the upper layer Z+1 can be 

estimated from the angle of incidence Zi at the lower layer. This procedure can be repeated 

from the lower boundary at A (where Z = Xo) to the upper boundary at B (where Z+I=Xm) 

by dividing the in between region into small layers (like Zi, Zi+1) characterized with its own 

refractive index and thickness. 

The angle K; subtended at the center of the earth by the ray path PQ within the layer 

between Zi to Zi+l is given by 

(2.13) 

where Qj is defined by eg. (2.1l). The total angles subtended by the ray path at the center of 

the earth when traversing the atmosphere from A to B is 

/-1 

K= I(x; -a;) (2.14) 
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where I is the number of segments between A and B. Now the total angular deviation of the 

trajectory can be estimated knowing the values of Xm, Xo and K. Considering the 

quadrilateral ACBO, the interior angles 

LOAC = 180- Xo 

LACB = 180 - L\\}I 

LCBO=Xm 

LOAC + LACB + LCBO + LA OB = 3600 

L\\}I = 1(+ (Xm - Xo) 

where, NI' is the total angular deviation of the ray from the straight line path. 

Figure 2.2: Schematic diagram of refracted ray path used for ray-tracing 

The effective path length, Dsi , between Zi and Zi+l is given by 

sin K; sinx, 

(2.15) 

(2.16) 
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or 

(2.17) 

for 0° <%<180° and Dsi = Zi+l- Zi for X= 00 or 180°. Now, the actual path length traversed 

by the wave from A to B is 

m-I 

S=" D L. SI 
(2.18) 

The direct path AB can be estimated by solving the triangle ABO. The geometrical distance 

AB, or D, is given by 

(2.19) 

Equations (2.18) and (2.19) are used to estimate Sand D later in eq. (2.24). As discussed in 

Section 2.1 (eq. 2.8) the refractive index of the neutral atmosphere is a function of P, T and 

e, to estimate a refractive index profile and further M the vertical profiles of these 

parameters are to be known precisely. An easily available source for these data from a fixed 

location is the regular balloon sounding carried out by the India Meteorological Department 

(IMD) in accordance with WMO specifications. 

2.2.2 Estimation of Tropospheric Range Error (dR) 

As the refractive index of air is greater than unity, the wave propagating through this 

medium undergoes a group-retardation. In ranging applications the propagation time is 

transferred into range by using the velocity of electromagnetic wave in vacuum (c). Thus, 

delay in propagation introduces an error in the ranging. The other source of error is the 

refractive bending of ray path due to the spatial variability of the refractive index. Thus, 

wave takes a curved path through the atmosphere, which is always longer than the direct 

line-of-sight distance. Considering a wave propagating through a medium with refractive 

index of n, the time taken by the wave to travel an infinitesimal path distance, ds, is given as 

dr= nds 
c 

where c is the velocity of light in free space. 

The corresponding distance traveled in free space is then 

cdr = nds 

(2.20) 

(2.21 ) 

The total time taken by the wave to cover the path between the source and the destination 

(e.g., satellite to GPS receiver on earth surface) is 
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1 -r := f d -r := - J nds 
c 

The path length traveled by the wave is 

G:= J n ds 
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(2.22) 

(2.23) 

The wave path length G is larger than the true geometric distance D, between source and 

receiver. 

The total range error can then be written as 

!J.R := J nds - D 

or 

M = f(n-l)ds+ J ds- D 

i.e., 

M = f (n - 1 )ds + [s - D] 

or 

(2.24) 

The first term in the right side of eg. (2.24) represents the error due to retardation of the 

wave as it traverses through the medium. The second term represents the extra distance 

traversed by the wave due to the bending of ray path. From eg. (2.9) it is clear that the 

tropospheric delay (t1R) consists of two components the hydrostatic (or "dry") component, 

which accounts for approximately 90% of the delay and the "wet" component, which 

accounts for the remaining 10% of the delay. At nadir (when zenith angle is zero) the second 

term in eg. (2.24) tends to zero as there will not be any bending for normal incidence. The 

range error in this case is usually referred to as the Zenith Tropospheric Delay (ZTD). Priory 

knowledge on hydrostatic and non-hydrostatic refractivity profiles is necessary for tracing 

the ray path to estimate tropospheric range error, which requires atmospheric parameter 

profiles obtained from upper atmospheric soundings. 

2.3 Mean Neutral Atmospheric Models over the Indian Region 

The balloon soundings provide altitude profiles of atmospheric pressure (in hPa), air 

temperature (in 0c) up to - 26 km, and dew point temperature (TD in 0c) up to - 12 km. 

However, depending on the atmospheric conditions this upper limit will vary slightly from 
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day-to-day. A major problem encountered in the measurement of To is the saturation effect 

of humidity sensor as well as the limitation in the sensitivity at higher altitudes where water 

vapor is very small. The T D values are used to derive the water vapor partial pressure (e in 

hPa) using the relation 

e(T) = 6.105 exp 25.22 D - 5.311n _D_ [ (T -273.0) (T)] 
TD 273.0 

(2.25) 

The radiosonde raw data is formatted in terms of pressure levels. The temperature and 

dew point temperature at these levels along with the corresponding altitude are tabulated 

along with the values of pressure, temperature and dew point temperature at the surface just 

before the balloon release. This data is re formatted in terms of altitude, to generate the 

altitude profiles of P, T, To and e. These altitude profiles, which are unequally spaced in 

altitude (as they are reformatted from the data at standard pressure level), are interpolated 

appropriately to generate suitable spaced profiles at 10 m interval from the surface to 5 km. 

at 200 m interval up to 20 km and 500 m beyond 20 km. A variable altitude resolution (close 

resolution at lower altitude where the values of these parameters and their variability is 

large) for the data is selected mainly to accomplish a fairly uniform accuracy for the derived 

parameters along the entire altitude region (up to 26 km for P and T and up to 12 km for e). 

Note that typical accuracies achievable in radiosonde measurements as quoted by Bisagni 

[1989] are, respectively, - 2.0 hPa for the barometric pressure, about + 0.4 K for 

temperature and 4% for relative humidity. 

For the present analysis, the radiosonde data from 18 IMD locations, fairly well 

distributed over Indian subcontinent representing all major climatic and geographical 

conditions prevailing over the subcontinent, are selected. A list of these stations along with 

geographical locations is presented in Table 2.1. As mentioned earlier, for all these stations, 

the altitude profiles of P, T, To and e will not be available up to the same level on all the 

days. However, the daily profiles of p, T, TD and e in each month for five consecutive years 

from 1995 to 1999 are averaged to generate mean profiles for respective months for every 

station. The extent of day-to-day variability of these profiles is quantified in terms of the 

standard deviations at each altitude for different months. Meteorological data from the 

regular radiosonde observations made by the IMD at these locations (Table 2.1) for a period 
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Table 2.1: A List of IMD stations selected for the present study. 

Station 
Latitude Longitude Height from 

o(N) o(E) MSL (m) 
Trivandrum 8.48 76.95 64.0 

Portblair 11.66 92.71 79.0 
Bangalore 12.96 77.58 921.0 
ManJ;;alore 12.95 74.83 31.0 

Chennai 13.00 80.18 16.0 
Goa 15.48 73.81 60.0 

Hyderabad 17.45 78.46 545.0 
Vishakhapatnam 17.70 83.30 66.0 

Mumbai 19.11 72.85 14.0 
Kolkata 22.65 88.45 6.0 

Ahmedabad 23.06 72.63 55.0 
Bho~al 23.28 77.35 523.0 

Guwahati 26.10 91.58 54.0 
JodhJ)ur 26.30 73.01 224.0 

Lucknow 26.75 80.88 128.0 
Delhi 28.58 77.20 216.0 

Patiala 30.32 76.45 251.0 
Srinagar 34.08 74.83 1587.0 

of five years (1995-1999) are thus used to develop the site-specific monthly mean 

atmospheric models. As a typical example the monthly mean models for P. T and e for the 

three months of January, May and July (representative of three different seasons) for 

Trivandrum and Delhi are presented in Figure 2.3. For the near-equatorial coastal station 

Trivandrum these mean atmospheric parameters show less seasonal variation compared to 

that at a higher latitude inland station (like Delhi). While the temperature profile remains 

more-or-less similar throughout the year for Trivandrum it varies significantly for a station 

like Delhi. In case of water vapor, a clear seasonal variation of - 20 hPa (at surface) is seen 

over Delhi while for Trivandrum the profile is almost similar throughout the year. The 

surface water vapor pressure at Trivandrum is - 30 hPa which decreases almost 

exponentiaJly with increase in altitude. Beyond 4 km the amount of water vapor is very low 

and does not show any pronounced seasonal variation at both these stations. One primary 

limitation of atmospheric data obtained from radiosonde is that it does not reach beyond 20 

hPa or - 26 km in altitude, even though the prominence of neutral atmosphere extends up to 

- 100 km is to be considered for GPS related applications. 
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Figure 2.3: Altitude profiles of monthly mean P, T and e for three seasons at 
Trivandrum (1) and Delhi (2). The corresponding surface value of these parameters are 
also marked in each frame 
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To achieve this, the upper air data from COSPAR International Reference Atmosphere 

(CIRA) is incorporated. 

2.3.1 The COSPAR International Reference Atmosphere (CIRA) Model 

The CIRA provides empirical models of atmospheric temperature and densities as 

recommended by the Committee on Space Research (COSPAR). Since the early sixties 

different editions of CIRA have been published and CIRA-86 is the latest revised version of 

this model [ClRA, 1986]. Above 100 km CIRA-86 compares well with the MSIS model, 

which is available from NSSDC (MI-91E). In the lower region below 120 km, CIRA-86 

consists of tables of the monthly mean values of temperature and zonal wind with almost 

global coverage (800N - 800S). Two sets of files are avaiable, one in pressure coordinates 

including also the geopotential heights, and the other is in height coordinates generated from 

several global data compilations including ground-based and satellite (Nimbus 5, 6, 7) 

measurements [Dart, 1983; Labitzke et al., 1985]. This model reproduces most of the 

characteristic features of the atmosphere such as the equatorial wind and the general 

structure of the tropopause, stratopause, and mesopause. Table 2.2 lists all the parameters 

their vertical coordinates, spatial ranges and resolutions in detail Fleming et al. [1988]. 

Table 2.2: A List of Different Parameters (vertical coordinates, spatial ranges and 
resolutions of the zonal mean data) Contained in CIRA Model 

Parameter Vertical Vertical Range; Latitudinal Range; 

Coordinate Resolution Resolution 

A Temperature Altitude 0-120 km; 5 km 800S-800N; 100 

B Pressure Altitude 20-120 km; 5 km 800S-800N; 100 

C Temperature Log-pressure 1013-0.000025 hPa; 800S-800N; 100 

0.5 sh* 

D Geopotential Log-pressure 10 13-0.000025 hPa; 800S-800N; 100 

height 0.5 sh 

E Zonal wind Log-pressure 1013-0.000025 hPa; 800S-800N; 100 

0.5 sh 

* sh = -In (p/po); where Po = 10 l3 hPa 
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For the present study P and T profiles from the CIRA model are used from 20 km to 

100 km. As radiosonde data is available up to - 26 km the CIRA profiles in the overlapping 

region 20 to 26 km are scaled appropriately to match with the observed radiosonde profiles 

in this region. Once this is accomplished the modified CIRA profile up to 100 km is 

combined with the radiosonde data to develop the full profile. The confidence on this profile 

is further confirmed by comparing with the SS-86 model [Sasi and Sengupta, 1986] 

developed exclusively for near equatorial stations, viz. Trivandrum. 

2.3.2 A Reference Atmosphere for Indian Equatorial Zone from 0-80 km 

The SS-S6 model is considered as a 'reference atmosphere' valid for Indian Equatorial 

Zone in the altitude range of 0 (surface) to SO km and widely used in many atmospheric 

studies. This model was evolved incorporating radiosonde data from surface to 20 km from 

four equatorial IMD stations (Chennai, Portblair, Trivandrum, Minicoy) and the M-lOO 

rocket data in the altitude region 20 to 80 km from Trivandrum for a sufficiently long period 

of 11 years (from 1971 to 1982). 

Water vapor in the atmosphere is mostly confined to the troposphere much below the 

tropopause for which the profiles from radiosonde measurements can be effectively used as 

no other more reliable measurements are available for this parameter. A comparison of SS-

86, CIRA-86 and radiosonde profiles for January at Trivandrum is shown in Figure 2.4(a-c). 

In Figure 2.4(a) P values from radiosonde are available from surface to 26 km, and for 

CIRA-86 it is plotted from - 20 km to 100 km. The SS-86 model values for P are also 

plotted in the same figure from 0 - 80 km. The mean absolute difference between the SS-86 

and CIRA-86 P values is - 0.5 ± 0.4 hPa and the maximum absolute deviation is - 1.3 hPa. 

Figure 2.4 (b) shows a comparison of the T profile obtained from SS-86, radiosonde and 

CIRA-86 model. The CIRA-86 profile matches reasonably well with the radiosonde (up to 

26 km) profile. The mean absolute difference between radiosonde and CIRA-86 is - 4.5 ± 

3.5 K, where as that between SS-S6 and CIRA-86 is - 1.95 ± 1.9 K. The maximum 

deviations are of the order of 13.34 K and 11. 32 K, respectively. Figure 2.4 (c) shows a 

comparison of dry refractivity (No) from all the three sources. The mean absolute difference 

in No between SS-86 and CIRA-86 model is - 1.24 ± 0.8 while the maximum deviation is -

3. The Zenith range error values calculated from the above models are, 2.315 m for SASI-86 

where as it is 2.294 m for CIRA-86, with a deviation of - 2 cm corresponding to an 
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Figure 2.4: A Comparison of 55-86, Radiosonde and CIRA-86 monthly mean profiles of Pressure 
Ca), Temperature (b) and Dry component of Refractivity (c) at Trivandrum; along with a plot 
showing the differences between CIRRA-86 and 55-86 model for all the three parameters Cd) 

uncertainty of - 0.01 %. Figure 2.4(d) shows the difference between the SS-86 and CIRA-86 

model values of P, T and ND. The CIRA-86 data used for this analysis are downloaded from 

http://badc.nerc.ac.uk/data/ciraiacguiring.html, the British Atmospheric Data Centre 

(BADC) website. To estimate the P and T values at the particular stations latitudes (qJ) from 

the zonal mean values for every 10 degree latitude available from the website the following 

formula are used 



P(rp,h)::: P(rpl'h)-[P(rpl,h)-P(9'2,h»)( rp-9'1 ) 
9'2 - 9'1 

T(9',h) = T(9'I' h) - [T(9'1 , h) - T(rp2' h) J( rp - 9'1 ) 
9'2 - 9'1 
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(2.26) 

where 'Pt and CfJ2 are, respectively, the values of the latitudes just above and below the 

latitude (9') for which the data is to be retrieved. Following this procedure the mean altitude 

profiles of P and T up to 120 km are obtained for all the eighteen stations listed in Table 2.1. 

2.4 Altitude Profiles of Dry and Wet Refractivity 

The refractive index profiles are generated from the monthly profiles of p, T and e 

using equations (2.9a) and (2.9b). As an example, the dry and wet refractivity for the month 

of June is presented in Figure 2.5 (a) and (b), respectively, for Trivandrum and Delhi. The 

horizontal bars indicate the standard deviation representing the amount of day-to-day 

variability. The value of Nw is largest near the surface (- 130 units) and decreases almost 

exponentialIy with increase in altitude. Because of this, the refraction effects will be more at 

lower altitudes and decreases with increase in altitude. The dry component, No, is much 

larger in magnitude than Nw. The day-to-day variability of ND is significantly small 

compared to that of Nw. Note that though significant contribution of N comes from No the 

large variability in Nw contributes significantly for the day-to-day variation of N. 

30 30 
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Refractivity (N) = (n-1) *1 as 
Figure 2.5: Typical altitude profiles of ND and Nw for Trivandrum (a) and Delhi (b) in June 
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2.4.1 Relative Contribution of Refraction Delay with Altitude 

The refractivity of atmosphere is maximum near the surface and decreases with 

increasing altitude. It should be worth in this context to examine the relative contribution to 

total range error and bending angle from different altitudes. The cumulative contribution 

100 
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+: 40 « 
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Figure 2.6: Curves showing the relative contribution (percentage of the total effect due to 
the entire atmospheric column) from different altitude regions (starting from surface) to 
the total range error (IlR). The contribution of dry (------) and wet ("" .......... ) components are 
also shown separately along with that of the total delay ( ) 

from different altitudes (in percentage) to M and ~\}I estimated through ray-tracing for a 

zenith angle of 80° is presented in Figures 2.6 and 2.7, respectively. The cumulative 

contribution to wet range error (Mw) up to 2 km is about 60% and is about 90% for 

altitudes below 5 km. The atmospheric region below 9 km contributes - 98% of the total 

Mw. For the dry component (MD)' the atmosphere below 6 km contributes about 50% of 

total dry range error and atmosphere below 16 km contributes nearly 90%. In case of total 

range error (M), which includes both dry and wet components, about 98% of contribution 

comes from the altitude region below 25 km. 

Figure 2.7 shows the percentage of cumulative contribution of ~\}I along with its dry 

and wet components (~\}ID and ~\}Iw respectively) at different altitudes. The lower 

atmosphere below 5 km significantly contributes for ~\}Iw and atmosphere below 15 km for 

~ \}ID. The atmosphere up to 26 km contributes around 98% of total ~ \}I. According to the 
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due to the entire atmospheric column) from different altitude regions (starting from 
surface) to the total range error (~'¥). The contribution of dry (------) and wet ( ............ ) 
components are also shown separately along with that of the total delay ( ) 

above analysis, the atmosphere up to 26 km altitude contributes about 98% of the total range 

error caused by entire neutral atmosphere. However. for GPS-based aircraft navigation, even 

the remaining 2% error is significant. Taking account of this fact, the neutral atmosphere up 

to 100 km is considered for estimating M and ~\f'. 

2.5 Zenith Tropospheric Delay and its Spatial and Temporal Variability 

The Zenith Tropospheric Delay (ZTD) comprises of two components viz., the Zenith 

Hydrostatic Delay (ZHD) and Zenith Wet Delay (ZWD) (Saastamoinen, 1972], which can 

be written as 

~ 

ZTD =ZHD+ ZWD =10-6. fN(h)'dh (2.27) 
h. 

where 

~ ~ 

ZHD=1O-6. fNo(h)'dh, ZWD=1O-6. fN\V(h).dh and hs is the user altitude (it is the 

altitude of the GPS receiver antenna position). The mean altitude profile of N along with 

amount of its day-to-day variability (due to the day-to-day variations of P, T and e) 
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represented by the respective standard deviations O'p, O'T and O'c, respectively, are estimated 

for different months applying the error propagation fonnula [Ku, 1966]. The day-to-day 

variability in ND and Nw is quantified separately based on the respective standard deviations. 

Thus the standard deviation of N is estimated as, 

(2.28) 

Where np, nr and ne are the number of daily values of Pressure, Temperature and water 

. I . I' d Th aN aN d vapor partla pressure at a gIven a tltu e. e -, - an ap ap 
derivative of N, about its mean values, which are generated by 

aN k I 
-=-
Cip T 

-=-- k P+k e+2k -aN 1 [ e] 
aT T2 I 2 3 T 

where kl, k2 and k3 are the coefficients as given in eq. (2.8). 

aN 
are the partial ae 

(2.29) 

(2.30) 

(2.31 ) 

For each month the mean values of ZTD, ZHD and ZWD are estimated separately 

using the three respective profiles of N(h) along with those of N(h)+ l7N(h) and N(h) - l7N(h). 

The difference between upper and lower limits represents the standard deviation of ZHD and 

ZWD. Figure 2.8 shows the month-to-month variation of mean ZHD for the eighteen 

stations along with the standard deviations (vertical bars) representing the amount of day-to­

day variability. The annual mean of ZHD is around 2.3 m for all these stations, except for 

Srinagar, Bangalore, Hyderabad, Bhopal, Jodhpur and Patiala (Table 2.3). At Srinagar, 

which is situated at an altitude of -1600 m above MSL, the annual mean value of ZHD is 

-1.92 m and for Bangalore, which is situated at an altitude of -930 m above MSL, it is 

-2.08 m. Hyderabad and Bhopal are higher-latitude stations with altitude of - 500 m above 

MSL where as Jodhpur and Patiala are mid-latitude stations with altitude - 250 m above 

MSL. The ZHD for all these stations are - 2.1 m. The amplitude of the annual variation in 

ZHD is very small for all the three tropical stations and increases with increase in latitude. 
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Maximum annual variation is observed at the high latitude stations beyond Guwahati, with a 

prominent maximum during the period Dec-Jan with an amplitude of ~ 15 cm. While the 

amplitude of the annual variation of mean ZHD for Tri vandrum is about 0.34 cm and that 

for Delhi is -1.5 cm, the day-to-day variability of ZHD in a month is around 7.0 cm 

indicating that in all the cases, the amplitude of the annual variation of mean ZHD is smaller 

than the day-to-day variability in each month. Note that, a large ZHD variation up to - 5.0 

cm, is reported to be quite common [Back and Daerflinger, 2000J during synoptic-scale and 

meso-scale disturbances. 

Figure 2.9 shows the month-to-month variation of the ZWD for different stations, 

with vertical bars representing the standard deviation indicating the amount of day-to-day 

variability caused by the corresponding variations in the atmospheric water vapor. The value 

of ZWD is small for the dry period (December to February) and large during the monsoon 

(July and August) period. Amplitude of the annual variation of ZWD is small for the tropical 

coastal/island stations (Trivandrum and Portblair) compared to that for Delhi, Kolkata, 

Ahmedabad and Guwahati etc. Note that the absolute values of ZWD at Trivandrum and 

Portblair are much larger than the corresponding values at other stations during the winter 

period. At Bangalore and Srinagar, the mean value of ZWD as well as the amplitude of its 

annual variation is small. 

The monthly mean values of ZWD vary in the range -27 cm to 37 cm at Trivandrum 

and -25 cm to 40 cm at Portblair, while for the higher latitude stations like Delhi, Guwahati, 

Ahmedabad and Kolkata, the lowest value of ZWD ranges from 10 cm to 15 cm, and the 

highest value exceeds 40 cm. This difference in the annual variation of ZWD at these 

stations is mainly caused by the large annual variability in atmospheric water vapor content 

at these stations [Parameswaran and Krishna Murthy, 1990]. It may be noted that at 

Trivandrum and Portblair as the temperature values are much larger than those at the higher 

latitude stations during the winter period, the atmosphere can hold relatively more water 

vapor, leading to much larger values of ZWD than those the other high latitude stations. 

During July-August period as the air temperature is relatively large at the higher latitude 

stations the atmosphere can hold relatively more water vapor (compared to near equatorial 

stations). Over and above the temperature effects, the massive synoptic system, "South-West 

monsoon", which sets in at the southern tip of the Indian peninsula around first week of June 

and steadily advances towards north reaching Delhi within a time span of around 20 
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days, is characterized by cool moist air, advecting from the Arabian Sea and spreading over 

the entire subcontinent, bringing abundant water vapor over to the continent. Advection of 

the moist air from the ocean to the heated continental atmosphere causes further increase in 

the atmospheric water vapor content, especially at the higher latitude stations. This adds to 

further enhancement in the value of ZWD at these stations during June-September period. 

The value of ZWD thus depends very much on the capacity of atmosphere to hold water 

vapor (without precipitating) as well as the supply of water vapor. The picture is quite 

different for high altitude stations where the atmosphere is relatively dry. At Bangalore the 

minimum value of ZWD is about 15 cm. Even though the value of ZWD increases during 

June-August period because of the increase in columnar water vapor, it remains less than 30 

cm. Similar is the case for Srinagar, which is located at still higher altitude where the 

minimum value of ZWD is around 5 cm and the maximum seldom exceeds 25 cm, 

indicating that the value of ZWD decreases with increase in (station) altitude. At Bangalore 

the mean ZWD shows a broad peak during June to September while at Srinagar it shows a 

sharp peak during the July and August. The ZWD varies roughly from 0 to 30 cm between 

the poles and the equator and from a few cm to about 20 cm during the year at mid-latitudes 

[Elgered, 1993]. The 2nd and 3rd column of Table 2.3 shows the annual mean values of ZHD 

and ZWD along with the extent of its month-ta-month variation within parenthesis. 

As can be seen from this table, the month-ta-month variability for both the delays is 

small for the two tropical stations than those for the other stations. Maximum month-to­

month variability in ZHD (6ZHD) is ~ 3.8 cm and that of ZWD (DzWD) is 13.7 cm (which is 

almost one order of magnitude larger). The 4th and 5th columns in Table 2.3 show the 

amount of mean day-to-day variability (mean of standard deviation in each month), which 

varies from 4.0 cm to 8.5 cm for ZHD and from 7.2 cm to 15.8 cm for ZWD. Considering 

the day-ta-day values of ZTD over a year, it varies by 31.4 cm over the tropics and by 63.6 

cm over the mid-latitudes. This variation is quite significant as far as GPS based navigation 

is concerned. Table 2.3 also shows the maximum and minimum values of ZHD (6th and i h 

columns) and ZWD (8th and 9th columns), for each station. Except for the two high altitude 

stations, the maximum value of ZWD varies from 43 cm (Patiala) to 64 cm (Kolkata) and 

the minimum value varies from 6.5 cm (Delhi) to 24 cm (Trivandrum). The range of 

variability of ZHD is relatively small compared to that of ZWD. As seen from the Table 2.3, 

the day-ta-day variability of tropospheric range error due to variations in the atmospheric 
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parameters could be as large as 15 cm, which is quite significant for navigation and hence 

calls for the development of fairly accurate empirical models based on easily measurable 

atmospheric parameters. 

Table 2.3: Table Summarizing the Annual Mean Value of ZHD and ZWD for Different Indian 

Stations along with its POSSible Deviation (Standard Deviation) from Month-ta-Month. To 
Illustrate the Maximum Possible Deviation on a Day-ta-Day Basis, the Maximum and 
Minimum Values of ZHD and ZWD Encountered during the Course of an Year is presented in 
the Last Four Columns 

Maximum and Maximum and 

Standard Standard minimum values of minimum values of 

ZHD (bzHO) ZWD (Ilzwo) 
deviation deviation daily ZHD daily ZWD 

Station of daily of daily calculated over a calculated over a 
(cm) (cm) 

ZHD ZWD period of one year period of one year 

(cm) (cm) Max. Min. Max. Min. 
(cm) (cm) (cm) (cm) 

Trivandrum 231.4 (0.3) 34.1 (3.2) 4.5 13.6 232.8 230.3 52.8 23.9 

Portblair 231.3 (0.5) 34.5 (5.0) 4.3 12.7 232.1 229.0 50.0 16.9 

B angal ore 208.6 (0.5) 24.2 (4.8) 4.0 11.7 209.5 207.1 38.4 20.4 

Chennai 230.2 (0.7) 30.7 (7.9) 4.5 15.1 231.7 221.0 51.7 17.3 

Mangalore 230.4 (0.4) 31.7 (5.1) 4.4 13.4 231.3 222.0 56.3 22.1 

Goa 229.2 (0.6) 29.9 (7.3) 4.9 14.5 231.7 228.6 47.9 18.0 

Hyderabad 21l.0 (0.8) 28.5 (7.1) 5.1 14.8 219.7 204.0 55.6 14.9 

Vishakhapatnam 227.3 (1.1) 30.5 (6.6) 5.1 15.8 229.0 225.6 39.3 20.7 

Mumbai 230.3 (0.8) 30.0 (10.1) 5.5 15.8 23l.0 228.8 45.3 17.0 

Kolkata 230.7 (1.3) 31.1 (11.4) 5.0 14.6 233.2 226.6 63.8 17.9 

Ahmedabad 229.4 (1.2) 24.4 (10.1) 5.5 13.5 231.4 224.9 55.0 10.0 

Bhopal 205.4 (0.9) 19.3 (7.9) 6.4 11.9 207.2 200.0 51.5 10.6 

Guwahati 229.6 (1.3) 30.7 (11.2) 5.3 11.8 231.8 223.4 54.7 15.2 

Jodhpur 217.8 (3.8) 20.6 (9.8) 7.3 13.2 228.9 197.0 58.0 11.9 

Lucknow 224.4 (1.5) 25.4 (13.7) 8.5 15.0 226.9 222.0 51.5 11.9 

Delhi 224.6 (1.6) 23.5 (12.2) 5.7 13.1 228.2 218.0 59.9 6.5 

Patiala 211.8 (1.35) 17.7 (9.3) 7.4 12.2 223.0 209.2 42.7 12.8 

Srinagar 191.80.1) 13.5 (6.4) 7.2 7.2 192.5 179.8 38.0 11.7 

2.6 Summary 

When microwave propagates through the neutral atmosphere, it undergoes refraction 

depending on the real component of the refractive index of the medium and attenuation 
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depending on the imaginary part. For GPS based aircraft navigation employing microwave 

ranging, the delay of wave propagation (caused by the wave) due to refraction and 

subsequent error in positioning is a major challenging task. The delay due to neutral 

atmosphere consists of two components. While the hydrostatic (dry) component, which 

depends primarily on atmospheric pressure and temperature, accounts for approximately 

90% of the total delay, the wet component, which purely depends on the moisture content of 

the atmosphere, accounts for the remaining part. The delay caused by the neutral atmosphere 

depends on the geographical location as well as prevailing climatic conditions. Most 

accurate estimation of the Tropospheric delay could be achieved by ray-tracing employing 

the altitude profiles of neutral atmosphere refractivity which is a function of P, T and e. The 

tropospheric range error in the zenith direction as well as its spatial and temporal 

variabilities over the Indian sub-continent is examined by selecting eighteen appropriately 

located stations. It is also observed that hydrostatic component (ZHD) and non-hydrostatic 

component (ZWD) of tropospheric range error at all these stations have shown pronounced 

day-to-day variation (- 4.0 cm to - 8.5 cm for ZHD and - 7.0 cm to - 15.8 cm for ZWD). 

While the month-to-month variations of mean ZHD ranges - 0.5 cm to - 3.8 cm that of 

ZWD is about - 5.0 cm to - 14 cm. Even though the tropospheric range error can be 

estimated within reasonable accuracies through ray tracing, the information on the altitude 

profiles of the atmospheric parameters may not be easily available for many places at any 

given time. To resolve this problem, it is highly essential to develop simple models based on 

the geographical location and time of the year and/or based on easily available atmospheric 

parameters at the surface in line with global efforts. 

**** 
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~haptrr 3 

D£V£LOPMENT Of TROPOSPH£RIC Dt:LA Y MODELS 

3.0 Introduction 

Neutral atmosphere being non-dispersive in nature, the only way to mitigate the 

tropospheric delay is to estimate it from the refractivity profiles, accomplishing a priori 

knowledge of which to incorporate in operational model is rather difficult. Then it becomes 

essential to develop conventional models relating the Tropospheric delay (both ZHD and 

ZWD) with easily measurable atmospheric parameters at the surface. Though a typical mean 

value of - 2.3 m for ZHD and 20 to 40 cm for ZWD can generally be taken as a "rule of 

thumb", the day-to-day variability in atmospheric parameters can introduce a variation up to 

±15 cm about this mean value, as far as tropospheric range error is concerned. Because of 

this, conventional models [Saastamoinen, 1972; Davis et al., 1985; lfadis, 1986; Mendes 

and Langley, 1998] for ZHD and ZWD are developed in terms of atmospheric parameters at 

the surface, such as surface pressure (Ps), surface temperature (Ts) and surface water vapor 

pressure (es). 

Saastamoinen [1972] developed a simple relation between ZHD and Ps for different 

latitudes taking into account the altitude variation also, which is fairly accurate up to 0.4 km 

for different seasons. Later Davis et al. [1985} and Elgered [1991] proposed similar models 

for ZHD with a slightly different value for the relevant coefficients. All these models are 

developed under the assumption that the dry atmosphere is in hydrostatic equilibrium and 

follows the equation of state. However, since water vapor need not be in hydrostatic 

equilibrium and is heterogeneously distributed in the atmosphere, similar models were not 

attempted for ZWD until lfadis [1986J who developed simple empirical relation between 

ZWD and ps. Ts and es. Later Mendes and Langley [1998] also proposed a simple empirical 

relation for ZWD using es and Ts. A slightly different model for ZHD and ZWD are evolved 

by Hopfield [1971], following a different approach based on refractivity profile. 

A brief outline of these models is summarized in Chapter 1 Section 1.8. It would be 

worth in this context to note that all these empirical models are developed based on 

meteorological data from European and North American continents [Satirapod and 
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Chalermwattanachai, 2005]. The accuracies of these models, assessed by comparing with 

the true estimates obtained from ray-tracing, are typically < 3 mm for ZHD [Janes et al. 

1991], and < 5 cm for ZWD [Askne and Nordius, 1987; lanes et al., 1991; Elgered, 1992] 

with a maximum deviation extending up to - 8 cm during abnormal weather events 

[Elgered, 1993; lchikawa, 1995]. However, no such studies are reported till date over the 

tropical/subtropical region. Taking note of this fact, empirical models applicable for the 

tropical region are developed based on the meteorological data from different locations 

situated at distinct climatic conditions over the Indian subcontinent. These models are 

validated by comparing with the true range error (estimated by ray-tracing). 

3.1 Site-Specific Surface Models for Indian Subcontinent 

The relationship between zenith tropospheric delay and the atmospheric parameters at 

surface are examined for different stations located at different climatic zones over the Indian 

subcontinent. A simple linear relationship is established for ZHD in terms of surface 

pressure through regression analysis. The true value of ZHD is estimated by applying the 

integral (eg. 2.39) to the monthly mean atmospheric models described in Section 2.6 and an 

empirical linear model connecting ZHD with Ps is developed in the following form 

ZHD = aD' Ps (3.1) 

Figure 3.1 shows typical scatter plot of ZHD estimated through ray tracing with Ps (in hPa) 

for eight among the eighteen stations selected for this analysis (Table 2.1). These stations 

represent the major climatic zones over the Indian region and also have the location in 

proximity to major airports, considered in the GAGAN project. These stations are grossly 

referred to as the Range Integrity and Monitoring (RIM) stations. The regression analysis is 

performed keeping the value of intercept as zero and the resulting slope (aD) and correlation 

coefficient are listed in the respective scatter plots. For all these stations, the value of 

correlation coefficient lies between 0.82 and 0.99. The standard error of aD for each station 

is < 0.024% which corresponds to about 0.05 cm in delay. The standard deviation (SD) of 

the correlation also is listed in these plots. The values of coefficients aD thus estimated for 

all the stations are presented in column 2 of Table 3.1. 

Following a similar approach linear models are established for ZWD on a monthly 

mean basis for different stations with different surface humidity parameters such as surface 
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Figure 3.1: Scatter plots along with the regression line showing the variation of ZHD 
with Ps for different stations located at different climate zones over the Indian 
subcontinent and adjoining oceanic region 
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Table 3.1: Coefficients of Site-Specific Surface Models for Different Indian Stations 

Dry Wet 

Station ZHD (m) = aJJxPS ZWD (m) = aw><es ZWD (m) = bw'Xps ZWD (m) = CwX PW 

aDxlO·3 aw bw Cw xlO·3 

Trivandrum 
2.280 ± 3.3E-4 0.01199 ± 1.5E-4 16.595 ± 0.233 6.45 ± 5.6E-3 
(0.82; 0.002) (0.77; 0.0217) (0.72; 0.023) (0.99; 0.0015) 

Portblair 
2.310 ± 5.4E-4 0.01212 ± 1.8E-4 16.753 ± 0.255 6.45 ± 4.3E-3 
(0.87; 0.0038) (0.93; 0.025) (0.91; 0.025) (0.99; 0.0011) 

Bangalore 
2.21\0 ± 3.2E-4 0.0122 ± 2.48E-4 16.703 ± 0.384 6.53±7.IE-3 
(0.97: 0.0(14) (0.86; 0.025) (0.8 I; 0.0278) (0.99; 0.0013) 

Mangalol"c 
2.280 ± 3.4E-4 0.0113 ± 2.2E-4 15.628± 0.316 6.35 ± 7.7E-3 
(0.89; D.OO 17) (0.85; 0.030) (0.85; 0.032) (0.99; 0.00) 9) 

Chcnnai 
2.290 ± 2.7E-4 O.O[ 11 ± 3. lE-4 15.409± 0.443 6.33 ± 7.8E-3 
(0.98; 0.0013) (0.58; 0.042) (0.54; 0.043) (0.99; 0.0019) 

Goa 
2.280 ± 6.6E-4 0.0[09± 2.9E-4 15.047± 0.40 6.34±7.1E-3 
(0.81; 0.0(32) (0.92; 0.040) (0.92; 0.040) (0.99; 0.0017) 

Hyderabad 
2.230 ± 3.0E-4 0.0142 ± 2.5E-4 19.577± 0.413 6.42 ± 5.6E-3 
(0.98; 0.0(14) (0.94; 0.026) (0.90; 0.(30) (0.99; 0.0013) 

Vishakhapatnam 
2.270 ± 3.4E-4 0.QI07± 2.8E-4 15.477± 0.87 6.39 ± 7.8E-3 
(0.99: 0.0017) (0.81; 0.039) (0.41; 0.089) (0.98; 0.0200) 

Mumbai 
2.290 ± 3.7E-4 0.0117± 3.8E-4 16.267± 0.56 6.33 ± 5.5E-3 
(0.97; 0.(017) (0.92; 0.049) (0.90; 0.051) (0.99; 0.0013) 

Kolkata 
2.290 ± 3.5E-4 0.0119 ± 3.01E-4 16.43 ± 0.427 6.43 ± 9.2E-3 
(0.99; 0.0(17) (0.94; 0.0408) (0.94; 0.0418) (0.99; 0.0023) 

Ahmedabad 
2.290 ± 4.4E-4 0.0119 ± 2.27E-4 16.627 ± 0.315 6.43 ± l.IE-2 
(0.98; 0.0022) (0.97; 0.0245) (0.97; 0.0243) (0.99; 0.0022) 

Bhopal 
2.160 ± 6.IE-4 0.0112± 2.5E-4 15.394± 0.38 6.37 ± 3.7E-3 
(0.97; 0.0(28) (0.96; 0.023) (0.95; 0.025) (0.99; 0.0060) 

Guwahati 
2.290 ± 3.0E-4 0.0[27 ± 2.7E-4 17.520 ± 0.399 6.46 ± I.IE-2 
(0.99: 0.0(15) (0.97; 0.0338) (0.97; 0.(36) (0.99; 0.0027) 

Jodhpur 
2.230 ± 7.1 E-4 0.0122± 2.0E-4 16.847± 0.30 6.34 ± 0.2E-3 
(0.98: 0.0(32) (0.98; 0.018) (0.98; 0.019) (0.99; 0.0028) 

Lucknow 
2.260 ± 5.2E-4 0.0 126± 4.5E-4 17.418±0.66 6.25 ± 0.3E-3 
(0.98: 0.0025) (0.95; 0.048) (0.95; 0.051) (0.99; 0.0069) 

Delhi 
2.300 ± 4.7E-4 0.0128 ± 2.3E-4 17.539 ± 0.373 6.44 ± [.4E-2 
(0.99: 0.0(23) (0.99; 0.023) (0.98; 0.0274) (0.99; 0.0024) 

Patiala 
2.200 ± 9.4E-4 0.0101± 8.4E-4 13.929± 1.15 6.00 ± 1.13E-1 
(0.95; 0.0044) (0.70; 0.084) (0.70; 0.083) (0.99; 0.0069) 

Srinagar 
2.280 ± 6.5E-4 0.0118 ± 1.5E-4 15.934±0.[72 6.61 ± 2.5E-2 
(0.97; 0.0(27) (0.99; 0.0093) (0.99; 0.0078) (0.99; 0.0027) 
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water vapor pressure (es in hPa), surface water vapor density (Ps, in kg m-3
) and the 

columnar integrated water vapor (Is in kg m-2
) also known as Precipitable Water vapor (PW 

in mm). As a typical example the scatter plots of ZWD estimated through ray tracing, with 

es for the eight RIM stations are presented in Figure 3.2. A linear relationship was sought 

analogous to that of the dry component through regression analysis keeping the value of 

intercept as zero in the following form 

ZWD = aw x es 

ZWD =bw xPs 

ZWD=cwxPW (3.2) 

values of the coefficients thus estimated are presented in columns 3,4 and 5 of Table 3.1 for 

all the eighteen stations. The quantities shown inside the parenthesis in each cell are the 

correlation coefficient and its standard deviation, respectively. A perusal of Figure 3.1 along 

with Figure 3.2 shows that the deviation of points from the mean line is relatively large in 

the latter case, the effect of which is also observable in the standard error associated with the 

regression coefficients. This shows that, in general, the uncertainty in the prediction of ZWD 

is larger than that of ZHD. The regression coefficients connecting ZWD with es, Ps and PW 

are also examined by removing the imposed condition of "zero intercept". The values of 

regression coefficient are rearranged in a more convenient form as shown below and the 

coefficients ao, bo, Co, eo, PG, and PW u are estimated. 

ZWD = ao x (es - eo) 

ZWD = ho x (Ps - Po) 

ZWD = Co x (PW - PWo) 

for es > eo 

for Ps> Po 

forPW > PWo (3.3) 

The values of these coefficients along with their respective standard error are summarized in 

Table 3.2. The respective values of the correlation coefficient and its standard deviation are 

presented within the parenthesis just below the corresponding coefficients. The values of ao, 

and bo are marginally greater than corresponding values of aw, and bw for all the 18 stations 

except Chennai, Hyderabad, Vishakhapatnam, Bhopal, Jodhpur, Patiala and Srinagar where 

the values of es, Ps and PW are relatively small. The values of Co and Cw for different 

stations are more or less comparable. As these models are developed for each station 

separately based on the monthly mean atmospheric models and surface meteorological 

parameters from respective stations, they are termed as "Site-Specific surface models" in 
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Surface water vapor pressure (hPa) 
Figure 3.2: Scatter plots along with the regression line showing the variation of ZWD with es 
for different stations located at different climate zones over the Indian subcontinent and 
adjoining oceanic region 
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Table 3.2: The Regression Coefficients Connecting ZWD with eST Ps and PW, Removing 

the Imposed Condition of "Zero Intercept" 

Wet range error 

ZWD (m) ;;; ao X (es-eo) ZWD (m) ;:: bo X (Ps-Po) ZWD (m) ;:: Co X (PW- PWo) 
Station 

(ao±Aao) 
eo±Mo boiMo 

(Pr,)±f1f}u) (co±&:o) 
PWu±f1PWo xlO-3 X 10.3 X 10.3 

Trivandrum 
15.11 ± 2.7 

7.82 ± 0.08 
21.39 ± 4.5 

5.98 ± 4.5 
6.35 ± 0.05 

0.19±2e-3 (0.77;(1.019) (0.71 ;0.02) (0.99;0.001 ) 

Portblair 
19.17±1.5 

10.59 ± 0.04 
24.47 ± 2.3 

6.58 ± 2.3 
6.46 ± 0.03 

0.07 ± 1.6e-3 (0.93;0.018) (0.91;0.021) (0.99;0.00 I) 

Bangalore 
14.13 ± 1.8 

2.80 ± 0.04 
17.65 ± 2.7 

0.806 ± 2.7 
6.56 ± 0.04 

O. [74 ± 1.4e-3 
(0.86;0.024 ) (0.81 ;0.028) (0.99:0.00 I) 

Mangalore 
17.34 ± 2.3 

9.9 ± 0.06 
25.69 ± 3.4 

8.03 ± 3.4 
6.47 ± 0.04 

1.00 + 2.2e-3 
(0.85;0.027) (0.85;0.027) (0.99;0.002) 

Chcnnai 
11.95 ± 3.6 

2.07 ± 0.10 
15.99 ± 5.4 

0.73 ± 5.4 
6.30 ± 0.05 

0.27 ± 2.3e-3 
(0.58;0.043) (0.54;0.044) (O.99;0.002) 

Goa 
18.81 ± 1.7 

11.89 ± 0.05 
25.69 ± 2.4 

8.5 ± 2.35 
6.42 ± 0.03 

0.567 ± 1.3e-3 (0.92;0.030) (0.92;0.030) (0.99;0.002) 

Hyderabad 
15.53 ± 1.2 

[.77 ± 0.03 
21.22 ± 2.1 

1.18 ± 2.1 
6.40 + 0.02 

0.[5 ± l.le-3 (0.94;0.026) (0.9! ;0.030) (0.99;0.00 I) 

Vishakhapatnam 
11.45 ± 1.8 

1.95 ± 0.05 
12.3 ± 5.94 

5.43 ± 5.9 
6.85 ± 0.30 

3.6 ± J.5e-2 (0.81 ;0.039) (0.40;0.090) (0.9R;0.OJ9) 

Mumbai 
[6.71 ± 1.6 

8.14 ± 0.04 
23.10 ± 2.4 

5.78 ± 2.4 
6.33 ± 0.02 

0.07 ± 1.0e-3 
(0.92;0.041 ) (0.91 ;0.044) (0.99;0.00 I) 

Kolkata 
13.80 ± 1.0 

3.92 ± 0.03 
[9.81 ± 1.5 

3.53 ± 1.5 
6.34 ± 0.02 

0.79 ± 1.0e-3 (0.94;0.038) (0.94;0.038) (0.99;0.002) 

Ahmcdabad 
12.37 ± 0.6 

0.86 ± 0.01 
16.98 ± 0.9 

0.35 ± 0.8 
6.37 ± 0.03 

0.45 ± l.le-3 (0.97;0.025) (0.97:0.U25) (0.99:0.002) 

BhopaJ 
11.08 ± 0.7 

0.13±0.01 
15.16±1.1 

0.22 ± 1.0 
6.13±0.08 

1.42 ± 2.7e-3 
(0.96;0.023 ) (0.95;0.Q25) (0.99;O.005) 

Guwahati 
15.69 ± 0.8 

4.96 ± 0.02 
22.44 ± 1.5 

4.19 ± 1.2 
6.34 ± 0.02 

1.05 ± 0.8e-3 
(0.97;0.027) (0.97 ;0.027) (0.99;0.00 I) 

Jodhpur 
[2.12 ± 0.5 

0.04 ± 0.01 
17.42 ± 0.8 

0.50 ± 0.7 
6.22 ± 0.Q2 

0.82 ± 0.ge-3 
(0.98;0.018) (0.98;0.019) (0.99;0.002) 

Lucknow 
[5.59 ± 1.0 

4.59 ± 0.Q2 
21.96 ± 1.6 

3.60 ± 1.6 
6.05 ± 0.05 

1.72 ± 2. le-3 
(0.95;0.041 ) (0.95:0.044) (0.99:0.005) 

Delhi 
14.30 ± 0.5 

2.34 ± 0.01 
20.20 ± 0.7 

2.14±0.8 
6.34 ± 0.01 

0.76 ± 0.7e-3 
(0.98;0.019) (0.98;0.022) (0.99;O.002) 

Patiala 
9.90 ± 2.2 

0.43 ± 0.05 
14.11 ± 3.2 

0.21 ±3.2 
5.50 ± 0.20 

4.15 ± 6.2e-3 
(0.70;0.086) (0.70;0.085) (0.99;0.016 ) 

Srinagar 
11.70 ± 0.4 

0.15 ± 0.01 
16.58 ± 0.4 

0.39 ± 0.4 
6.39 ± 0.03 

0.87 ± 0.6e-3 
(0.98;(J.OO9) (0.99;0.007) (0.99;0.001) 
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further discussions. However, the accuracy of these models in general depends on the 

accuracy of the surface atmospheric parameters [Back and Doerflinger, 2000]. 

3.2 Adaptation of Hopfield Model for the Indian Region 

The surface models provide integrated range error all the way from top of the 

atmosphere to the surface. Whenever the prediction of tropospheric range error is required 

from an elevated platform, a priori knowledge of the altitude dependences of the relevant 

coefficients is to be accounted through an appropriate correction factor [Baby et al., 1988]. 

Taking this factor into account, the Hopfield [1969] model (which addressed the altitude 

dependence in range error) is adapted for the Indian region. As detailed in Section 1.5.4, in 

this model the integral effect of refractive index parameter above the user altitude alone is 

considered. The altitude variation of refractivity is modeled through the semi-analytical 

relations connecting the surface refractivity with the characteristic height parameter. 

Correspondingly two characteristic height parameters evolve, one for the hydrostatic 

component (hD) and the other for the non-hydrostatic component (hw). The altitude profile 

of dry component of refractivity (ND) when h $ ho can be expressed as, 

(3.4) 

where ho (in km) is the "characteristic height" for dry refractivity profile, hs is the altitude of 

the station above MSL and Nso is the value of ND at the surface (where h = hs). The equation 

for dry component is obtained by analytically solving the gas law equations applicable for 

the atmosphere [Hop field, 1969]. As the temperature lapse rate varies with geographic 

latitude as well as to certain extent with altitude also, " also varies accordingly. Even 

though, no such analytical form can be arrived in the case of the wet component (Nw), 

Hapfield [1969] in his formulation assumed that the water vapor also follows a similar law 

with same value of "but different value of characteristic height (hw). With this assumption 

the altitude variation of wet component of refractivity (Nw), when h $ hw, is modeled as 

(3.5) 

where hw (in km) is the 'characteristic height' for wet refractivity profile and Nsw is the 

value of Nw at the surface. In the above formulations, it is implicitly assumed that the effect 
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of ND above hD and that of Nw above hw is insignificant. As the zenith delay is obtained by 

integrating the atmospheric refractivity along the altitude between hs and top of the 

atmosphere, ZHD and ZWD can be estimated by analytically integrating eg. (3.4) and eq. 

(3.5) respectively, replacing the upper limits by the respective characteristic heights. If we 

consider the altitude profiles of ND and Nw starting from the surface, for any location hs can 

be treated as zero. The expression for zenith range errors can then be written as. 

hIJ h 
ZHD = fNDdh = NSD __ D_ 

o (17+ 1) 
(3.6a) 

and 

hw hw 
ZWD= fN .... eldh=Nsw--

o (17 + 1) 
(3.6b) 

The above equations are strictly valid only when the integrals are taken up to the respective 

characteristics height. 

If we consider the mean sea level values of the dry and wet components of the 

refractivity (NOD and Now, respectively), then NSD and Nsw at the surface (h = hs) can be 

written in terms of their MSL values as 

(3.7a) 

and 

[
hw -hs)1I 

Nsw =Now hw (3.7b) 

Then eq. (3.6a) and eg. (3.6b) can be rewritten accordingly in terms of NOD and Now. 

Following a similar approach, eq. (3.7a) and eq. (3.7b) both can be extrapolated for any 

given altitude by replacing hs with that altitude. In case if one is interested in using the 

surface values NSD and Nsw, same procedure can be followed by replacing NOD and Now in 

eq. (3.7a) and eq. (3.7b), respectively, by NSD and Nsw. In this case hs should be replaced by 

the height of the location above the surface (hp). 

However, this method requires a priori knowledge of the characteristic height 

parameters and atmospheric refractive index at the surface. The characteristic height is 

derived by equating the numerical integral of refractive index profile to the theoretically 

estimated value of integrated refraction effect given in eq. (3.6a) and eq. (3.6b). In this 
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process f3 decides the value of 7] and hence the denominator of the eq. (3.6). Even though 

using different temperature lapse rate will change the value of 7], the value of hD estimated 

through eq. (3.6a) using the new lapse rate also will change correspondingly in such a way 

that the ratio of ho/( TJ+ 1) remains the same. This is true in case of hw also. However, in the 

present study the temperature lapse rate is taken as 6.7 Klkm as was done by Hopfield 

[1971] and tre values of hD and hw derived for all the stations are based "n this lapse rate. 

Implementation of this model, however, involves modeling of the characteristic height 

parameters for different stations. Substituting the true range error estimated by integrating 

the refractivity profiles obtained from the monthly mean atmospheric models in eq. (3.6a) 

and eq. (3.6b) respectively; the dry and wet characteristic heights are estimated at each 

station for different months. The month-to-month variation of ho estimated for 00:00 UTC 

and 12:00 UTe (corresponding to 05:30 1ST and 17:30 1ST, respectively) for all the 

eighteen stations used for the present study are presented in Figure 3.3(a-r). Similarly, 

Figure 3.4(a-r) shows the month-to-month variation of hw for these stations. The vertical 

lines in these figures show the respective standard deviations in each month (representing 

the day-to-day variability) estimated by applying the error propagation fonnula [Ku, 1966] 

appropriately. While the month-to-month variation (seasonal) of ho is small for the tropical 

stations « ±0.5 km), it is large for the high-latitude stations (- 5 km). While the mean value 

of hw varies between - 11 km to - 14 km for the tropical stations it varies in the range 8 km 

to 16 km for the high latitude stations. Significant annual variation in hw is observable for 

the high-latitude stations (with amplitude as large as - 9 km). A distinct morning to evening 

difference is observable in the values of ho for all these stations with the evening values 

consistently being larger than the corresponding morning values, even though such a trend 

does not emerge for hw. However, in most of the cases the evening values of hw are larger 

than the morning values. The annual mean values of ho and hw for the eighteen stations are 

presented in Table 3.3 along with the respective standard deviations, within parenthesis 

(indicating the extent of mean monthly variations). While the observed mean values of ho 

and hw are quite large and fairly constant for the near equatorial stations (Trivandrum, 

Portblair and Bangalore), a prominent annual variation is observable for the other stations 

particularly in case of ho. The characteristic height for different months can be used as a 

look up table for each station for estimating the range error employing eq. 3.6(a) and eq. 

3.6(b) by incorporating the respective values of surface refractivity. 
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Table 3.3: Mean Value of hD and hw along with the Maximum Month-to-month 
Variability (within parenthesis) 

Stations hD (km) hw (km) 

Trivandrum 44.610 (0.39) 13.32 (0.88) 

Portblair 44.580 (0.25) 13.34 (1.10) 

Bangalore 43.890 (0.70) 13.28 (1.59) 

Mangalore 44.270 (0.43) 12.69 (1.16) 

Chennai 44.363 (0.52) 12.61 (1.81) 

Goa 44.258 (0.46) 12.06 (1.67) 

Hyderabad 43.098 (0.75) 15.99 (1.93) 

Vishakhapatnam 43.904 (0.39) 12.96 (3.90) 

Mumbai 44.278 (0.58) 12.79 (2.12) 

Kolkata 44.063 (0.79) 12.83 (1.60) 

Ahmedabad 44.323 (1.30) 13.25 (1.46) 

Bhopal 41.509 (1.02) 12.76 (2.22) 

Guwahati 43.750 (0.77) 13.41 (1.71) 

Jodhpur 42.814 (1.19) 14.02 (1.41) 

Lucknow 43.282 (1.08) 13.29 (3.04) 

Delhi 43.910 (1.17) 13.34 (1.80) 

Patiala 41.673 (1.15) 12.14 (9.92) 

Srinagar 41.9600.32) 12.08 (0.95) 
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3.2.1 Dependence of hD and hw on Surface Temperature 

The morning to evening difference in characteristic heights could be attributed mainly 

to the corresponding changes in the atmospheric temperature. While this dependence is 

distinctly observable for ho• the dependence is rather weak for hw. Then it would be possible 

to generate an empirical relation for hD in terms of surface temperature which will be useful 

for the application even on a day-to-day basis. Though a systematic morning to evening 

difference is not observable for hw. it would be convenient to treat this also analogous to ho 

keeping in mind that eq. (3.5) was also proposed on these lines. The only additional input 

required in this case would be the value of surface temperature. Once the necessary inputs 

for the model viz. surface pressure, water vapor partial pressure and surface temperature are 

fed, the parameters Nso. Nsw, ho• and hw can directly be generated using the appropriate 

relationships. With this motivation empirical models for ho and hw are developed based on 

linear regression. Figure 3.5 shows a scatter plot depicting the temperature dependence of ho 

for different RIM stations along with the best fit line obtained through the regression 

analysis in the following form 

ho = hDO + go Ts (3.8) 

The values of hoo and go for all the 18 stations are presented in Table 3.4. The values of hoo 

are around 40 km and are fairly constant for all the stations. The values of go, the 

temperature gradient of hD is around 0.14 for an these stations. 

Following a similar procedure, the empirical relation connecting hw with Ts is 

established based on the observed dependencies as depicted in Figure 3.6. As can be seen 

from this figure. the scatter of points is relatively large, and the correlation of hw with Ts is 

inferior. This could be attributed to the fact that water vapor is not well mixed in the 

atmosphere and its altitude variation is not exactly similar to that of the other major gas­

constituents in the atmosphere, not withstanding the fact that higher atmospheric 

temperature is conducive even for holding more water vapor and extending the profile to 

higher altitude. Large-scale advection of water vapor during the monsoon period is another 

factor responsible for the observed low correlation between hw and Ts. 

Note that, in developing a quartic model for Nw. no theoretical justification was 

provided by Hopfield for adopting such a relationship. It was just adapted analogous to that 

for hydrostatic component mainly for the convenience in modeling. Keeping these factors 
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Figure 3.5: Scatter plots along with best-fit regression line showing the surface temperature 
dependence of dry characteristic height (hD) 
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Table 3.4: Empirical Relations Representing the Temperature Dependencies for the Dry 
and Wet Characteristic Height Parameters (hD and hw) for Different Stations 

Model for hD Model for hw 

Station Name 
ho = hoo + go Ts hw = hwo + gw Ts 

hOG (km) go hwo(km) gw 
Trivandrum 40.86{0.03) O.l40JO.001) 11.58 (1.75) 0.065 (0.064) 

Portblair 40.74 (0.02) 0.146 (0.008) 7.355 (3.46) 0.229 (0.13) 
Bangalore 40.37 (0.03) 1.14610.001) 7.746 (1.25) 0.230 (0.051) 
Mangalore 40.46 (0.05) 0.141 (0.002) 14.42 (2.18) 0.063 (0.080) 

Chennai 40.28 (0.04) 0.146 (0.001) 7.583 (2.84) 0.180 (0.101) 
Goa 40.33 (0.11) 0.145 (0.004) 10.23 (3.03) 0.068 (0.111) 

Hyderabad 39.36 (0.02) 0.141 (6e-4) 7.792 (1.07) 0.311 (0.039) 
Vishakhapatnam 39.83 (0.06) 0.151 (0.002) 9.737 (3.42) 0.092 (0.125) 

Mumbai 40.23 (0.17) 0.148 (0.006) 8.642 (3.17) 0.152{O.l15) 
Kolkata 40.28 (0.03) 0.147 (0.001) 9.457 (1.53) 0.131 (0.058) 

Ahmedabad 40.36 (0.02) 0.143 (7e-4) 9.923 (1.00) 0.120 (0.035) 
Bhopal 37.92 (0.03) 0.144 (0.00l) 6.978 (1.15) 0.233 (0.044) 

Guwahati 40.34 (0.02) 0.144 (ge-4) 8.730 (1.29) 0.198 (0.050) 
Jodhpur 39.59 (0.49) 0.121 (0.018) 12.10 (0.94) 0.072 (0.033) 

Lucknow 39.75 (0.04) 0.146 (0.001) 7.371 (1.82) 0.244 (0.072) 
Delhi 40.52 (0.02) 0.144 (8e-4) 9.150 (0.7) 0.178 (0.028) 

Patiala 38.41 (0.06) 0.140 (0.002) 8.312 (1.05) 0.076 (0.042) 

Srinagar 40.14 (0.02) 0.144 (0.001) 11.50 (0.306) 0.046 (0.020) 

into account in order to facilitate the modeling, an empirical relation is established for the 

variations of hw with Ts similarly that for hD as, 

hw = hwo + gw Ts (3.9) 

The coefficients estimated through linear regression for each station relating hw to Ts is 

included in Table 3.4. While for the dry characteristic height the value of intercept (hoo) is 

fairly constant for all the stations (about 40.5 ± 0.24 km) with a mean slope of 0.144 ± 0.002 

km/°C, for wet characteristic height the mean intercept (hwo) is about 9.43 km with a slope 

of 0.14 kmf'c. The variability of the intercept and slope in the case of hw for different 

stations is large compared to that of hD . However, this is not a major constraint because 

even with these limitations the above relationship can provide fairly good prediction of hw. 

These models for different stations are referred to as "Site-specific Hopfield model" in 

further discussions. 

Both the Site-Specific Surface model and Hopfield model estimate the zenith 

tropospheric delay in terms of surface meteorological parameters. The essential difference 

between these two models is that while the former provides this in terms of surface 
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hydrostatic pressure and water vapor partial pressure, the latter includes the effect of surface 

temperature also. 

3.3 A Unified Model for the Indian Subcontinent 

3.3.1 Unified Surface Model 

A close examination of empirical relations derived based on the surface model and 

Hopfield model for the individual stations show that the variability of the coefficients 

connecting the range error with meteorological parameters is rather small. This prompted 

development of a Unified Model (each for surface model and Hopfield model) applicable for 

all these stations which hence will be applicable for the entire region encompassing these 

stations. Though such unified models could be inferior to the site-specific models, its 

potential increases because of the fact that one simple equation will be sufficient for the 

entire region. Following the same methodology adopted for individual stations, the relation 

between surface meteorological parameters and dry component of range error is sought by 

pooling together the data from all the eighteen stations. Figure 3.7a shows the scatter plot of 

surface pressure with zenith dry range error, considering all the stations. A simple linear 

relation is established based on linear regression (keeping zero intercept) and the slope is 

estimated. This yields a simple linear relation termed as the "Unified Surface model" as in 

the form 

ZHD = (0.00228 ± 2.25xlO-6
) x Ps (3.10) 

with a correlation coefficient of 0.97. In eq. (3.10) Ps is expressed in hPa and ZHD is 

obtained in meters. Following a similar approach, a linear relation connecting ZWD and es 

also is established for the whole subcontinent. A scatter plot of ZWD, with the 

corresponding values of es is shown in Figure 3.7b. The linear relation of the fonn 

(3.11) 

is established between the two through regression analysis and evaluated the coefficients Aa 

and AI. The values of Aa and Al are, respectively, -0.01978 ± 0.0057 m and 0.01288 ± 

2.4x1O-4 m hPa- l
. As can be seen from Figure 3.7b, when es is very large (>30 hPa) the 

range error estimated through the relation (shown by thin straight line) is consistently lower 

than the true range error obtained from ray-tracing (marked points). Similarly a higher 

altitude station like Srinagar has lower values of es compared to near sea-level stations 
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(Trivandrum and Portblair). In order to distinguish the values corresponding to Srinagar, 

these are plotted in Figure 3.7b with a different symbol (V). 
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Figure 3.7: Regression analysis showing the dependence of dry and wet components of 
tropospheric zenith range on relevant surface atmospheric parameters considering all the eighteen 
stations together for generating a unified model: Variation of dry range error with surface pressure 
(a), Variation of wet range error with surface water vapor partial pressure (b) and variation of wet 
range error with columnar (precipitable) water vapor (c) 

A careful examination of Figure 3.7b shows that the points in this scatter plot are more 

aligned to a non-linear increase of ZWD with es. Considering this aspect the applicability of 

a second order polynomial is examined to relate ZWD with es, which yielded a relationship 

of the form 
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ZWD= (0.0391±0.013)+ (0.00636±0.OOl) xes +(1.58xl0-4 ±3.75xlO-s)xe/ (3.12) 

The nonlinear variation of ZWD by this relationship is shown in Figure 3.7b with the thick 

line. 

3.3.2 Unified Model in terms ofPrecipitable Water Vapor 

As seen in Section 3.1, a linear model relating PW with ZWD will be more appropriate 

for predicting ZWD than similar models based on surface values of water vapor partial 

pressure, or water vapor density at surface, as far as individual stations are concerned. 

However, it should be noted in this context that it will not be possible to get values of PW at 

any location whenever prediction of ZWD is required. On the contrary it will be easier to get 

values of es or Ps from many places at almost all the time. Hence from the application point 

of view such models (relating ZWD with es or Ps) will be more useful even though the error 

associated with them will be comparatively larger. One of the ways for estimating PW is by 

using a sun-photometer working on the principle of differential attenuation (of water vapor 

and other atmospheric species at two optical wavelengths). This instrument operates only 

during day time under clear sky conditions and requires regular calibration. Ground based 

microwave radiometer, which can work in all weather condition (except heavy precipitation) 

though is another potential instrument for measuring PW, is very expensive. The estimation 

of PW from radiosonde is not only expensive (recurring expenditure when ever launched) 

but also has a poor temporal and spatial resolution (considering the time taken for each 

sounding and the balloon drift). The satellite based microwave radiometers though are very 

useful over the oceanic regions they will not be available quite frequently. A GPS network 

could be a good source of PW especially over the land (not too expensive). This can be 

operated in all weather conditions with a very good temporal resolution and does not require 

any calibration. In this case, a Unified Model to estimate ZWD from PW will be useful. 

Figure 3.7c shows a scatter plot of PW with true zenith wet delay (estimated from 

refractivity profiles derived from radiosonde) clubbing all the eighteen stations. A linear 

model was developed based on the regression analysis, which yielded a relationship of the 

form 

ZWD = (0.0064 ± 4.4xl 0-6
) ~ PW (3.13) 
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with correlation coefficient close to unity. As can be seen directly fonn Figure 3.7c, this 

model is significantly superior to the other three models. The mean absolute difference for 

different stations is presented in the last column of Table 3.7 along with the corresponding 

standard deviation. A similar model was also used by Bevis et al. [1992] for deriving ZWD 

from ground based GPS measurements. In his global model, Bevis et al. [1992] evolved a 

value of 0.00666 as the ratio of ZWDfPW which varies as much as 20% with location, 

season and weather condition [Be vis et al., 1994]. 

3.3.3 Unified Hopfield Model (Characteristic Height Parameters) 

Following a very similar approach a unified empirical model is developed for zenith 

tropospheric delay based on the Hopfield method. This essentially involves deriving a 

unified model for dry and wet characteristic height parameters in tenns of Ts by grouping 

the data from all the eighteen stations. The temperature dependence of hD and hw are 

established incorporating the data from all the 18 stations by linear regression which is of 

the form 

hD ;::: (40.209 ± 0.045) + (0.154 ± 0.002) >; Ts 

hw = (10.474 ± 0.29) + (0.111 ± 0.01) >; Ts 

(3.14a) 

(3.14b) 

A typical scatter plot of hD (in km) with Ts (in QC) and hw (in km) and Ts (in 0c) 

obtained by combining all the stations is presented in Figure 3.8a and Figure 3.8b along with 

the best fitted line represented by eq. 3.14a and eg. 3.14b, respectively. The correlation 

coefficient for hD and hw are 0.98 and 0.56, respectively. Comparing the values of these 

regression coefficients with those presented in Table 3.4 (site-specific surface model), it can 

be seen that the present value of slope is slightly larger than the corresponding values in 

Table 3.4 while the value of the intercept is slightly small. 

3.4 Validation of Surface Models 

3.4.1 Validation of Site-Specific Models by Comparing with Ray-Traced Values 

The site-specific models are validated by comparing the model predictions with the 

true range errors for the respective station obtained through ray tracing employing the 

altitude profiles of refractivity. Sufficient care is taken to ensure that the daily 
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meteorological data have water vapor profile extending up to or beyond la km altitude, and 

the temperature and pressure profiles extending up to at least 25 km. The comparison is 

quantified by estimating the absolute difference between true and model predicted zenith 

delays, a summary of which is presented in Table 3.5. The data for RIM stations are 

highlighted with bold face. The mean of the absolute differences are presented along with 

the standard deviations. While the mean value indicates the average deviation of the model, 

the standard deviation indicates the amount of variability. The accuracy of surface model 

based on Ps is comparable to that of the Hopfield model in predicting ZHD. The mean 

deviation is lowest for Trivandrum and highest for Jodhpur. 
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Figure 3.8: Regression analysis showing the dependence of dry (hD) and wet (hw) 
characteristic heights on surface temperature CTs) considering all the eighteen stations 
together 

The deviation of Site-Specific models, in case of ZWD, based on es and Ts is about 5-

6 cm for most of the stations. For a few stations like Vishakhapatnam, Mumbai, Jodhpur 

and Lucknow the deviation is > 6 cm. Srinagar (being high altitude station) shows 

minimum mean absolute difference about -2 cm for ZWD. Among all the RIM stations 

considered, Kolkata shows maximum deviation of -6 cm. The best estimate of wet delay 

comes from model based on Precipitable Water vapor. The mean absolute difference for 

this model is -0.3 cm except at Patiala and Lucknow. By combining the surface models 

based on Ps and the wet range error model based on PW, the best estimate of ZTD (with an 

error <6 cm) can be achieved for almost all the stations. As an alternative (when PW is not 
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available) the surface models based on es or Hopfield model based on es and Ts (which are 

more easily available) could be considered, even though the involved accuracies are rather 

inferior. Note that, the accuracy achieved by these models also meets basic requirement of 

satellite based navigation system discussed in Chapter 1. 

Table 3.5: Mean Absolute Difference and the standard deviation of Site-specific Models 
(fl"om true zenith range error) for Different Stations (RTM stations in Bold), for the 
Hydrostatic and Non-hydrostatic Components 

Hydrostatic delay (ZHD) Non-hydrostatic delay (ZWD) 

Station 
Mean abs. Diff (cm) Mean abs. Diff (cm) 

Surface mode Hopfield Surface model Hopfield Surface model 
based on Ps model based on es model based on PW 

Trivandrum 0.17 (0.1) 0.15 (0.1) 5.2 (3.7) 5.1 (3.6) 0.17 (0.1) 
Portblair 0.36 (0.3) 0.49 (0.4) 4.5 (3.5) 4.6 (3.6) 0.16 (0.1) 
Bangalore 0.45 (0.2) 0.2 (0.2) 4.0 (3.0) 4.2 (3.0) 0.16 (0.1) 

Mangalore 2.3 (1.9) 2.5 (2.5) 4.9 (3.6) 6.3 (4.3) 0.64 (0.3) 

Chennai 4.5 (2.7) 4.4 (2.7) 6.1 (4.5) 5.9 (4.4) 0.6 (0.3) 

Goa 2.4 (0.5) 1.5 (0.5) 5.4 (3.5) 5.7 (3.9) 0.5 (0.23) 

Hyderabad 3.7 (2.0) 3.5 (2.0) 6.7 (4.6) 6.1 (4.4) 0.4 (0.26) 

Vishakhapatnam 3.5 (2.6) 3.6 (2.7) 7.6(6.3) 7.5 (6.2) 0.3 (0.2) 

Mumbai 3.18 (2.8) 3.12 (2.7) 6.9 (4.3) 7.5 (4.5) 0.51 (0.27) 

Kolkata 0.35 (0.2) 0.32 (0.3) 6.0 (4.2) 6.4 (4.3) 0.21 (0.1) 

Ahmedabad 0.34 (0.3) 0.33 (0.2) 5.2 (4.0) 5.3 (4.0) 0.24 (0.2) 

Bhopal 1.25 (1.2) 1.35 (1.25) 6.5(5.1) 5.8 (4.6) 0.66 (0.3) 

Guwahati 0.24 (0.2) 0.25 (0.2) 4.4 (3.3) 5.0 (3.6) 0.20 (0.1) 

Jodhpur 11.2 (6.2) 10.0 (5.5) 9.5 (8.1) 9.4(8.1) 0.4 (0.3) 

Lucknow 5.7 (5.7) 5.7 (5.8) 8.8 (12.9) 8.6 (12.7) 1.1 (1.3) 

Delhi 0.27 (0.2) 0.27 (0.2) 4.0 (3.0) 4.5 (3.6) 0.20 (0.2) 

Patiala 2.7 (2.3) 3.4 (2.6) 4.1 (3.0) 5.6 (3.8) 2.0 (0.4) 

Srinagar 1.80 (1.7) . 1.09 (1.8) 2.0 (2.0) 1.9 (1.6) 0.19 (0.1) 

3.4.2 Validation of Unified Models using Ray-Tracing 

The accuracy of unified model is also examined by comparing the estimated delays 

with those obtained by ray tracing as well as with other global models based on surface 

parameters [Saastamoinen, 1972; Hopfield, 1971; Ifadis, 1986; Mendes and Langley, 1998]. 

The mean of the absolute difference of the deviations for each station is presented in Table 

3.6. These values are larger than those for site-specific surface models presented in Table 

3.5, especially for Trivandrum and Ahmedabad. For the case of ZWD, the comparison of 
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Table 3.6: Mean Absolute Difference and the standard deviation of Unified Model and 
Global Model from True Zenith Range Error for Different Stations, for the Hydrostatic 
Component 

Hydrostatic delay 

Station 
Mean abs. Diff (cm) 

Code SAAS 
Surface Model Hopfie1d 

(1972) 

Ps 
Ps model 

Trivandrum 2.66 (0.2) 1.01 (0.2) 1.24 (0.27) 
Portblair 2.57 (0.4) 0.94 (0.4) 1.10 (0.40) 
Bangalore 1.03 (0.3) 0.45 (0.2) 0.30 (0.20) 
Mangalore 2.33 (2.13) 2.29 (1.88) 2.87 (2.66) 

Chennai 4.09 (2.5) 3.84 (2.35) 5.15 (2.83) 
Goa 2.10 (0.47) 2.40 (0.47) 1.00 (0.43) 

Hyderabad 2.28 (2.45) 2.23 (2.25) 3.08 (2.75) 
Vishakhapatnam 4.70 (2.80) 4.33 (2.75) 5.90J2.84) 

Mumbai 2.86 (2.50) 2.79 (2.26) 3.39 (3.15) 
Kolkata 0.84 (0.4) 0.97 (0.4) 0.80 (0.4) 

Ahmedabad 0.70 (0.4) 1.10 (0.4) 0.99 (0.5) 
Bhopal 12.10 0.73) 11.70 (1.73) 13.25 (1.7 1) 

Guwahati 0.85 (0.6) 0.79 (0.5) 0.93 (0.8) 
]odhpur 16.02 (6.68) 15.66 (6.66) 17.25 (6.83) 

Lucknow 7.40 (6.26) 7.08 (6.19) 8.45 (6.45) 
Delhi 1.90 (0.3) 0.28 (0.2) 0.47 (0.25) 
Patiala 7.76 (3.11) 7.44 (3.03) 8.81 (3.40) 

Srina2ar 2.40 (2.6) 3.20 (2.0) 2.90 (2.0) 
All stations 

2.90 (3.60) 2.90 (3.4) 2.98 (4.15) 
together 

both linear (eq. 3.11) and second order (eq. 3.12) models are presented in Table 3.7. In case 

of ZWD the deviation of unified model is comparable to that of Site-Specific model. Among 

different models suggested for ZWD, the second order polynomial Unified model yields a 

better prediction. Considering all the eighteen stations together the mean of the absolute 

difference for SAAS and Unified model from the true value is - 2.9 cm. In the case of wet 

delay, the Unified models developed in the present analysis are much superior to the 

currently available models [Ifadis, 1986 and Mendes and Langley, 1998]. The mean absolute 

difference of the Unified model based on es varies from about 4 cm to 9 cm whereas that in 

case of other two global models is in the range 5 cm to 15 cm. This study indicates the 

region specific models (for tropics) are superior to the available global models developed 
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Table 3.7: Mean Absolute Difference and the standard deviation of Unified Models and 
Global Models from True Zenith Range Error for Different Stations, for the Non­
hydrostatic Component 

Non-hydrostatic delay 
Mean abs. Diff (cm) 

Mendes Ifadis 
Surface 2na order 

Hopfield 
Surface 

(1997) (1986) 
Model- Model-

Model 
Model-

es es PW 

Trivandrum 
8.15 9.18 5.1 4.8 4.98 0.17 
(4.7) (4.8) (3.6) (3.7) (3.5) (0.17) 

Portblair 
7.51 8.49 4.5 4.4 4.40 0.16 
(5.2) (5.3) (3.5) (3.5) (3.3) (0.13) 

BangaIore 
8.12 8.08 4.3 4.9 4.20 0.57 
(3.8) (3.8) (2.9) (2.8) (2.8) (0.21) 

MangaJore 
7.97 9.08 4.2 4.12 5.25 0.37 

(4.62) (4.82) (3.4) (3.27) (3.93) (0.23) 

Chennai 
8.70 9.98 5.4 5.20 4.35 0.26 

(5.14) (5.40) (4.0) (3.88) (3.25) (0.20) 

Goa 
7.27 8.18 4.9 4.76 4.86 0.22 

(4.84) (5.46) (3.0) (2.86) (2.67) (0.17) 

Hyderabad 
15.53 16.24 11.3 10.92 11.11 0.52 
(5.90) (5.91) (5.6) (5.53) (5.55) (0.29) 

Vishakhapatnam 
8.96 9.81 7.2 6.92 6.90 0.26 

(6.98) (7.41 ) (5.6) (5.47) (5.44) (0.20) 

Mumbai 
10.81 12.07 6.0 5.45 6.20 0.18 
(5.38) (5.77) (3.9) (3.83) (3.99) (0.13) 

Kolkata 11.21 12.44 5.9 5.06 5.70 5.70 
(5.9) (6.2) (4.1) (4.0) (4.0) (4.0) 

Ahmedabad 
7.62 8.58 4.8 4.8 5.00 5.00 
(5.6) (5.8) (3.7) (3.9) (3.9) (3.9) 

Bhopal 
7.54 8.07 6.18 6.14 6.03 6.03 

(6.71) (6.91) (4.5) (4.47) (4.58) (4.58) 

Guwahati 
11.87 12.92 6.1 4.3 5.90 5.90 
(5.7) (5.9) (4.1) (3.7) (4.0) (4.0) 

Jodhpur 
14.32 15.51 9.8 9.73 9.97 9.97 
(8.45) (8.63) (8.3) (8.50) (8.06) (8.06) 

Lucknow 
14.08 15.26 9.28 9.27 9.54 9.54 

(13.33) (13.53) (14.2) (13.08) (13.00) (13.00) 

Delhi 
9.18 9.96 5.0 4.0 4.90 4.90 
(6.7) (6.9) (3.9) (3.1) (3.9) (3.9) 

Patiala 
4.43 5.13 7.35 5.88 5.23 5.23 

(3.29) (3.50) (4.7) (4.06) (3.75) (3.75) 

Srinagar 
5.49 4.78 2.0 2.1 1.97 1.97 
(3.8) (3.8) (1.9) (1.8) (1.8) (1.8) 

All stations 9.89 10.85 4.75 5.81 6.10 6.10 
together (6.64) (6.86) (3.74) (5.43) (5.33) (5.33) 
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mainly based on the meteorological data from mid and high latitude regions. All the models 

for ZHD show poor performance for the stations Bhopal, Jodhpur, Lucknow and Patiala 

could be due to poor radiosonde data quality at these stations. Excluding these, the mean 

absolute difference for ZHD estimated using Surface model (- 2.1 cm) is less than the other 

two models (- 2.5 cm). 

3.5 Variability in Zenith Tropospheric Delay and its Deviation from 

Model Derived Values for Different Stations 

The dry and wet component of the tropospheric zenith delay shows a rather systematic 

annual variation, though the amplitude and phase show a variation with latitude. It would be 

interesting in this context to examine the distribution of these delays on a day-to-day basis 

for a period of one year to assess the extent of variability. Values of ZHD, ZWD and ZTD 

(estimated through ray tracing) on different days are grouped at small intervals and the 

percentage of occurrence of each group is estimated. Similarly, in order to examine the 

model accuracies, the deviation of model predicted values of ZHD, ZWD and ZTD from the 

true values estimated as above are also estimated for different days in a year and the 

frequency distribution of these deviations are also examined. Figure 3.8 shows the 

distribution of true ZHD obtained through ray-tracing and dZHD (true value of ZHD - ZHD 

derived from Unified model). Figure 3.8a and Figure 3.8b shows the plots of these 

distributions for different stations. Similarly Figure 3.9a and Figure 3.9b shows the 

distribution of ZWD and dZWD for these stations, while Figure 3.lOa and Figure 3.l0b 

shows the respective distributions of ZTD and dZTD. The distribution of ZHD is more-or­

less similar for all these stations except for Srinagar (for which it is truncated in the upper 

half). The distribution is slightly skewed in its lower half for Bangalore while it is skewed in 

its upper half for Bhopal. The distribution of model deviation for the ZHD is generally sharp 

and symmetric for Ahmedabad and station south of it. For station north of it, the distribution 

peaks at the highest value. The distribution of ZWD is more-or-Iess symmetric for 

Bangalore, Portblair and Trivandrum. For other stations the distribution is rather flat 

indicating that all values are equally probable. For stations like Mangalore, 

Vishakhapatnarn, Mumbai and Delhi, the distribution shows a double hump feature. The 

distribution of the deviation of model from true value of ZWD is more or less symmetric for 
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Srinagar, Delhi, Guwahati, Ahmedabad and Kolkata. For other stations the distribution is 

rather broad or non-symmetric. The distribution of ZTD is fairly symmetric for Srinagar, 

Ahmedabad, Bangalore, Portblair and Trivandrum while Delhi; it also shows a double hump 

like feature. For other stations it is rather skewed in the upper half. The model deviation of 

ZTD is fairly systematic for all stations and is more governed by the shape of the ~WD 

frequency distribution. 

3.6 Summary 

The neutral atmosphere introduces a delay in the propagation of microwaves, which 

leads to an error for ranging in GPS based aircraft navigation, significant mainly during 

landing and take-off. The neutral atmosphere being non-dispersive at GPS signal 

frequencies, estimation of tropospheric delay is possible only through modeling. Simple 

linear relationships are established for ZHD in terms of surface pressure and for ZWD in 

terms of three humidity parameters; the surface water vapor pressure, surface water vapor 

density and precipitable water vapor based on data from eighteen locations over the Indian 

subcontinent as well as that from an Island station in the Bay of Bengal representative of 

different climatic zones. In addition to these linear models based on meteorological data the 

"characteristic height" parameters are modeled for different stations to implement the 

Hopfield model. Using this model, the prediction of tropospheric error could be 

accomplished for any given altitude above the surface. Taking note of the relatively small 

variability of the coefficients in the above Site-Specific models, applicability of a Unified 

model for the entire region encompassing these stations is evolved by pooling the data from 

different stations. A ftrst order model in tenns of surface pressure for ZHD and a second 

order nonlinear model for ZWD in tenns of water vapor partial pressure at the surface are 

found to be most suitable for the prediction purpose. Following a similar approach unified 

models are also developed for the Hopfield characteristic height parameters. All these 

models are validated by comparing the model predictions with the true range errors obtained 

through ray tracing the refractivity profiles derived from radiosonde data. As far as Site­

Specific models are concerned minimum deviation for the model prediction of ZHD is 

observed at Trivandrum (- 0.17 cm) while the maximum deviation is observed for Srinagar 

(- 2 cm). The validity of the Unified Surface model is also examined by comparing modeled 

delay values with true ray-traced values as well as with other global models. In the case of 
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ZWD the deviation (- 5.81 ± 5.43 cm) of Unified Surface model is comparable to that of 

site-specific model. The Unified surface model is found to be superior to the global models 

when applied to Indian region. 

**** 
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~hapttr 4 

A R£6IONAL TROPOSPHERIC D£LA Y MODEL FOR TROPICS 

WITH EMPHASIS TO THE INDIAN REGION 

4.0 Introduction 

The first tropospheric delay model developed as a function of geographical latitude 

and longitude as well as the day of the year aiming its potential application of using GPS 

data in geodetic studies is the Altshuler model [Altshuler and Kalaghan, 1974]. This was 

further modified to suite a wider region by De Cleene, [1995]. A similar model, 

recommended by North Atlantic Treaty Organisation (NATO) for GPS related applications 

in its Standards Document [NATO, 1993], employs a three-layer atmospheric model (viz. 0 

to 1 km, 1 to 9 km, and above 9 km) for accounting the variation in atmospheric refractivity 

with height. This delay model was derived from the Central Radio Propagation Laboratory 

(CRPL) Reference Atmosphere - 1958 (RA-1958) [Bean and Thayer, 1959], which was 

originally evolved from extensive radiosonde launches in and around the United States. In 

this model the atmospheric refractivity is assumed to decrease linearly in the first layer 

followed by an exponential decrease to reach a steady value of 105 N units at 9 km and 

continue to decrease at the same rate above. Similarly there was an attempt to include 

seasonal variations in Altshuler model based on world-wide surface refractivity data in 

different seasons from the CRPL profiles. Being derived from the Altshuler model, all the 

earlier models generated for this applications had similar genesis and were also specified 

with the same mean global surface refractivity value of 324.8 N units, although the Altshuler 

adjusted this to account for a seasonal and latitude dependency as well. Though both these 

models are specified with a constant value of surface refractivity, the NATO model employs 

only the user's altitude to generate the altitude profile while the Altshuler model 

incorporates the user altitude, latitude and time to model the variation in atmospheric 

refractivity. All these models were initially considered for Wide Area Differential GPS 

(WADGPS) also. 
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New methodologies for tropospheric delay correction are explored as a part of the 

extension of GPS applications to navigate the civil aircraft. In this process the W ADGPS 

envisaged in providing the GPS correction over a large area, splits the total error into 

different components, namely the orbit error, clock error, ionospheric error, tropospheric 

error, etc. Information on these errors is broadcasted via a geo-stationary satellite over to a 

large region to enable the users to apply appropriate corrections. Because of large spatio­

temporal heterogeneity of the lower atmosphere this broadcasted tropospheric delay may not 

be sufficiently accurate for critical applications like landing/take-off of an aircraft. In such 

cases the delay estimated using local model is preferred. This lead to the development of 

different models for estimating the tropospheric delay either through a profile-based method 

(ray-tracing) or by employing conventional methods based on surface atmospheric 

parameters [Bock and Doerflinger, 2000; Hopfield, 1971; Saastamoinen, 1972; Bevis et al. 

1992; Schueler, 2000; Saha et al., 2007]. Though these models are sufficiently accurate for 

this purpose, its development and later usage requires collocated measurements of different 

atmospheric parameters. This limits the applicability of these models over a particular 

regIOn. 

When no direct access to the measured atmospheric parameters are available, such as 

for the case of navigating aircraft, a second method devoid of any measured atmospheric 

parameters but depends on the geographical location and day of the year [Collins and 

Langley, 1997] becomes handy for direct use. In this case a periodic function is developed 

for representing the seasonal variation of P, T and e at MSL as a function of latitude. This 

model mainly depends on a look up table of mean and amplitude (of annual variation) of 

five parameters P, T, e, p and A (where p and A are, respectively, the atmospheric 

temperature lapse rate and atmospheric water vapor lapse rate) at discrete latitudinal 

intervals. This model was tested satisfactorily as a part of the WAAS system over North 

America. The applicability of the look-up table used in W AAS model developed primarily 

using the meteorologkal data over North America [COESA, 1966] was examined over 

Europe by Penna et al. [2001], as a part of Global Navigation System (GNS-I). The 

tropospheric correction based on both W AAS and EGNOS models comply with the 

International Civil Aviation Organization (ICAO) Standard and Recommended Practices 

(SARPS) for Satellite Based Augmentation System (SBAS) [RTCA, 1999]. The validity of 

these models is also assessed in various studies [Collins and Langley, 1997, 1998; Dodson et 
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al., 1999b; Penna et al., 2001; Farah et al., 2005] for demonstrating its capability In 

predicting the mean tropospheric delay effectively for the mid-latitude stations. 

The geographical features and weather conditions that prevail over Indian subcontinent 

make it different from other regions where most of the tropospheric delay models are 

developed. While the temperature over northern region of India that lies in the temperate 

lone, undergoes significant seasonal variation with a large range of diurnal heating and 

cooling, the southern peninsular region, which lies south of the tropic of cancer, experiences 

a tropical climate characterized by warm and highly humid condition with less seasonal and 

diurnal variations. On examining the applicability of W AAS model over this region it is 

seen that the model deviates significantly from true values especially at region which are 

located relatively close to equator. Under this scenario, an Indian Region-specific 

Tropospheric Delay model based on the regular radiosonde data collected by the IMD from 

different stations located at distinctly different climatic zones over the Indian subcontinent is 

developed analogous to the W AAS Tropospheric Delay (WTD) model. Applicability of this 

model is tested by comparing with true ZTD obtained by ray-tracing the refractivity profiles, 

and ZTD estimated using the surface parameter based model. 

4.1 The W AAS Tropospheric Delay (WTD) Model 

With an aim of the most stringent tropospheric delay correction for GPS based real 

time aircraft navigation, a model was proposed by Collins and Langley, [1997], which has 

its roots from the geodetic-GPS positioning. This model named as University of New 

Brunswick (UNB), model has various generations indicating the evolution of this model into 

one of the most accepted tropospheric delay model for W AAS. The first and most primitive 

among them was UNB 1, which uses the Saastamoinen models driven by a set of constant 

values to represent the mean global atmosphere. These values represent the standard surface 

values of pressure (P) and temperature (T) with a value for water vapor pressure (e) derived 

to be equivalent to the mean global surface refractivity of 324.8 N units. A global mean, 

spatially invariant value for the temperature lapse rate (jJ) and water vapor lapse rate (1) is 

used in this model. The values of these mean atmospheric parameters used in UNB 1 model 

is respectively of Po = 1013.25 hP a, To = 288.15 K, eo = 11.691 hPa, po = 6.5 K!km and k = 
3. Due to the stochastic nature of water vapor, the 1 value is only a representative index for 

the average decrease in water vapor partial pressure in a column of air. Though it is derived 
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from real-time measurements it is accurate only at those spatial and temporal scales with 

which it is derived [Schwarz, 1968; Smith, 1968]. However, the water vapor profile does 

exhibit a latitudinal trend. Because of this, the zenith delay model with a constant value for 

A, was found to perfonn poorly at higher latitudes [Ifadis, 1986]. Subsequently detailed 

investigations were carried out to improve this model by incorporating a mean annual 

variation of all these five parameters depending on latitudes. This led to the development of 

UNB2 model. This model was evolved for representing the latitudinal variation over a 

geographical region of 800N to 700 S. The third generation model (referred to as UNB3) was 

developed subsequently by introducing a temporal variation in these parameters, applying 

the concepts used by the Niell mapping functions. Presently this model is used in W AAS. 

Hereafter this model will be referred as the W AAS Tropospheric Delay (WTD) model in the 

following discussions. 

The WTD model [Collins and Langley, 1997] intended to surrogate the measured 

atmospheric parameters, employs a look-up table (Table 4.1) primarily developed using US 

standard meteorological data (US Standard Atmospheric Model 1966 COESA, [1966]), 

containing the annual mean value of the five atmospheric parameters and the amplitudes of 

the respective annual variations at particular latitudinal interval of 150 pertaining to the mean 

sea level. 

Table 4.1: Look-up Table for WTD Model Showing the Annual Mean (Po, To, eOt Po and 
~) and Seasonal Amplitude (P't r e' p and A') 

Latitude Mean (':'0) 
Po (hPa) To (K) eo (hPa) 130 (KJkm) Ao 

15 1013.25 301.70 26.31 6.50e-03 2.77 
30 1017.25 298.65 21.79 6.50e-03 3.15 
45 1015.75 292.40 11.66 6.50e-03 2.57 
60 1011.75 281.35 6.78 6.50e-03 1.81 
75 1013.00 278.90 4.11 6.50e-03 1.55 

Latitude Amplitude (;l~) 
P' (hPa) i(K) e' (hPa) P (KJkm) "A.' 

15 0.00 0.00 0.00 0.00 0.00 
30 -3.75 4.50 8.85 0.00 0.33 
45 -2.25 7.75 7.24 0.00 0.46 
60 -1.75 8.80 5.36 0.00 0.74 
75 -0.50 9.00 3.39 0.00 0.30 

The latitude-dependent mean meteorological elements for 15° to 750 latitude are taken from 

the table, which subsequently is denoted as ~o. The seasonal variability of this parameter is 
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taken into account by employing the corresponding amplitude values (~~) along with a 

periodic (cosine) function (of the day number) with a phase of 28 days for northern 

hemisphere and 211 for the southern hemisphere. These epochs in a year are the days in 

which the mean sea level surface temperature is a minimum. Thus the phase is defined such 

that the minimum occurs on the epoch day number (do). Using this look-up table the value of 

any desired atmosnheric parameter for a particular day of the year (d) is estimated as 

r;(tp,d)=~o (tp)-~r;(tp)x cos[2Jr(d - do )] 
365.25 

(4.1) 

where tp is the receiver's latitude. The atmospheric parameters for a particular location that 

lies in between the two adjacent latitudes given in Table 4.1, are obtained through a linear 

interpolation as 

(4.2) 

and 

(4.3) 

where i and i+ 1 refer to tabular latitudes below and above the receiver latitude, respectively. 

These values are further scaled up to the user altitude using a scaling factor derived from 

hydrostatic equation. The values of pressure (Ps), temperature (Ts) and water vapor pressure 

(es) at the user altitude h are estimated from the respective mean sea level values (Po, To and 

eo) using appropriate scaling factors as, 

Ps = khyd ' Po 

es / Ts = kwet • eo ITo 

and 

( P'h]R:P 
with khyd = 1- To and ( 

p. h](~:~g-I 
k = I--

wet T 
o 

(4.4a) 

(4.4b) 

(4.4c) 

(4.4d) 

Employing the above relationships the values of ZHD and ZWD are estimated 

[Saastamoinen, 1972; Davis et al., 1985; Askne and Nordius, 1987] as 
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(4.5) 

and 

(4.6) 

where g is 9.80665 mJs2
, h is the height (in meters) of the receiver above mean-sea level, gm 

= 9.784 . (l-O.00266·cos2<p - 0.00028· h) in mJs2
, q> is the ellipsoidal latitude and h is the 

height of the antenna site above the ellipsoid. 

In line with the above, this model is evaluated for the Indian region using atmospheric data 

from 18 different locations (Figure 4.2) spread over the Indian subcontinent spanning the 

latitude 8°N to 32°N. The mean atmospheric model for WTD is mainly governed by the 

values of the coefficients in Table 4.1, which does not show any seasonal variation for all 

the five model parameters in the latitude region ::s 15~. The mean values for Po, To and eo 

which are 1013.25 hPa, 301.7°K and 26.31 hPa, respectively, differs from the actually 

observed annual mean values in this region. In order to examine the deviation of this model 

for the Indian stations the true annual variation of these atmospheric parameters for all the 

18 stations are examined using daily data for five years from 1995 to 1999 and compared 

with the model values. This study revealed that the observed annual mean and its seasonal 

variation deviate signifIcantly from the model values using the coefficients given in Table 

4.1. The annual variations of ps. Ts and es at Trivandrum and Chennai (two stations located 

below I5°N) are presented in Figure 4.1 along with those for Ahmedabad and Delhi which 

are located at 23.06°N and 28.58~, respectively. For a comparison the values derived from 

WTD model is also presented (continuous curve) in Figure 4.1. As can be seen, the annual 

variations are relatively small at lower latitudes and increases with latitude. The most 

striking feature is that the values of Ps, Ts and es deviate significantly from the respective 

values obtained from WTD model. For those stations which are located at latitudes north of 

15°N though the WTD model shows a systematic annual variation, its amplitude is 

significantly lower than that of the true values. The phase of the annual variation also shows 

significant deviation from the model values. Surface temperature at Delhi and Ahmedabad 
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shows the prevalence of a sub-annual component also. The mean absolute deviation of the 

WTD model from the measured atmospheric parameters shows that the deviation in Ps and 

Ts increases with latitude. While the mean absolute deviation for Ps is 7 ± 2 hPa for the low 

latitude stations (Trivandrum and Chennai), it is of the order of 14 ± 5 hPa for the other two 

stations which are located north of 23°N. The maximum deviation of - 28 hPa for Ps is 

encountered at Delhi, which can lead to an error of - 6.5 cm in the estimated ZTD 

employing Saastamoinen model [Saastamoinen, 1972]. In case of es the mean absolute 

deviation ranges from 4 to 12 hPa and does not show any latitudinal trend. A maximum 

deviation of - 33.95 hPa is observed for es at Delhi, which can introduce an error up to - 44 

cm in the estimated value of ZWD. This shows that the mean atmospheric model employed 

in WTD is not adequate for the Indian region. This prompted the development of a new 

model exclusively for this purpose, which is detailed in the following section. 

4.2 Indian Region-specific Tropospheric Delay (IRTD) Model 

An Indian Region-specific Tropospheric (IRTD) Model applicable for the latitude 

region 5°N to 32°N is developed using the radiosonde data for five years (1995-1999) from 

18 selected IMD stations covering different climatic zones (Figure 4.2). All these !MD 

stations are in the proximity of the airports. The altitude profiles of P, Tand e obtained from 

the radiosonde data are used to develop monthly mean models of these parameters for all 

these stations. These are used to estimate the fJo and Ao (monthly mean values for fJ and A.). 

These values of fJo and Ao in each month are used to scale the Ps, Ts, and es to the respective 

mean MSL values (Pms)' Tmsl and emsl). The day-to-day and seasonal variation of Pms], Tms]' 

ems], f30 and Ao are studied in detail for all these stations. The time series of these MSL values 

are Fourier analyzed to determine the mean (Po, To, eo, f30 and Ao) as well as the annual 

amplitudes (P', r. e', p and A', respectively) for each of these stations. Once this is 

accomplished the stations are arranged in different latitude sectors, by grouping stations 

located almost at the same latitude and assigned a mean value for these parameters by 

averaging. These mean values in different discrete latitude sectors are further interpolated 

for a constant latitudinal interval of 5° and presented in the fonn of a look-up table as shown 

in Table 4.2. The phase offset epoch (do) is also estimated for each of these stations and 

optimized for a single value of 6 days for the whole sub-continent. Similar to WTD model, 
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the values of these parameters at any location in between the 5° latitude interval could 

further be obtained through linear interpolation (eqs. 4.2 and 4.3). These values could further 

be scaled to the user altitude employing appropriate scaling factors khyd and kwel (eq. 4.4). 

20 N 

•• , 
E 80 E 90 E 

Figure 4.2: Map showing the location of 18 stations spread across the Indian sub-continent 
covering different climatic zone used for this study 

Table 4.2: Look-up Table for IRTD Model 

Latitude Mean (1:.0) 
Po (hPa) To (K) eo (hPa) Po (KIkm) A" 

5 1005.95 302.00 29.62 5.58e-03 2.73 
10 1005.29 303.29 28.93 5.52e-03 2.69 
15 1004.97 306.26 25.67 5.71e-03 2.50 
20 1006.17 306.37 22.31 6.08e-03 2.33 
25 1004.65 304.51 21.5 6.14e-03 2.39 
30 1001.41 301.91 22.65 6.28e-03 2.60 

Latitude Amplitude (Li~) 
P' (hPa) rJK) e' (hPa) p(Klkm~ X 

5 -1.05 1.42 1.29 0.1ge-03 0.44 
10 -1.85 2.02 2.89 0.26e-03 0.45 
15 -4.50 3.78 6.82 0.67e-03 0.56 
20 -6.95 5.11 8.89 1.l7e-03 0.53 
25 -8.95 6.80 10.73 I.28e-03 0.40 
30 -10.3 8.72 11.69 1.17e-03 0.49 
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The desired atmospheric parameter for any particular day of the year (d) then is estimated 

incorporating the periodic function (eq. 4.1). The model parameters thus estimated for a 

particular location is then incorporated into the Unified Surface model [Suresh Raju et al .• 

2007a] in which a linear relation between ZHD and surface pressure is established based on 

linear regression (keeping zero intercept) (eq. 3.10) and a second order regression relation 

(eq. 3.12) is used for estimating the non-hydrostatic component of ZTD. 

4.3 Evaluation ofIRTD and WTD model for the Indian Subcontinent 

The accuracy of IRTD and WTD models over the Indian sub-continent is assessed by 

comparing the values of the hydrostatic and non-hydrostatic components of ZTD estimated 

from these models with those estimated using Unified Surface models employing measured 

atmospheric parameters (for Ps and es) as input. The surface meteorological data collected 

from different IMD stations on a daily basis are used as an input for the Unified surface 

models (eq. 3.10 and 3.12) to estimate both zenith hydrostatic delay (ZHDm) and zenith wet 

delay (ZWDm). Daily atmospheric parameters are also generated for the corresponding day 

number, using the periodic function (eq. 4.1) (suitably interpolating the coefficients from 

Table 4.2 using eq. (4.2)), which is used as input to the Unified Surface models (eq. 3.10 and 

3.12) to derive the dry delay (ZHD1RTD) and wet delay (ZWD1RTD). For an explicit inter­

comparison time series plots for ZHD1RTD and ZWD1RTD are generated for all these stations 

as shown in Figures 4.3 and 4.4 with the corresponding daily values of ZHDm and ZWDm 

superposed. Similarly the corresponding atmospheric parameters from the atmospheric 

model associated with WTD model (which also employs eqs. 4.1 and 4.2 but the coefficients 

as given in Table 4.1 with a value of 28 for do) is also estimated. These values are used for 

estimating ZHDwTD and ZWDwTD using the WTD model as given by eqs. 4.5 and 4.6. The 

time series plot of ZHDwTD thus obtained is also presented in Figure 4.3a and 4.3b by 

dashed curves. These Figures show that, the IRTD model agrees fairly well with the ZHDm. 

In most of the cases the ZHDwTD is larger than ZHDm. The difference between ZHDWTD and 

ZHDm increases with increase in latitude. Moreover, for those stations below I5°N, WTD 

model provides only a single value for the dry delay throughout the year where as in real 

case at these stations also the ZHDm show a significant seasonal variation even though the 

amplitude is relatively small (~ 4 cm). It may further be noted that the ZHD1RTD responds to 

the seasonal variations fairly well. Among the 18 met stations shown in the Figure 4.2, 
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Trivandrum, Portblair, Mangalore, Chennai, Goa, Vishakhapatnam, Mumbai and Kolkata 

are the coastal stations. Among these coastal stations, Trivandrum, Mangalore, Goa and 

Mumbai are located in the Arabian Sea side, while the rest in the Bay of Bengal (BoB) side. 

Portblair is an island in BoB. While Mangalore, Bangalore and Chennai are located almost 

at the same latitude but separated longitudinally, Bangalore is located in the plateau region 

which is around 930 m above MSL. Most of the low altitude coastal stations show high 

values of ZHD (greater than - 2.3 m) while that at Bangalore is - 2.1 m. For stations beyond 

l5°N the seasonal variation of ZHD1RTD agrees fairly well with that estimated using 

measured atmospheric data. The WTD model though also shows a seasonal variation for the 

high latitude stations, does not account for its large amplitude as well as there is difference 

in the phase also. For a better quantification, the rms deviations and maximum absolute 

deviations of the ZHD1RTD and ZHDwTD from ZHDm for all the stations are presented in 

Table 4.3. For near equatorial stations the rms deviation of ZHD1RTD is 0.3 ± 0.2 cm while 

that for mid-latitude region is 0.5 ± 0.4 cm. In case of the WTD model, the rms deviation of 

ZHDwTD is more than twice that of ZHD1RTD. Note that, while the maximum deviation of 

ZHD1RTD is around 3 cm for Lucknow, the corresponding deviation of ZHDWTD is - 5 cm. 

A similar time series plot of zenith wet delay estimated using the WTD and IRID 

models for all the stations along with the ZWDm are presented in Figures 4.4(a & b). The 

most striking feature in the figure is the ability of WTD model to estimate the seasonal 

variations of ZWD for the high latitude stations compared to ZHD (shown in Figure 4.3). 

The agreement between ZWD1RTD and ZWDm is much superior compared to that between 

ZWDwTD and ZWDm. For the near equatorial stations (Trivandrum and Portblair) the 

seasonal variation of ZWD is very small « 20 cm) and its amplitude increases with 

increasing latitude. Largest annual variation (~ 50 cm) in ZWD is observed at Delhi. The 

WTD model gives a single value for the wet delays for all the five near-equatorial stations 

all through the season even though the values of ZWDm show significant annual variation 

especially for Mangalore and Chennai. Being located at higher altitude the value of 

ZWDwTD for Bangalore is slightly low. Although it is clear from Figures 4.3 and 4.4 the 

WTD model improves in exhibiting the seasonal variation of ZHD and ZWD with increase 

in latitude but the overall rms deviation increases with latitude. Note that, the estimation of 

both ZHD and ZWD using IRTD model is always better even though it fails to capture the 

extremely high values. 
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Table 4.3: The rms Deviation and Maximum Absolute Deviation of IRTD Model 
(t.ZHD1RTD) and WTD Model (t.ZHDWTo) from Unified Surface Model (ZHDm). The Values 
Given with in the Bracket are Standard Deviations (0) of the Absolute Difference 

Stations 
rms deviation (+ 0") (cm) Max. Abs. deviation (cm) 

AZHDIRTD ~HDWTD ~HDIRTD ~HDWTD 

Trivandrum 0.3 (± 0.2) 1.3 C± 0.4) 1.4 2.8 

Portblair 0.4 C± 0.3) 0.5 C± 0.4) 1.4 2.2 

Bangalore 0.3 C± 0.2) 1.5 t± 0.5) 1.1 2.6 

Mangalore 0.4 C± 0.3) 0.7 C± 0.4) 1.6 2.1 

Chennai 0.5 C± 0.4) 0.9 C± 0.6) 1.5 2.4 

Goa 0.4 C± 0.3) 1.0 C± 0.6) 1.7 3.2 

Hyderabad 0.3 C± 0.2) 1.2 C± 0.8) 1.4 3.4 

Vishakhapatnam 0.5 C± 0.3) 1.4 C± 1.0) 1.7 4.0 

Mumbai 0.5 C± 0.4) 1.3 C± 0.7) 2.2 4.0 

Kolkata 0.5 C± 0.4) 1.5 C± 1.1) 2.2 5.1 

Ahrnedabad 0.5 C± 0.4) 1.5 C± 1.0) 2.7 4.5 

Bhopal 0.4 C± 0.3) 1.6 C± 1.0) 1.9 4.0 

Guwahati 0.6 C± 0.5) 1.7 C± 1.0) 2.4 4.2 

Jodhpur 0.5 C± 0.3) 1.8 C± 1.1) 1.6 4.8 

Lucknow 0.5 C± 0.4) 2.1 C± 1.2) 3.2 5.0 

Delhi 0.5 C± 0.4) 3.0 C± 1.3) 2.2 6.1 

Patiala 0.6 C± 0.4) 2.1 C± 1.2) 2.0 5.3 

Srinagar 0.6 C± 0.5) 1.2 C± 1.0) 2.5 4.2 

A detailed quantitative comparison of periodic models (IRID and WTD) for estimating 

ZWD with those estimated using measured surface atmospheric parameters over different 

stations is presented in Table 4.4. The nns deviation of ZWDIRTD from ZWDm is 4 ± 3.1 cm 

for near-equatorial stations and> 5 cm for mid-latitude region, while ZWDwTD deviates by 

7.8 ± 4.1 cm for near-equatorial stations and> 7 cm for mid-latitude region. Larger 

deviations (> 25 cm) for IRTD model are observed for Guwahati, Lucknow, Delhi and 

Srinagar, while those for the other stations are < 20 cm. In case of WTD model the 

maximum deviation is of the order of - 50 cm. The deviation of IRID model is quite 

significant (- 30 cm) at higher latitudes, especially over Delhi during the July-September 

(monsoon) period, which could be attributed to the advection of large amount water vapor in 

the atmosphere during the Asian summer monsoon. Collins and Langley [1998] reported 
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Table 4.4: The rms Deviation and Maximum Absolute Deviation of IRTD Model 
(AZWD1RTD) and WTD model (.1ZWDWTo ) from Unified Surface Model (ZWDm). The Values 
Given with in the Bracket are Standard Deviations (0") of the Absolute Difference 

rms deviation <± cr) (cm) Max. Abs. deviation (cm) 
Stations 

AZWDIRTD AZWDWTD AZWDIRTD AZWDWTD 

Trivandrum 3.3 <± 2.7) 9.0 <± 3.8) 16.7 24.5 

Portblair 3.8 <± 2.8) 8.2 <± 4.7) 15.6 18.2 

Bangalore 3.6 <± 2.8) 5.1 <±3.3) 17.8 19.5 

Mangalore 5.2 C± 3.8) 9.4 C± 4.4) 19.7 22.7 

Chennai 5.0 C± 3.6) 6.4 C± 4.3) 20.8 22.7 

Goa 5.4 (± 4.0) 8.2 C± 4.5) 19.0 20.1 

Hyderabad 4.8 C± 3.6) 6.2 C± 3.4) 19.6 18.4 

Vishakhapatnam 9.0 C± 4.6) 10.3 C± 6.2) 21.1 26.3 

Mumbai 4.4 C± 3.5) 7.4 C± 3.9) 20.0 18.4 

Kolkata 7.5 <± 4.9) 9.5 <± 6.2) 23.0 26.0 

Ahmedabad 5.8 <± 4.6) 8.0 <±3.8) 22.5 20.0 

Bhopal 6.3 C± 4.4) 7.2 C± 3.5) 18.1 17.4 

Guwahati 5.9 <± 4.1) 7.2 <.± 5.2) 24.8 26.0 

Jodhpur 7.8 C± 4.8) 10.0 C± 4.7) 24.0 22.0 

Lucknow 6.0 C± 4.4) 7.0 C± 4.6) 25.0 25.0 

Delhi 6.3 <.± 5.9) 7.0 <± 6.0) 29.5 33.6 

Patiala 5.6 C± 4.7) 6.2 C± 5.0) 22.5 27.6 

Srinagar 2.6 C±3.1) 31.8 C± 7.5) 25.7 49.7 

such extreme residuals (- 42 cm) at La Paz, Mexico, due to extremely large values of wet 

delay (-70 cm) associated with the passage of a tropical cyclone (Hurricane Flossie). 

Localized and short lived changes in weather systems could vary the tropospheric 

delay both temporally and spatially. To account for such short lived and severe variations in 

tropospheric delay, real-time meteorological measurements are to be incorporated in the 

models. Thus the periodic models (like IRID, WTD, etc.) fail significantly in such 

situations. A detailed comparison of WTD and IRTD models on a day-to-day basis with 

ZHD and ZWD estimated from Unified Surface models shows that the IRTD model predicts 

the mean hydrostatic component fairly well for all the locations over the Indian sub-
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continent for different seasons with mean absolute difference < 0.6 cm, while the deviation 

of the WTD «3 cm) is three times higher (Table 4.3). The deviation of ZWD is - 3-9 cm for 

IRTD model and - 5-11 cm for WTD model except at Srinagar. where the deviations are 

extremely high (- 31.8 cm), notwithstanding the fact that the phase of the annual variation 

predicted by WTD leads approximately by a month. The IRTD model estimates are found to 

be more close to the Unified surface model estimates over the Indian subcontinent. 

Table 4.5: The Mean and Standard Deviation of Absolute Difference and Maximum 
Absolute Deviation of IRTD Model (ZTD IF1.TD) from Ray-traced ZTD (ZTDTRuE). The 
Number of Good Profiles which could be Used for this Comparison is also Given in Last 
Column. Stations with Bold Face are the RIM Stations 

Abs.(ZTDIRTD - ZTDTRl1E) 

Station Standard 
No. of good 

deviation Maximum 
Mean (cm) (cm) (cm) 

profiles in 3 
years 

Trivandrum 5.9 4.3 18.8 216 
Portblair 5.7 4.6 17.8 58 
Bangalore 9.4 4.5 20.6 67 
Mangalore 5.3 4.4 22.4 173 

Chennai 5.5 4.3 22.0 196 

Goa 6.2 4.5 17.2 25 

Hyderabad 11.7 7.1 35.0 136 

Vishakhapatnam 6.5 4.4 18.2 92 

Mumbai 10.7 6.8 22.8 12 

Kolkata 10.1 5.5 26.5 170 
Ahmedabad 6.7 4.8 24.3 89 

Bhopal 10.9 7.0 23.6 20 

Guwahati 2.3 0.8 3.8 198 
Jodhpur 10.9 7.4 29.1 44 

Lucknow 8.6 5.6 24.8 80 

Delhi 8.6 6.2 27.7 167 
Patiala 5.4 3.6 ILl 8 

Srinagar 5.4 4.4 17.4 35 

4.4 Validation ofIRTD Model by Comparing it with True ZTD 

The IRTD model is further validated with the true value of ZTD obtained by ray­

tracing the refractivity profiles obtained from regular radiosonde data. Table 4.5 summarizes 

the comparison between the ZYD obtained from IRTD model (ZTD1RTD) and that estimated 
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by ray-tracing (ZTDTRl:E). The second column provides with the values for the mean of the 

absolute difference between the two estimates, along with their standard deviations in the 

third column. The maximum deviation of the IRTD model from the true values of ZTD is 

also reported in the fourth column. The last column shows the number of the available good 

data employed for deriving the statistics. For some stations the availability of good profiles 

is not enough to arrive at a better statistical conclusion (e.g. Patiala). For most of the stations 

the mean absolute deviation is <10 cm, except at Hyderabad, Mumbai, Kolkata, Bhopal and 

Jodhpur. The maximum value of absolute difference is as low as 3.8 cm (for Guwahati) and 

can be up to 35 cm (for Hyderabad). 

4.5 Summary 

A region specific tropospheric delay model for Indian region which is independent of 

any measured atmospheric parameters is developed. This model named as the IRTD model, 

has a 5° latitudinal interval and also accounts for the seasonal variation even below 15~, 

which is significant for the stations in the Indian peninsula. The IRTD model performs much 

better than the currently available WTD model over the Indian subcontinent and adjoining 

regions. Both the periodic models (IRTD and WTD) have limitations to account for the large 

variations in tropospheric delay caused by extreme and severe weather conditions. 

Comparison of IRTD estimated ZTD with that obtained from ray-tracing the refractivity 

profiles shows that IRTD model predicts the delay with an accuracy of - 10 cm. 

**** 
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A ground based GPS receiver tracking the transmissions from a cluster of GPS 

satellites are successfully used in pin-pointing its co-ordinate employing appropriate 

triangulation and subsequent inversion of the derived range information. This technique is 

well established in geodetic applications to measure the continental drift. As a by-product 

from these studies a residual component in the range information is extracted which is 

attributed to the extra path length due to tropospheric delay. As may be noted, this delay is 

estimated based on the accurate measurement of pseudo range using network of receiver 

sites distributed at different locations (which includes inter-continental baselines) tracking 

simultaneously each orbiting satellites and subsequent inversion of their precise position. 

Such GPS data from different parts of the globe is freely available throughout the day from 

the International GPS service (lGS) stations. 

The IGS stations formally established by the International Association of Geodesy 

(IAG) in 1993 (officially started its operations on January 1, 1994) is composed of more 

than 400 globally distributed permanent GPS tracking sites, three Global Data Centers, five 

Operational or Regional Data Centers, seven Analysis Centers, an Analysis Center 

Coordinator, and a Central Bureau. Each IGS site of the global network operates a dual­

frequency GPS receiver that records the continuous transmission from the GPS satellite 

averaged at 30-second intervals. The Jet Propulsion Laboratory (JPL) serves as its Central 

Bureau since 1999 and the Center of Orbit Determination in Europe (CODE) serves as the 

Analysis Center Coordinator. There are three IGS stations in India, two are at Bangalore and 

one is at Hyderabad. In the present analysis the GPS data from Bangalore and Hyderabad 

downloaded from the IGS website are used for estimating the tropospheric delay. Analysis 

of this data essentially requires the GPS data processing software, which is used for high 

precision geodetic measurements. The GAMIT 10.2 [MIT and S[O, 2000J software package 

developed collectively by Massachusetts Institute of Technology (MIT) and Scripps Institute 
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of Oceanography (SIO) is used in the present study to estimate 3-Dimensional relative 

positions of ground points and satellite orbits from GPS data. 

5.1 Processing of GPS Data 

In general, different IGS stations use different types of GPS receivers which store the 

data in different binary fonnat. To use from a common platform, it is essential to convert 

this data into a standard readable format. The flrst step involved in this analysis is to convert 

these binary fIles from different GPS receivers into a Receiver Independent Exchange 

(RINEX) format. The RINEX is a standard ASCII translation of the compressed receiver 

binary data fIle. The RINEX version 2.10 employed in the analyses deflnes six different 

RINEX flIes; (1) Observation data fIle, (2) Navigation message fIle, (3) Meteorological file, 

(4) GLONASS navigation message fIle, (5) geostationary satellite data files, and (6) satellite 

and receiver clock data files, each containing a header and data section. Along with RINEX 

data the GPS analysis also requires the broadcasted ephemeris data (BRDC files) and G-files 

information. The GAMIT 10.2 software, used to analyze the GPS data, estimates the orbital 

parameters of the satellites, solves for transmitter and receiver positions, accounts for 

Ionospheric delays, phase cycle ambiguities and clock errors following the differencing and 

double differencing techniques, in addition to solving for Tropospheric delay parameters 

along the line of sight up to the satellite. This tropospheric delay is then mapped to zenith 

direction using appropriate mapping function to yield ZTD. In solving for ZTD and other 

parameters using a constrained batch least-squares inversion procedure it uses different 

types of data files, like station coordinates, broadcast ephemeris for the satellite observed, 

phase and pseudo range observations, auxiliary information regarding the instrumentation. 

The GPS receiver data is arranged in different groups usually organized into sessions 

spanning 24 hour covering a single UTC day. These sessions are deflned by spans in which 

a group of receivers simultaneously tracks the phases of two or more satellites or vice versa. 

The data and other information are arranged in the prescribed fonnats for each session and 

are analyzed individually or combined with other sessions to estimate the required 

parameters. 

In order to estimate ZTD using GAMIT, both functional and stochastic models of GPS 

are to be properly defined. While the functional model describes the mathematical relation 

between the GPS measurement and the unknown parameters, the stochastic model describes 
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the statistical properties of the measurements, which are mainly defined by an appropriate 

covariance matrix indicating the uncertainty of, and the correlations between, the 

measurements [Rizos, 1997; Brunner et al., 1999]. The linear observation model for GPS 

can be written as: 

tJ= A x Ox),z + 0 (5.1) 

where tJ is the vector of obser,'uLlons in GPS phase measurements, A is the observations' 

matrix, Ox),z is the vector of unknown parameters including three-dimensional station 

position or baseline distances, station clock offsets, tropospheric delay, satellite clock and 

orbits and phase ambiguities, and 0 is the measured white noise. The most commonly used 

techniques in GPS analyses to estimate the parameters in Oxyz are either Kalman filtering or 

a piecewise linear least-squares (LS) solution method. 

The GAMIT software parameterizes ZTD as a stochastic variation from the 

Saastamoinen model with a piecewise linear interpolation [King and Back, 2000]. The 

variation is currently constrained to be a first-order Gauss-Markov (GM) process with a 

special power density (zenith parameter constraint) of 2 cmlsqrt (hour). This first-order GM 

process is used under the assumption that all the GPS measurements have the same variance. 

In some cases the baseline components may also be stochastically constrained. In standard 

stochastic models, it is assumed that all the carrier phases or pseudo ranges have the same 

variance and are statistically independent. Therefore, the observations are treated as 

independent and uncorrelated. 

The least-squares estimation is a piecewise LS technique where the observations are 

divided into segments of a specified time length. The normal LS solution to eq. (5.1) is: 

Oxyz = (ATWIArl ATn- 1 tJ (5.2) 

where n is the measurement noise of covariance matrix. In this piecewise LS technique the 

observation series, tJ, is divided in segments, z9;, of a specified length. These segments are 

treated separately and estimation is performed for the unknown parameters using the 

observations for the particular segment only. The solutions are then combined to get the 

estimates for the whole time series. The dominant measurement errors in GPS analyses are 

those caused by the multipath, ionosphere and orbit effects. These errors are quite different 

for each satellite. Therefore, the measurements obtained from different satellites cannot have 

the same accuracy due to varying noise levels [Wang et al., 1998]. Studies in precise GPS 
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positioning have shown that unrealistic stochastic models may lead to errors of up to 10-15 

mm in the height components [Satirapod et al .• 2002]. Therefore, selection of proper 

stochastic model has a significant impact on precise estimation of ZTD. The GPS 

measurement is made along the line of sight from the ground station to the satellite. Nie11 

mapping functions [Niell, 1996] for hydrostatic and non-hydrostatic components of the 

delay are used in GAMIT for mapping the measured tropospheric delay to the zenith 

direction. Various studies have shown that this mapping function is less sensitive to the 

lower limit of elevation angles compared to other mapping functions [Niell, 1996]. 

The GAMIT have options for manual, batch and automatic processing. In this analysis 

the automatic processing scheme, which enables easy handling of the data and analysis of 

the results is adopted. Another main reason for opting the automatic batch processing is the 

voluminous amount of GPS data to be processed. Figure 5.1 illustrate a schematic 

presentation of the GAMIT data processing scheme in a simple block diagram. On 

completing the processing for each day, a summary of the information regarding the number 

of stations used, the normalized rms values from the output file, the rms of the one way 

phase residuals for the best and worst stations as well as a list of any major adjustments done 

in the station coordinates are given as the output. This summary provides an idea about the 

quality of the processing and helps the user to use the GAMIT output for further analyses. 

GPS data from 
reference station and 
other ~tuion~ in the 
network. 

Satdlite Zenith Total Delay 
Ephemeri~ J I 
Information, -I GAMIT 10.2 processing I for the referenc e 

EOP,etc. station 

Ancillary data 
from other 
~ource~ 

Figure 5.1: Schematic representation of GPS data processing using GAMIT 
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5.1.1 Optimization of IGS Stations in GAMIT Analysis 

The choice of stations to be included in the network used for GPS analyses is of utmost 

importance because the accuracy of ZTD thus estimated strongly depends on the 

composition of the stations employed in the LS batch fitting process. A centered network is 

easy to compose and may serve a good job if the user is mainly concerned in parameters 

related to the particular station at which the baselines are centered. In the present study to 

initiate the analysis the network of stations are selected keeping the IGS stations at 

Bangalore and Hyderabad at the center. The other stations are selected such that they lie 

around the two stations. Based on this an experimental analysis is performed with GAMIT 

and optimization is carried out by changing the combination of other IGS stations selected 

which are mostly located over the Asian continent, Indian Ocean and Arabian Sea regions. 

In the initial phase 22 stations are selected based on availability and baseline geometry, 

which are presented in Table S.la. As the IGS station network over the Indian subcontinent 

is rather poor, the stations are selected keeping in mind the fact that inclusion of baseline of 

more than 2000 km is essential to achieve better accuracy of GPS estimation [Tregoning et 

al., 1998]. 

Table S.la: A List of 22 Stations used in the Initial Phase of GAMIT Analysis for 
Optimization Study Carried on Keeping IISC (India) at the Center of the Network. The 
Stations are Arranged Such that the Stations which are Eliminated in Each Trial Appear 
Sequentially from the Lower End of this Table 

S. No. IGS Station (Country) S.No. IGS Station (Country) 

I HYDE (India! 12 COCO (Australia) 
2 LHAS (China) 13 URUM (China) 
3 KIT3 (Uzbekistan) 14 MALI (Kenya) 
4 NTUS (Sin~apore) 15 SEYl (Seychelles) 
5 POL2 (Kyr~hyzstan) 16 KUNM (China) 
6 BAHR (Bahrain) 17 TERN (Iran) 
7 SELE (Kazakstan) 18 GUAO (China) 
8 WUHN (China) 19 CHUM (Kazakhstan) 

9 SHAO (China) 20 DGAR (Die~o Garcia) 
10 MALD (Maldives) 21 PIMO (philippines) 
11 BAKO (Indonesia) 22 MBAR (Uganda) 

The GPS data collected from all these 22 stations are processed for seven continuous 

days. From the output, the stations are arranged into a set of best and worst stations based on 

the quality of data used to perform the analysis depending on noise and bias components 

embedded in the data. From this, those stations having maximum post fit rms residual scatter 
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and large number of cycle slips (bias flags) are identified and removed. The analysis is 

repeated using the remaining stations. This iterative removal process is continued until a 

combination of stations having least post-fit rms error < 5 mm is attained with maximum 

data availability (with less cycle slips) from the satellite for each session. The summary of 

the analysis on optimization study is presented in Table 5.1 b. By systematic removal of 

stations having erroneous and less correlated data, the number of stations included in the 

processing is sequential1y reduced to 9 through different steps. As can be seen from the table 

the residual nns scatter reduced from 7.2 mm to 5 mm through this elimination process. The 

number of double difference statistics also decreases with decrease in number of stations, 

mainly because of the fact that the amount of data epochs decreases with the decrease in the 

number of stations included in the network. 

Table 5.1b: Optimization Study Results for the Selection of Stations 

Number of stations Average post-fit rms to 
Double difference Number of 
statistics. Post-fit double 

used for processing and by satellite (mm) 
nnns values differences 

22 7.2 0.19708 54821 
20 6.5 0.18916 51711 
15 6.5 0.18745 41314 
10 5.8 0.19960 26034 
9 5.0 0.20462 21087 
6 5.0 0.20449 11525 

From Table 5.1 b, it can be seen that processing the GPS data using either 6 or 9 

stations in the network give similar results in terms of post fit nnns (column 3) and residual 

rms statistics (column 2), Since the data epochs are less, the number of double differences in 

the processing is very small in the case when 6 stations are used. The number of double 

difference data becomes almost double in the case when data from 9 stations are used. This 

is quite significant in mitigating other errors. Note that there is no significant improvement 

in number of double differences statistics by including data from 10 stations and in fact, the 

addition of one more station has actually degraded the accuracy of analysis as seen in 

column 2 of Table 5.1 b. On the other hand, when the processing is carried out using data 

from 5 or 4 stations, the results are significantly inferior in terms of post-fit nns statistics 

and residual nns statistics. From this study it is concluded that the GAMIT analysis carried 

out using a combination of nine stations in the network yields results with optimum 

accuracy. The selected stations along with their geographical locations and their distance 
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from Bangalore are presented in Table 5.2. A pictorial illustration of the location of these 

stations is presented in Figure 5.2. 

Table 5.2: A List of IGS Stations used in the Present Study Along with the Geographical 
location of Each Station and Distances from Bangalore 

Location 
Latitude Longitude Ellipsoidal - Distance From 

(ON) (0 E) Height (m) Bangalore (km) 

IISC (India) 12.95 77.68 800.00 0.0 
HYDE (India) 17.25 78.33 441 .68 483.68 
LHAS (China) 29.66 91.10 3622.00 2313.78 
KITI (Uzbekistan) 39. 14 66.88 640.00 3083.36 
NTUS (Singapore) 1.35 103.68 79.00 3122.63 
POL2 (Kyrghyzstan) 42.68 74.70 1714.20 3295.81 
BAHR (Bahrain) 26.21 50.61 -17.03 3 167.14 
SELE (Kazakstan) 43.18 77.02 1340.00 3338.27 
WUHN (China) 30.53 109.22 25 .80 3739.62 
SHAO (China) 31 .09 121.20 22.21 4781.89 

Figure 5.2: The network of IGS stations in and around Bangalore 

5.1.2 Estimation of ZTD from GPS Data 

In the analysis of GPS data, the GAMIT 10.2 uses the raw data in RINEX fonnat at 30 

seconds interval for a period of two hours keeping a threshold cut off of 100 for the satellite 

elevation angle mainly to minimize the multipath error. This shows that each data segment 

going in to the GAMIT analysis spans for a period of 2 hrs and the software gives one value 

of ZTD as output for the desired station (Bangalore or Hyderabad as the case may be). This 
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allows 12 values of ZTD over a day separated by a time interval of 2 hrs. This is the basic 

resolution of ZTD obtained from this GPS analysis. 

1---- 2001-----·1----- 2·DO:Z-----+o>---- 20113-----i 
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Figure 5.3: Day-ta-day variation of ZTD derived from GPS data for the period 2001-2003 

The Figure 5.3 shows a time series plot of ZTD for Bangalore derived from GPS data 

(ZTDops) for a period of three years starting from January 2001 to December 2003. The 

seasonal variation of ZTDops is more or less similar in all the three years. In May and June 

2001, GPS data was not available. The values of ZTDops vary in the range 210 cm to 240 

cm amounting to annual amplitude of - ±15 cm. Low values of ZTDops are encountered 

during the winter months (with a mean of about 220 cm). From a lowest value of < 215 cm 

in February the value of ZTDGPS starts increasing from April reaching a mean high plateau 

value of about 235 cm during the summer monsoon period (June to October). The day-to­

day variability in general is large during winter months compared to that during the 

monsoon period which then could possibly be attributed to the corresponding variation in 

the non-hydrostatic component of ZTD. 

5.1.3 Comparison of GAMIT Derived ZTD with the IGS Operational Product 

As detailed above, the accuracy of ZTD retrieved from GPS data depends on the data 

quality as well as the network of stations used in the analysis. In order to evaluate the 

accuracy of the present analysis the values of ZTDGPS estimated using the GAMIT 

(ZTDGAMIT) is compared with those reported by IGS on their sites at SOPPACICSRC 
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archive available at http://gamer.ucsd.edu/pub/troposphere/. Two hourly values of 

ZTDGAMIT for Bangalore for the year 2002 is used along with the corresponding values of 
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Figure 5.4 Ca & b): A comparison of zenith delay estimated using GAMIT 10.2 (ZTDGAMIT) for 
Bangalore with that estimated by IGS (ZTD1GS) down loaded from the IGS web site. A time­
series comparison for different days in 2002 Ca), and a value-by-value comparison for the 
same data Cb). The unit-slope line also is shown in the base panel to illustrate the amount of 
deviation between the two 
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ZTD downloaded from the IGS website (ZTDIGs) is used for this purpose. Figure 5Aa shows 

a time series plot of the two on a day-to-day basis in which two different colors are used to 

distinguish the two curves. The values of ZTDGAMIT are plotted with continuous curve (grey) 

without symbols and the corresponding values obtained from IGS site are plotted (in red) 

with symbols but no lines to join them. As can be seen from the figure the deviation of these 

symbols from the curve is almost insignificant through out the period. For a more 

quantitative comparison, a scatter plot of the two generated by plotting the ZTDIGS against 

corresponding values of ZTDGAMlT is presented in Figure 5Ab along with the unit slope line. 

As can be seen the points are mostly aligned to the unit slope line, a very small scatter 

indicating a fairly good agreement between the two. The mean absolute difference between 

the two is < 8 mm. This small difference between the two could mostly be attributed to the 

difference in the software used for processing the data in the two cases and/or due to the 

difference in the IGS stations incorporated (in the network) for the analysis of GPS data. 

Difference in the operating system (UNIXJLINUX) could also be one of the factors 

responsible for this small deviation. However, within these constraints the difference 

between the two can be treated as insignificant. 

5.2 Comparison of ZTD Derived from GPS Measurements with those 
Estimated using Unified Models 
In order to assess the accuracy of the Unified models the values of ZTD estimated 

based on relevant surface meteorological parameters is compared with the corresponding 

values derived from GPS measurements. Figure 5.5 shows a time-series plot of daily ZTD 

values derived from GPS measurements at Bangalore along with the corresponding values 

estimated using the Unified Surface model (eq. 3.10 and eq. 3.12) and Unified Hopfield 

model (eq. 3.14) for a period of 2 years starting from January 2003 as a typical example. 

Both these models though agree fairly well with the GPS measurements in most of the days, 

in an average the model values are slightly larger than the ZTD derived from GPS 

measurements. This indicates that in most of the cases both the models overestimate ZTD, 

which is particularly common during the winter season. A direct comparison of the two is 

accomplished by plotting the model-derived ZTD against the corresponding values obtained 

from GPS measurements. A scatter plot thus obtained for surface model with GPS 

measurement is shown in Figure 5.6a and that obtained for the Hopfield model with the GPS 
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measurement IS shown In Figure 5.6b along with the unit slope line to illustrate the 

devi.ations. 
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The mean absolute difference is of the order of 3.4 to 4.0 cm with a standard deviation

of - 2 cm . More num bers of points are aligned below the unit slope line indicating that in

general the model estimates are larger than the GPS derived values. This deviation is

relatively large for low values of ZTD. It should be worth in this context to note that as no

direct measurements of surface meteorological parameters arc available from the GPS site.

the data from the nearest met-station (or IMD) is used . The altit ude (above MSL) of IMD

station is - lOO m large r than that of the GPS station. Even ignoring the effect due 10

horizontal separation. this altitude differe nce can introduce a difference in surface pressure

by - 10 hPa (less at IMD) ass uming a pressure scale height of 8 km. Thi s can lead to a

pos itive bias of - 0.023 m in ZTD.

Similarly ZTD estimated from the Unified models is compared with the corresponding

value derived from GPS measureme nts for Hydcrabad, a time-series plot of which is

presented in Figure 5.7 for a period of 2 y~~rs sta rting from January 2003 . Figure 5.7 shows

that the annual mean of the ZTD is - 2.4 m, which is higher than that at Bangalore.
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Figure 5.7: A time series plot of daily ZTD derived from GPS data for Hyderabad along with
the corresponding plots of ZTO derived using the Unified Surface model and Unified Hopfield
model
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Figure 5.8 shows scatter plots of ZTD estimated from GPS data with the two Unified 

models. This shows that for Hyderabad the Unified Surface model estimates better than the 

Unified Hopfield model. The mean absolute difference is 4.37 ± 3.25 cm for Unified Surface 

model and 7.4 ± 3.7 cm for Unified Hopfield model. Moreover, the ZTD values estimated 

using Unified Hopfield model is biased throughout the period. 
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Figure 5.8: Scatter plots of GPS derived ZTD verses model derived values for Hyderabad on 
different days during the period 2003 - 2004, a time series of which is shown in Figure 5.7; 
Unified Surface model verses GPS derived values Ca) and Unified Hopfield model verses GPS 
derived values Cb). The unit slope line also is shown in these figures 

It may be recalled here that the mean absolute differences between ZTD estimated from 

Unified models and ZTDGPs are almost similar as it was with ray-traced values for 

Bangalore (- 4.75 cm for Unified Surface model and - 4.5 cm for Unified Hopfield model). 

For Hyderabad the deviations of the Unified models from the ZTDGPs is almost half of the 

deviations from the ray-traced values. 

5.3 Comparison of ZTD Derived from GPS Data with those Estimated 
from IRTD and WTD Models 

The GPS data collected for a period of one year from the two IGS stations at 

Bangalore and Hyderabad are used to validate the ZTD values derived from the IRTD and 

WTD models. Based on the quality and availability of GPS data, the values of ZTDGPs for 

Bangalore are estimated from January 2002 while that for Hyderabad from January 2003. A 
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time series plot of ZTD obtained from GPS data (ZTDGPs) along with those obtained from 

IRTD (ZTD1RTD) and WTD model (ZTDwTD) for Bangalore and Hyderabad are presented in 

Figure 5.9 (a-b). As the GPS data is processed at 2 hr interval all the 12 values of ZTDGPs 

derived from this data on each day are averaged and the mean value is plotted in this figure. 

The vertical bars representing the standard deviations indicating the amplitude of diurnal 

variability, while the models give only one mean value for each day. As can be seen from 

the figure for Bangalore, the WTD model does not show any seasonal variation for ZTD as 

depicted by the respective value derived from GPS data. The IRTD model could provide the 

seasonal variation of ZTD1RTD to a large extent notwithstanding the fact that the annual 

amplitude is slightly less (while the annual amplitude of ZTDGPs is > 20 cm that for 

ZTD1RTD is around 7 cm). For Hyderabad, which is located - 5° north of Bangalore and also 

at a lower altitude (- 500 m above MSL) the values of ZTD in general are larger than that 

for Bangalore. The amplitude of the annual variations also is large for Hyderabad. Being 

located at a latitude> 15"N, the WTD model depicts a small seasonal variation for ZTD with 

an amplitude of - 2.5 cm. The IRTD model shows significant improvement in representing 

the seasonal variations of ZTD (with amplitude of - 15 cm) while the ZTDGPS shows an 

annual amplitude of - 25 cm. Quantitatively, from Figure 5.9, the rms deviations of the 

ZTD1RTD from ZTDGPS, for Bangalore and Hyderabad are - 4.7 (± 3.2) cm and - 5.2 (± 3.3) 

cm, respectively, while the rms deviations of ZTDwTD are - 6.0 (± 3.6) cm and - 7.0 C± 3.6) 

cm. A detailed comparison of WTD and IRTD models on a day-to-day basis with ZTD 

estimated from GPS data shows that the latter model predicts the ZTD fairly well for both 

the IGS stations over the Indian sub-continent for different seasons. The rms deviation of 

ZTD is 4-5 cm for IRTD and 6-7 cm for WTD. But, the phase of the annual variation 

predicted by WTD leads approximately by a month. The IRTD model is at par if not better 

than the WTD model as far as the Indian sub-continent is considered. 

It would be worth in this context to note that since all these region specific models 

(WTD, EGNOS, IRTD, etc.) are derived based on the mean annual variation of surface 

atmospheric parameters and they could deviate more from real values under abnormal 

climatic conditions like prolonged drought, as well as during short-term weather changes 

like cyclones, cloud burst, strong thunder showers etc. A typical example of this is observed 

at Hyderabad during May-June of 2003, when the region experienced an abnormal drought 

for a prolonged period of about 2 months. As can be seen from Figure 5.9b, the models 
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significantly overestimate the delay at Hyderabad during these months while no such 

abnormality is observed at Bangalore. In this context, the surface meteorological data at 

Hyderabad during 2003-04 is examined. Figure 5.10 shows the day-to-day variation of Ps, 

Ts and es for Hyderabad for the years 2003 and 2004, which shows abnormally low values 

of es and high values of Ts during May-June of 2003 (compared to those during the same 

period in a normal year as 2004). Low water vapor content in the atmosphere has 

significantly reduced the wet component of the zenith delay thereby resulting in an 

overestimate for the model. The maximum error in ZTD estimated from IRTD model for 

Hyderabad during this 45 day period is - 15 cm. A 'rule of thumb' [MacMillan and Ma, 

1994] states that an equivalent zenith atmospheric error will imply an error 3-4 times larger 

for the vertical coordinate. In this case 15 cm error in the ZTD means approximately 0.5 m 

error in the vertical positioning. For an aircraft flying above its intended height, given an 

unfavorable satellite constellation and unusual weather conditions, vertical position biases of 

up to 4 m are possible for wide-area differential users, solely due to mis-modeled 

tropospheric delays [Collins and Langley, 1998]. However, in such situation, the regional 

tropospheric delay models like Unified surface models with near real time atmospheric 

parameters as input is a good option. 

30 

ro 24 
a. 18 .I:: -- 12 0)'" 

6 

0 

318 

~ 312 

~ 306 

300 

294 

960 -ro 
~ 952 

'" Q.. 944 

936 

0 

0 

0 

HYDERABAD 

60 120 180 240 300 360 420 480 540 600 660 720 

60 120 180 240 300 360 420 480 540 600 660 720 

1)0 "\20 180 240 300 360 42.0 480 540 600 660 720 
DOY from 1'" January 2003 

Figure 5.10: day-to-day variation of PSI Ts and es for Hyderabad for the years 2003 
and 2004 



chayt(T 5 142 

But when such direct measurements at that location are not available another option 

available for this purpose would be the NCEPINCAR reanalysis data. So as an alternate 

measure the applicability of the Unified surface model with NCEPINCAR predicted surface 

values (Ps and es) as inputs for estimating ZTD is examined. Figure 5.11 shows a time series 

plot for the ZTD estimated using six-hourly NCEP/NCAR reanalysis data for Ps, Ts and es 

as input to the Unified surface model along with the ZTD estimated from GPS data for 

different days at Hyderabad for the year 2003. On an average the agreement is fairly good 

especially during the extreme weather condition prevailed during May-June 2003. However. 

there is a general bias throughout the year, which amounts to 7 ± 4.5 cm. This bias could be 

attributed to the overestimation in the Ps and es values from NCEP/NCAR reanalysis, 

compared to real measurements near the surface at the GPS site. This shows that in case 

when measured surface meteorological data are not readily available the reanalysis data 

from NCEP/NCAR could be a good option. However, further routines to provide the 

NCEP/NCAR prediction in real-time is to be developed for this purpose. 
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5.4 Periodic Variations in ZTD 

The zenith tropospheric delay estimated from GPS measurements (as detailed in 

Section 5.1.2) with a temporal resolution of 2 hrs, for Bangalore and Hyderabad are 

examined in detail to study the associated periodic variations. This would help to understand 

and estimate the variability in ZTD values due to the various atmospheric oscillations. This 

will be important infonnation for improving the accuracy of the periodic models (e.g. IRTD, 

WTD ete). As a typical sample the temporal variation of ZTD at Bangalore for a few days in 

the year 2002 (starting from day number 161 to day number 171, corresponding to the 

month of June) is presented in Figure 5.12. This data in fact is zoomed from Figure 5.3 to 

illustrate the nature and amount of temporal variability. The mean value of ZTDops during 

this period is - 235.3 cm with a standard deviation of 1.18 cm. These values are relatively 

small in the morning hours and increases in the afternoon. These temporal variations in 

ZTDops could be attributed to corresponding changes indifferent atmospheric parameters 

(such as pressure, temperature and humidity). The amplitude of diurnal variation shows a 

significant variation from day-to-day (1-4 cm). As these ten days belong to June, when the 

South West monsoon is quite active over this region, the day-to-day variability in mean 

ZTDops is rather small. A close examination of Figure 5.12 shows that the value of ZTDops 

shows a peak around 18:00 lITe (corresponding to 23:30 1ST) on almost all the days. The 

time series plots in Figures 5.3 and 5.12 show that the conspicuous components in the 
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Figure 5.12: Day-ta-day and diurnal variation of ZTD derived from GPS data for 10 
days eDDY 161 to 171 in the year 2002) 
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temporal variations of ZTDops are the diurnal, seasonal and annual oscillations. In the 

following a detailed analysis of these periodicities are carried out for Bangalore and 

Hyderabad. 

5.4.1 Mean Diurnal Variations of ZTD in Different Months for Bangalore and 

Hyderabad 

To study the mean diurnal pattern of ZTD and its month-to-month variations at 

Bangalore and Hyderabad (IGS stations over Indian region), the two hourly values on 

different days in a month are grouped, averaged and a time series plot is generated. A set of 

such plots generated for the year 2002 for Bangalore is presented in Figure 5.13 and that for 

Hyderabad is presented in Figure 5.14. Examining the diurnal variation of ZTD for 

Bangalore it can be seen that the diurnal amplitude is very small with its maximum value not 

exceeding 4 cm. This shows a pronounced variation with season. In general, the prominent 

peak in ZTD is observed close to midnight (22:00 1ST) with a small secondary peak around 

10:00 1ST. Interestingly in April the diurnal variation of ZTD is almost negligible and shows 

a small dip close to 16:00 1ST which is in contrast to other months. The diurnal amplitude is 

very small during the January to April period (which are mostly the dry months) and 

maximum amplitude is observed during June - November period. On comparing the diurnal 

variation of ZTD in different months for Hyderabad (Figure 5.14), it is observed that in 

general these diurnal patterns are more or less similar to the corresponding curves for 

Bangalore. A prominent peak in ZTD is observed around 22:00 1ST with a small secondary 

peak around 10:00 1ST. The amplitude of the diurnal variation is very small during the 

December to March period and high in June (beginning of SW monsoon) and October 

(beginning of NE monsoon). 

This study reveals that the magnitude of the diurnal variation at these two sites 

depends on the availability of water vapor in the atmosphere. At both these stations, the 

diurnal amplitude is large during the monsoon period with minimum day-to-day variations 

(indicated by vertical lines) when the atmospheric water vapor content is fairly large. This 

indicates that the diurnal variation in ZTD could mainly be contributed by corresponding 

variation in the ZWD. 
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Figure 5.13: Mean diurnal variation of tropospheric zenith delay in different months for 
Bangalore estimated from GPS data with vertical bars showing the standard error 
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5.4.2 Month-to-month (Seasonal) Variation in ZTD 

To study the mean month-ta-month variation of ZTD, the values of ZTDGPS for a 

particular standard time (17:30 1ST in the present case) in each month are grouped and 

averaged to get a mean value for that month. This is repeated for different months for 

Bangalore and Hyderabad. Figure 5.15 shows a plot of the month-ta-month variation of 

mean ZTD at 17:30 1ST for 2003 at Bangalore and Figure 5.16 shows the same for 2003 and 

2004 at Hyderabad. A lowest value of 2.2 m is encountered at Bangalore during February 

and highest value of 2.33 m during the period June to November, while at Hyderabad low 

values of ZTD (- 2.3 m) are encountered during December with a peak (- 2.5 m) during 

July. In the year 2003 there is a dip (in ZTD) in May for Hyderabad. As detailed in Section 

5.3, the year 2003 Hyderabad had an abnormally severe drought in May which lead to 

abnormally low values of ZTD. Except for this, the annual pattern of ZTD for the year 2003 

matches fairly well with that for 2004. As seen from Figure 5.9b, 2004 is a normal year, and 

hence the annual variation of ZTD for this year presents the general feature of the annual 

variation of ZTD at Hyderabad. The net annual amplitude of ZTD for Bangalore is - ± 7.5 

cm while that for Hyderabad is - ± 10 cm. As can be seen from these two figures, the 

seasonal patterns of ZTD differ at these two locations. While the value of ZTD at Bangalore 
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Figure 5.15: Mean annual variation of tropospheric zenith delay at 17:30 1ST for 
Bangaiore derived from GPS data (vertical bars showing the standard error) 
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Figure 5.16: Mean annual variation of tropospheric zenith delay at 17:30 1ST for 
Hyderabad derived from GPS data (vertical bars showing the standard error) 

remains low during the December-February period and shows a broad peak during June to 

November with a steady increase during the March to May, the month-to-month variation of 

ZTD at Hyderabad shows a prominent well defined peak during July (with relatively high 

values from May to November) and low during December-January. A small secondary peak 

is observed during February-April in 2003, which could be an abnonnal variation. The 

prominent difference in the annual variations of ZTD at the two sites could mainly be 

attributed to the difference in seasonal pattern of the columnar water vapor content, which is 

examined in detail in the following section. 

5.4.3 Atmospheric Oscillations in GPS Derived ZTD 

Since the ZTD derived from GPS measurements is a function of both the pressure and 

water vapor in the atmosphere it should show the oscillations at tidal frequencies 

[Humphreys et al., 2005]. Atmospheric tides are the persistent global oscillations that are 

observed in all types of atmospheric fields, including wind, temperature, pressure, density, 

geo-potential height and water vapor. The periods of tidal oscillations are integer fraction of 

a solar or lunar day. The solar diurnal (51) and semi-diurnal (52) tides have 24 hr. and 12 hr. 

periods, respectively, while the Lunar diurnal period (M1) and semi-diurnal period (M2) are 

of the order of 24.8 hr. and 12.4 hr. These tidal oscillations are further characterized by their 
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sources. The moon's gravity forces the lunar atmospheric tides, whiJc solar atmospheric 

tides can be excited in several ways. including absorption of solar radiation , large-sca le 

latent heat release associated with deep convective clouds in the troposphere, and the 

gravitational pull of sun. The wavelet analysis of the two-hourly values of ZTDGl's during 

the year 2002 at Bangaiore is carried out to study the tidal oscillations. Wavelet analysis is 

the breaking up of a signal into shifted and scaled versions of the original (or mother) 

wavelet. In this process, a signal is split into an approximation and a detail. The 

approx.imation is further split into a second-level approximation" and detail. This process is 

repeated for a number of times. For n-Ievel decomposition. there are n+ I poss ible ways to 

decompose or encode the signal. This analysis is capable of revealing different aspects of 

data (like trends, breakdown points. discontinuities in higher deri vatives , and self-similarity) 

which the other conventional signal analysis techniques generally miss . In this study, the 

wavelet analysis shows a prominent SI (24-hours) and S2 (12-hours) oscillations. The 

Morlet wavelet function is used (as a mother wavelet) because localization of signal 

characteristics in time and frequency domains can be accomplished very efficiently with this 

wavelet function. Figure 5. 17 shows the tidal oscillations seen in the ZTDGPS for the four 

1$2 ,.. 100 I" '" 202 20S 210 
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273 2T7 al 211& 2" 2U 2e7 .101 
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Figure 5.17: wavelet analysis carried out on ZTDGPS over Bangalore showing all the tidal 
oscillations for four months (a) January (winter), (b) April (pre-monsoon), (c) July (SW 
monsoon) and (d) October (NE monsoon) 
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months (representing four seasons) over Bangalore. The amplitudes of these variations are 

large during the period June to October and low during the winter period. The surface 

pressure (Ps) is also subjected to similar wavelet analysis 10 extract the tidal osci llations. 

Figure 5.18 shows the wavelet analysis of the Ps obtained every three hour from the IMD 

observations for the same four months, representing the winter, pre-monsoon and the 

monsoon seasons. Both the S I and 52 oscillations are very prominently observable in these 

Figure 5.18: wavelet analysis carried out on Ps over Bangalore (showing tidal oscillations) 
for four months (a) January (winter), (b) April (pre-monsaon), (c) July (SW monsaon) and 
(d) October (NE monsoon) 

figures . The manifestation of the prominent tidal oscillations (5 I and 52) revealed in Ps is 

observed in ZTDGPS also. Over and above, a few other hannonics are also observed in ZTO 

which could be due lO the atmospheric waler vapor. To accounl for these oscillations the 

hydrostatic component of ZTO is estimated from the Ps (using eq. (3.lO)) and subtracted 

from the ZTDGPS to estimate the ZWDGPS. A wavelet analysis is performed on ZWOGPS and 

the results for the same four months are presented in Figure 5.19. This analysis clearly 
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indicates that the periodicities associated with ZTDGI>s are modulated by the periodicities 

prevailed both in atmospheric pressure and water vapor. 

Figure 5.19: wavelet analysis carried out on ZWDGPS over Bangalore (showing tidal 
oscillations) for four months (a) January (winter), (b) April (pre-monsoon), (c) July (SW 
monsaon) and (d) October (NE monsaon) 

5.4.4 ISO and other Planetary Oscillations in ZTDcps 

The Intra Sea .. onal Oscillations (ISO) is a topic of significant interest in meteorology 

and atmospheric science mainly because of its complexity as well as a wide range of 

processes with which they interact with the atmosphere. During the Northern Hemisphere 

winter, the westerly oscillation (30-60 days) is generally referenced as the Madden-lulian 

Oscillation (MJO) [Madden and iulian, 19941. Strong ISOs are also observed over the 

monsoon regions during summer, where the dominant mode is the northward propagation or 

sudden northward shift of convection and rainfall, associated with the onset and break 

monsoon [Webster et al., 1998]. The physical basis for the existence of ISOs and their role 

in monsoon dynamics is a subject of great interest. In this context the wavelet analysis is 

carried out to study the intra·seasonal oscillations in ZTDGPS (Figure 5.20). The prominent 
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oscillations seen are the semi-annual oscillations. 120 days. 90- 100 days, 30-90 days (MJO). 

The 60-90 days oscillations are prominent throughout the year however the intensity 

decreases in the monseen season. The 90-100 days periodicities are visible for winter season 

only. In addition to 1505 various planetary scale waves (with periodicities of 27 days, 16 

days. and 5 - 10 days) are also observable in Figure 5.2Oc. The 16 day oscillation is well 

pronounced during pre-SW monsoon (March-April) and pTe-NE mansoon season 

(September). The 5-10 days oscillation is prominent almost through out the year except 

during the summer mensaon (June-September) period. A better understanding of these 

prevailing osci llations will help to improve the periodic models used for the estimation of 

ZTD. 

Figure 5.20: wavelet analysis carried out on Z1'OGPS over Bangalore showing seasonal 
oscillations 

5.5 Summary 

The tropospheric delay is derived from the GPS data collected at Bangalore and 

Hyderabad using GAMIT 10.2 software package. The diurnal variation of ZTD is also 
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studied with GPS measurements. The GPS derived ZTD values over Bangalore and

Hyderabad are compared with those estimated from the Unified models. The Unified

Surface model estimates agree fairly well with the GPS derived values with in - 3.4 cm for

Bangalore and - 4.34 cm for Hyderabad. In case of Unified Hopfield model the attainable

accuracy is - 3.9 cm for Bangalore and - 7.4 cm for Hyderabad.

In a few practical applications when the measured surface parameters are not readily

available the Unified models cannot be used for the estimation of ZTD. In such cases, a

conventional method devoid of any measured atmospheric parameters but depending on the

geographical location and day of the year (e.g. IRTD model) becomes handy. The present

study shows that on an average the IRTD model developed based on Indian atmospheric

conditions could be incorporated for aircraft navigation within the acceptable error limits.

This model performs much better than the currently available WTD model over the Indian

subcontinent and adjoining regions. A comparison of the model derived ZTD with GPS

derived values from the two IGS stations, Bangalore and Hyderabad, shows a fairly good

agreement, with a mean absolute difference of - 5 cm and a maximum difference of - IS

cm, which corresponds to a maximum - 0.5 m error in vertical position coordinate in aircraft

navigation considering the lowest satellite elevation of 5°. This model works out to be a

better alternate for the GPS based navigation over the locations where directly measured

surface atmospheric data is not available, even though like all other globally used periodic

models this model also fails to respond to sudden and abnormal weather conditions. The

potential of using NCEPINCAR reanalyzed surface atmospheric data to estimate the ZTD

appears to be a better substitute in this context.

The various periodicities in the GPS derived ZTD are studied to account for the

variability in ZTD due to the atmospheric oscillations, which could improve the existing

periodic models for ZTD. The potential of GPS derived ZTD data to study tidal, intra

seasonal oscillations and various planetary waves are also illustrated in this study. The GPS

estimated ZTD shows the signatures of prominent periodicities that are quintessentially

present in the lower atmosphere (which is the source region).

****
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~PPIN6 FUNCTION FOR TROPOSPHERIC DELAY 

6.0 Introduction 

The tropospheric delay along the line of sight of the satellite is estimated by 

multiplying the zenith delay with a geometric factor [Davis et al., 1985], known as 

"mapping function (MF)". This function describes the angular dependence of the delay 

assuming an azimuthal symmetry for the atmospheric parameters. Very Long Baseline 

Interferometry (VLBI) employed for geodetic applications uses the zenith tropospheric 

delay calculated a priori from the surtace atmospheric parameters [Herring et al., 1990 and 

Ma et al., 1990] as described in Chapters 2, 3, and 4 and projects it in to the satellite 

direction. One of the major factors which limits the accuracy of this slant projection, 

particularly at very high zenith angle (> 75°), is the uncertainty associated with the MF (due 

to the horizontal inhomogeneities in atmospheric parameters employed in modeling the 

MF). For a static station this error influences the geodetic results as (l) an additional scatter 

on timescales from sub-daily to annual and (2) a bias which depends on the maximum 

observed zenith angle. The latter effect which was examined in detail by Davis et al., [1985] 

observed to have a systematic change in the estimated parameters, primarily the local 

vertical coordinate of the GPS receiver antenna position leading to the estimated baseline 

length when data at maximum zenith angle are used. In water vapor estimation the GPS data 

recorded at large zenith angles (- > 85°) are used mainly to achieve a longer path length 

(and hence to intercept a higher amount of water vapor). In GPS based navigation some 

high zenith angle measurements is essential mainly for maintaining a good GDOP [Ramjee 

and Ruggieri, 2005]. 

For convenience the MF is separated into two components, one for the hydrostatic 

delay and the other for the non-hydrostatic (wet) component [Davis et al., 1985]. These 

mapping functions, which are independent of the azimuth angle are formulated by fitting 

coefficients a, b, and c in the form of continued fraction [Marini, 1972] as described in 

Chapter I (Section 1.7.1) separately for hydrostatic and wet components. However, as the 
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hydrostatic delay contributes - 90% of the total delay, development of a mapping function 

for this component becomes more vital. In this chapter the global MFs, detailed in Section 

1.7 is examined for different stations. Along with this an attempt is made to modify the 

Chapman's grazing incidence function [Chapman, 1931], Ch(X,z), to suit this purpose. This 

"Chi" function is mainly used to describe the attenuation of solar radiation by the 

atmosphere in which the density is decreasing with increase in altitude (z), as function of 

zenith angle (Xl, atmospheric scale height (H). The results obtained by using this modified 

Chi function is compared with that obtained using other global MFs is presented in this 

chapter. 

6.1 Slant Tropospheric Delay and True Mapping Function 

Applying ray-trace technique described in Chapter 2 to monthly mean refractivity 

profiles obtained from radiosonde measured profiles of P, T and e, the slant delay is 

estimated for different zenith angles ranging from 0° to - 90°. The variation of the slant 

delay with zenith angle for Trivandrum is presented in Figure 6.1 along with its hydrostatic 

and wet components. Note that, the ray-tracing also assumes horizontal stratification of the 

atmosphere. The tropospheric delay, which is around 2.5 m in the zenith direction increases 

up to - 90 m for zenith angles close to 90° (z= 89.8°). 

100 100 

-80 _80 .§. .§. 
>-
III >-

Gi III 

~ 60 
Gi 
C 60 
.~ 

Cl) E .c 
~ (I) 
", 0 
[40 ~ 40 
0 >-
~ ::I: -C c:: 

'" III en 20 in 20 

o 20 40 60 80 o 20 40 60 80 

Zenith Angle (deg) 

40 

35 

30 

E 25 
>­
'" ~ 20 
a; 
~ 15 
C 
'" in 10 

5 

O-l-----

o 20 40 60 80 

Figure 5.1: Ray-traced values of .:lR. 1 SHD and SWD for 8947 angles between 0° to 
90° zenith angle for Trivandrum (B.47° N). 
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The corresponding variation in the slant hydrostatic delay component (SHD) is from 2.3 m 

to 70 m while that for the slant wet delay component (SWD) is - 0.2 m in the zenith 

direction and - 15 m when zenith angles approaches to 90°. The mapping function is usually 

defined as the ratio of the delay ~R in oblique and the zenith direction (eq. 1.41), estimated 

from Figure 6.1 (the true mapping function) is presented for the dry and wet components in 

40 60 
--True MF (dry) - - - True MF (wet) 

35 
50 

30 
t: 
0 40 ;:; 25 u 
t: 
:::l 
U. 20 30 
Cl 
t: 
'Q. 

15 Co 
ca 20 
::E 

10 

10 
5 I 

'" 
0 0 - - - -- ----

0 20 40 60 80 0 20 40 60 80 

Zenith Angle (deg) 

Figure 6.2: True mapping function estimated using Ray-trace Technique over 
Trivandrum (8.47° N). 

Figure 6.2. Both these components show an exponential increase with zenith angle. Increase 

in the wet component of MF is slightly larger than that of the dry component especially for 

zenith angles beyond - 800
• Note that, as the above MF is derived using the altitude profile 

of atmospheric refractivity through ray-tracing in the appropriate direction, it can be taken to 

be a more realistic value subject to the assumption of horizontal stratification. But in 

practical application it may become necessary to use an analytical function for estimating 

the MF without adopting a complex ray-tracing through realistic atmosphere. In the earlier 

attempts by Saastamoinen [1972] the zenith hydrostatic delay is estimated using surface 

pressure and further mapped in slant direction using a simple lIcos(z) function. As in these 

efforts he used X < 70°, this simple function was reasonably adequate for the estimation of 

slant delay. Subsequently, a number of mapping functions were developed to estimate the 

function at larger zenith angles [Marini, 1972; Ijadis, 1986; Herring, 1992; Niell, 1996; 

Boehm et aI., 2006a]. The commonly used MFs and the required input parameters are 
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Table 6.1: Parameterization of Mapping Function coefficients. Abbreviations arex -
zenith angle, P - total pressure; e - water vapor pressure; T - temperature;A. - latitude; 
h - height of the station above geoid; DQY - time in UTC days since the beginning of the 
year. 

Mapping 
Reference 

Maximum Required input 
Function zenith angle Hydrostatic Wet 
TrueMF Section 6.1 - X, P, TprofiIes X, e, T profiles 

HMF Herring [1992] 85° X, T,A,h X,T,A,h 
f---

87° NMF Niell [1996] X,DOY, A, h X,A 

GMF 
Boehm et al. 88° 

ERA40 data at ERA40 data at 
[2006a] 15° x 15° 15° x 15° 

presented in Table 6.1 for a quick comparison. These MFs also uses look-up tables and 

periodic functions to compute their respective inputs based on day-of-year and latitudes. A 

detailed discussion of these mapping functions is presented in Section 1.7. Of these 

functions, the GMF developed by Boehm et al. [2006a] can be used up to a zenith angle of 

88°, even though the deviation from true value increases with increase in zenith angle. This 

function however, utilizes the ERA40 data as input while NMF employs only day-of-year 

(day), latitude (A) and altitude (h) of the station. 
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For a typical illustration of the accuracy achievable by these mapping functions the (mean) 

month-to-month variation of these mapping functions estimated for Trivandrum for X = 85° 

and 87° are presented in Figure 6.3(a-d), along with true value (of MF) estimated from the 

mean altitude profiles of refractivity separately for the dry and wet components. The 

hydrostatic component of NMF (NMFh) and wet component of NMF (NMFw) does not 

account for the seasonal variation of MF and provides a constant value through out the year 

for any station below 15° latitude. The mean bias of the NMFh is - 0.02 (for Z = 85°) and -

0.06 (for X = 87°). In case of NMFw the bias increases to - 0.1 (for Z = 85°) and - 0.6 (for X 

= 87°). Although GMF does show seasonal variation but it also has a bias throughout the 

year. 

However, In the present study an attempt is made to use the Chapman grazing 

incidence function with some modification as a MP for the hydrostatic component of 

tropospheric delay. This new function is found to be better than the other available functions 

up to 87°. An attempt to develop a similar MF for the non-hydrostatic component could not 

yield a satisfactory result and hence dropped. In the following sections a detailed description 

of this new MF developed for hydrostatic component is presented. 

6.2 Modified Chi Function for Troposphere 

A new mapping function for the hydrostatic delay is developed by modifying the 

Chapman grazing incident function [Chapman, 1931; 1953J, which is generally used for 

studying the attenuation of solar radiation in ionosphere. An analytical solution of this 

function is used and then modified to use it as a hydrostatic mapping function for the 

troposphere. The attenuation of solar radiation along the path depends on the absorption of 

radiation as described by the Beer-Lambert' s law as 

dl = - I crabs dz 

or, I = loo exP(-{crabS pdz) = loo exp H~) 

(6.1) 

(6.2) 

where crabs is the absorption cross-section, p is the density, I .. is the un-attenuated flux at the 

top of the atmosphere (TOA) and S is the atmospheric column depth, which is the optical 

path traversed by the ray in the medium (atmosphere). Following Rees [1989], S of a species 

of density n(z) from a point at an altitude of 20 to the sun at solar zenith angle of X can be 

written as 
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(6.3) 

for X ~ 'It12. Here re is the radius of the Earth and for an exponential atmosphere the density 

of any species varies as n(z) = n(zo) exp[ -(z - zo) I HJ, with a constant scale height, H. The 

column depth of the species can thus be represented by the Chapman function, Ch(X,z) 

through the relation 

(6.4) 

where X = (re+ zo)/H is a dimensionless ratio with typical values ranging from 200 to 1300 

for terrestrial atmosphere. Here the Chapman function relates the actual column depth with 

the same for a vertical sun. Figure 6.4 shows the spherical geometry for the evaluation of 

Zenith 

P'(oo,p) 

Figure 6.4: A schematic diagram depicting the spherical geometry and evaluation of the Chapman 
function: eo = solar zenith angle, re = earth's radius, rA = AE, h = PO, h' = P'O', s(p') = The path 
length from p' to A. 

Chapman function, with the objective of calculating the absorption at point 'p', which is at 

height 'h' above the earth's surface, based on the actual path length s(P'). One of the basic 

assumptions in this is that there is no bending effect on the solar beam due to the intervening 

atmosphere. An analogy is drawn between the altitude variation of the species density and 
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that of refractivity given by N (z) = N (zo) exp [-(z)/H]. Moreover, as ~ for solar radiation 

extinction is estimated by integrating the density profile similarly the total delay in 

microwave propagation also estimated by integrating (eq. 2.25) the refractivity profiles. only 

difference being there is an extra term in the latter which denotes the bending of the ray. 

Using eq. 6.3 and eq. 6.4 the Chapman function can be written as 

Ch(X,X) = ~ jexp[-(z - zo)/ HJ[I-( re + Zo)2 sin 2 x]-1I2 dz 
H ~+z 

Za 

By making the substitution y = [re + z/ r, + zo] -1 and X = (re + zo)/H one obtains 

Further substituting for 5 = (l+y)/sinxand 50 = l/sinxgives 

~ 

Ch(X,X) = X sin xe x Jexp[-(Xsin X)5]S(S2 _l)-1I2 dy 
So 

If 5 = IIsin A. then 

z 
Ch(X,X) = X sin X Jexp[X(l- sin XCSCA.)]csc 2 A.dA. 

o 

Following Chapman [1931] the Chapman function can be written as 

Ch(X,Jlf2) = Xe x BI (X) 

(6.5) 

(6.6) 

(6.7) 

(6.10) 

(6.11) 

with BI being a well-known Bessel function. Expanding the square root in eq. 6.6 and then 

substituting [sin X/(1 + y)]2 = sin2 A., one arrives at a new form of eq. 6.10 without numerical 

singularities. Using a simple convergence condition Ch(O,.z)= Ch(X,O)=I, the function can 

be written as 

z 
Ch(X, X) = 1 + X sin X fexp[X(I- sin XCSCA.)]j(l + cos A.)dA. (6.12) 

o 

Alternatively, on substituting t2 = Y + t0

2
, with t} = l-sinx. in eq. 6.6 gives 

~ 

Ch(X,X) = 2X fexp[-X(t2 -t~)]f(t,X)dt (6.13) 

analysis an arbitrarily accurate analytical evaluation for the Chapman Function is used. As 
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reported by Huestis [2001J this is a fIrst analytical method to achieve good accuracy for 

small X values, which generally is the case for lower atmosphere. So an explicit analytical 

representation, valid for all values of X and X, based on differential equation satisfIed by 

Ch(X,X)· 

6.2.1 The Asymptotic Expansion for Ch(X,z) 

As stated above the value of X generally ranges from 200-1300. This means that only 

a limited range of t-values contribute signifIcantly to the integral (eq. 6.13), i.e. t2
_ t/ < 0.1. 

This suggests a construction of an asymptotic power series based on the expansion 

that is nominally convergent only for (t2 - to 2)/(1 + sinx) < 1. Here 

Co = (l +sin X) -Ji, 

Cl = (1+2sinX)/[2(l+sinx)-~], 

C2 = -(1+4sin X)/[8(1+sinx) -J;], 

C3 = (1 + 6 sin X)/r16(1 + sin X) -/i]. 

Thus, for X ~ rr.12 the Chapman function can be represented as 

3 

Ch(X,X)z2XICJn 
n=O 

(6.14) 

(6.15) 

(6.16) 

where In = [exp[-X (12 - t~ )](t 2 -t~ r dt. Evaluating these integrals in tenns of gamma 

functions [Abramowitz and Stegun, 1964] gives 

In = ti(X(n+1f2l)exp(y;) I. n! . (-y;)j r exp(-/)y2(n-j)dy 7 j;oJ!(n-j)!~. 

=1/(2X(n+1/2l)exP(y~)I., n! . ,(-y~)jrcn-j+1I2,y;) 7 j;oj·(n-j). 

with Y02 = X t0
2

;:::: X(I-sinx). For small values ofYo2, i.e. as X ~ 1(12, 

1(1/2, y;) = J1i ercf(yJ 

and calculate r(k + 1/2, Yo2) by upward recursion [Abramowitz and Stegun, 1964] as 

rck + 3/2,y~) = (k + 1/2)rck + 1/ 2,y~) + y~k+l exp(-y;) 

(6.17) 

(6.18) 

(6.19) 



161 

For large values of Y0
2 the asymptotic expansion of the incomplete gamma function 

[Abramowitz and Stegun, 1964] is used to get 

10 = [1/(2X II2 Y J][l- (11 2) I y~ + (3/4) I Y: - (15/8) I y~ + (105/16) I Y! - ... ] 

11 = [l/(2X312 Y J][1-11 y~ + (9 I 4) I Y: - (15 12) I Y! + (525/16) I Y! - ... ] 

12 =[l/(2X512Yo)][2-3Iy~ +9Iy: -(75/2)ly! +(l575/8)ly! _ ... ] 
(6.20) 

13 = [1I(2X 712 Yo )][6 -121 y~ + 45 I y: - 2251 y! + (11025/8) I y! - ... ] 

6.2.2 Development of Mapping Function using the Chi Function 

The analytical solution (eq. 6.15, 6.16, and 6.20) for the Chi function is used to 

estimate Ch(X,z) for different values of X ranging from 0° to - 90° for all the eight RIM 

stations. These values are further compared with the true MF values estimated by ray­

tracing. The deviation of the Ch(X,z) function from the true value of MF for zenith angle> 

60° is shown in Figure 6.5 for all the RIM stations. The Chi function agrees well with the 

true hydrostatic MF for angles < 70° while it overestimates the MF values in an exponential 

form with significant deviations for zenith angle> 80°. The deviation ranges from 0.0 to 2.0 

for all the stations with lower values for Bangalore, Delhi and Srinagar. In order to account 

for this deviation for each station it is fitted to evolve an exponential function of the form 

Y = a X exp [bl(x + c)] (6.21) 

Table 6.2: Fitting Coefficients for the Modified Chi Function 

Station 
Latitude 

Altitude (m) a (xlO·5) b o(N) c 

Trivandrum 8.48 64.0 
0.2 -198.1 -103.9 

(0.014) (2.24) (0.09) 

Portblair 11.66 79.0 
2.0 -122.7 -100.2 

(0.1OS) (1.19) (0.06) 

Bangalore 12.96 921.0 
0.006 -280.2 -105.8 

(0.0007) (4.42) (0.14) 

Kolkata 22.65 6.0 
4.0 -l1S.9 -100.1 

(0.144) (0.91) (O.OS) 

Ahmedabad 23.06 55.0 
4.0 -115.0 -100.1 

(0.148) (0.87) (0.04) 

Guwahati 26.10 S4.0 
4.0 -114.5 -100.1 

(0.150) (0.85) (0.04) 

Delhi 28.S8 216.0 
4.0 -70.1 -97.4 

(0.888) (0.47) (0.03) 

Srinagar 34.08 IS87.0 
1.0 -121.7 -99.8 

(0.083) (1.44) (0.07) 
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and the coefficients a, b, and c are evaluated for all RIM stations. These values are presented 

in Table 6.2 along with their standard deviations within the parenthesis. The non-linear 

empirical fitting is used with the Chapman function to make modified Chi function of the 

form 

~ 

Chm(X,X) = 2X Jexp[-X(t 2 -t;)]!(t,x)dt-[axexp{bl(x+c)}] (6.22) 
t, 

6.3 Validation and Comparison of Modified Chi Function 

The modified Chi function is validated by comparing it with the true MF obtained by 

ray tracing the refractivity profile up to 100 km. This is further inter-compared with the 

other well established global mapping functions such as NMF and GMF. Since all the 

mapping functions agrees fairly well for zenith angle < 75° with deviations which are 

generally less significant (~ 0.000051), the comparison and validation of the MF presented 

here is focused for a vacuum (outgoing) zenith angle 2: 75°. This comparison is carried out 

for all the eight RIM stations (from 8°N to 34°N). Figure 6.6 shows the mean month-to­

month variation of the modified Chi function (Chm(X,,t»), the hydrostatic components of 

NMF, GMF along with the true MF estimated from radiosonde data for a zenith angle of 

85°. The vertical bars represent the amount of day-to-day variability due to corresponding 

changes in the atmospheric parameters. The day-to-day variations which are relatively small 

at the tropical stations (Trivandrum, Portblair, Bangalore) increases with increase in latitude. 

The mean value of MF at high latitude stations (Kolkata, Ahmedabad, Guwahati, Delhi, 

Srinagar) also show significant seasonal variation. This seasonal variation is largest for 

Delhi. Among all the modeled MFs, the agreement with true values is the best for modified 

Chi function. The global models (NMF, GMF) show a consistent bias (underestimation) for 

all the stations through out the year, while the modified Chi function marginally over 

estimates (except at Delhi). Note that, this deviation is relatively small considering the day­

to-day variability of true MF. The hydrostatic component of true MF at X = 85° for different 

stations are in the range 10.02 to 10.1 0, except for Srinagar where it is in the range 10.1 0 to 

10.16. This shows that the slant delay at X= 85° is - 10 times of the zenith delay. A seasonal 

variation of 0.06 in hydrostatic MF can produce an error in delay of the order of - 14 cm. 

Figure 6.7 shows the annual variation of the non-hydrostatic (wet) components of NMF, 

GMF and the true MF at a zenith angle of 85°. As mentioned earlier the NMFw does not 
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account for the seasonal variation of wet MF. It provides only a single value throughout the 

year. Though GMFw reproduces a seasonal variation, it deviates significantly from the true 

value during the summer monsoon period especially for the low latitude stations. and during 

the winter months for the high latitude stations. For a quantitative comparison, the annual 

mean absolute difference of all the modeled MF values from the true value at 85° and 88° 

are shown in Table 6.3. The respective standard deviations, representative of the seasonal 

variations, are presented within parenthesis. It is clear from the analysis that the mean 

absolute deviations of modified Chi function are one order less than those of the existing 

global hydrostatic MFs for X = 85°. For the non-hydrostatic component the performance of 

both the existing global MFs are comparable. 

Table 6.3: Annual-mean Absolute Difference of all the Mapping Functions from the True 
MF Values 

Zenith an le 85° Zenith angle 88° 

RIM stations 
Mean abs. diff MFh Mean abs. diff MFw Mean abs. diff MFh Mean abs. diff MFw 

Mod 
NMF GMF NMF GMF 

Mod 
NMF GMF NMF GMF 

Chi Chi 

Trivandrum 0.001 0.02 0.02 0.06 0.10 0.008 0.06 0.05 0.5 0.7 
(0.0007) (0.002) (0.002) (0.015) (0.03) (0.004) (0.01) (0.01) (0.11) (0.24) 

Portblair 0.006 0.02 0.03 0.06 0.10 0.02 0.02 0.02 0.5 0.8 
(O.002) (0.003) (0.003) (0.02) (0.04) (0.015) (0.016) (0.012) (0.17) (0.33) 

Bangalore 0.010 0.Q3 0.03 0.08 0.08 0.016 0.015 0.018 0.6 0.6 
(0.003) (0.004) (0.004) (0.02) (0.05) (0.01) (0.01) (0.016) (0.19) (0.32) 

Kolkata 
0.004 0.02 0.03 0.05 0.05 0.02 0.04 0.02 0.4 0.4 

(0.003) (0.005) (0.004) (0.03) (0.05) (0.02) (0.02) (0.01) (0.25) (0.4) 

Ahmedabad 
0.005 0.03 0.03 0.03 0.06 0.02 0.02 0.03 0.3 0.5 

(0.003) (0.006) (0.005) (0.02) (0.04) (0.0l) (0.02) (0.02) (0.2) (0.3) 

Guwahati 
0.007 0.02 0.03 0.03 0.06 0.02 0.03 0.01 0.2 0.5 

(0.005) (0.007) (0.005) (0.02) (0.04) (0.0l) (0.01) (0.01) (0.15) (0.33) 

Delhi 
0.01 0.02 0.02 0.02 0.06 0.04 0.04 0.02 0.2 0.5 

(0.004) (0.012) (0.01) (0.015) (0.036) (0.025) (0.03) (0.0l) (0.12) (0.33) 

Srinagar 
0.02 0.04 0.05 0.08 0.02 0.12 0.06 0.08 0.5 0.2 

(0.005) (0.01) (0.005) (0.005) <0.005) (0.025) (0.04) (0.02) (0.14) (0.14) 

The significance of these differences in MF on the accuracy of positioning is assessed 

by converting the MF difference values to an equivalent vertical position error (VPE). A 

'rule of thumb' [MacMillan and Ma, 1994] followed for this conversion, states that for 

azimuthally symmetric delay errors and observations down to approximately 85°, the height 

error is approximately one fifth of the error in delay estimation at the highest zenith angle, 

such that 

VPE = ..:..[T_T_ue_D_e_l.....::aY_(:.-8_5....;..o )..:..] ---=-[Z_H_D_x_M_o_de_le_d_M_F....:..,(8_5_0 )~] 
5 

(6.23) 

Figure 6.8 shows the VPE due to the difference between true hydrostatic MF and all other 
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mapping functions. The most important feature in this figure is the significantly small bias 

for modified Chi function compared to the hydrostatic NMF and GMF. In the case of 

modified Chi function the VPE is between ± 5 mm for all RIM stations except for Delhi and 

Srinagar. while NMFh and GMFh are always underestimated with a clear bias of > 10 mm, 

throughout the year. While for all the stations except Delhi. the deviation of modified Chi 

function is only marginal. the NMF and GMF considerably underestimate . A significantly 

low value of VPE is observed during the May·July period for al1 the stations . 

In case of wet MP, the height difference calcuJated for the [Wo globally used wet 

mapping functions are shown for all the RIM stations (Figure 6.9) . The results show that 

both the NMF".. and GMFw are within the range of ± 10 mm for low latitude stations and ± 6 

mm for mid-latitude stations. A large difference is observed during the monsoon period over 
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Figure 6.10 (a & b) : Height differences in mm for modifled Chi function (Plus), NMF (squares), 
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the peninsular region, which could possibly be due to the large scale advection of water 

vapor. The NMF", which does not account for the seasonal variation of wet MF and GMF", 

which uses a simple periodic function based on NWP model output could not effectively 

account for the influence of such large scale variations in the atmospheric water vapor 

content. 

Figure 6.10a shows the values of the VPE (in mm) for different stations, estimated 

using the three MFs, for the month of June. For modified Chi function the deviations are 

within ± 8 mm. The other two mapping functions always under estimates the position with a 

bias> 10 mm. For the wet mapping functions (Figure 6. 10b) the VPE is within ± 8 mm. At 
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higher latitudes (like Delhi and Srinagar) this difference decreases up to ± 2 mm. It would be 

worth in this context to note that the influence of the wet component is less pronounced in 

GPS and VLBI analyses compared to the hydrostatic mapping functions mainly because of 

the fact that the magnitude of wet delay is much smaller (by a factor of - 10) than the 

hydrostatic delay [Boehm et al. 2006a]. 

6.4 Assessment of the Estimated Tropospheric Delay using Various 

Models and Mapping Functions for Navigation Purpose 

As per the basic requirement projected in Table 1.3, the residual Tropospheric delay 

should be - 20 cm (for 10' level). It will be interesting in this context to examine the 

accuracies up to which the models developed in this study satisfy this requirement. The 

values of ZHD and ZWD estimated using Unified and IRTD models are mapped to 85° 

zenith angle using the modified Chi function as hydrostatic MF and GMFw as the wet MF. 

Table 6.4: Mean Deviation of Different Estimates from the Ray-traced Slant Delay (or 
Residual Delay) at X = 85°, Modified Chi function (Chm(X,Z)) is used as hydrostatic 
mapping function and GMFw as the wet mapping function 

Stations 
Unified Surface model IRTD model Ray-traced Zenith 

(cm) (cm) Delay (cm) 
Trivandrum 17.5 C±4.3) 18.8(+4.0) 3.5 (+ 1.2) 

Portblair 18.8 (+ 6.7) 18.4(+5.4) 4.7 (+ 2.2) 
Bangalore 14.2(+ 2.8) 21.2 (+ 4.8) 4.2 (:t- 2.0) 

Kolkata 18.0 (+ 3.0) 36.6 (+ 5.0) 2.0 (+ 1.7) 
Ahmedabad 17.8 (+ 5.2) 29.3 (:t- 13.8) 2.2 (:t 1.3) 

Guwahati 17.9 (+ 5.0) 36.2 (+ 5.0) 2.3 (+ 1.4) 
Delhi 13.8 (:t3.0) 29.8 (+ 10.9) 3.8 (+ 2.3) 

Srinagar 18.3 (+ 2.8) 25.3 (+ 5.6) 3.9 C± 1.2) 

The values of slant delay for X = 85° estimated employing the MFs are compared with the 

true slant delay obtained by ray-tracing. The second and third columns of Table 6.4 show the 

10' values of residual tropospheric delay, which is the mean absolute deviation of the 

modeled delays from the ray-traced delay, for different RIM stations. The last column 

represents the same but uses the true value of ZHD and ZWD, estimated by ray-tracing 

profiles of the atmospheric parameters, along with the modified Chi function and GMFw, 

respectively, as hydrostatic and wet MFs. This table clearly shows that for all the stations 

residual tropospheric delay using the Unified model is within the specified limits. However, 
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the best option is to have the true value of ZHD and ZWD in real time which is rather 

difficult. The Unified model which depends on real time measured surface parameters, is 

sufficiently accurate to provide the required residual value. 

6.5 Summary 

To estimate the delay in slant direction, the zenith delay is mapped along the line of sight of 

the satellite using appropriate mapping functions. The existing global mapping functions as 

well as a new mapping function developed by modifying the Chapman function are 

examined for this purpose. These MPs are validated by comparing them with the true value 

estimated by ray-tracing. The analysis is further extended by examining the error in vertical 

positioning due to the deviation of the MPs from the true MP values at 85° zenith angle. 

This study concludes that the modified Chi function agrees much better than the other 

mapping functions for the hydrostatic component, through out the Indian region, with a 

positioning error < 5 mm. The Unified model along with the modified Chi function and 

GMFw endow with required residual error of ~ 20 cm at 1 cr level. 

**** 
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'Iftaptrr 7 

R~TRIE" AL OF ATMOSPHERIC COLUMNAR WATER VAPOR 

CONT£NT FROM 6ROUND BAS£!) 6PS 

7.0 Introduction 

As the wet delay derived from the GPS data (ZWDGPs) depends primarily on the 

atmospheric water vapor content, this parameter could be used for estimating the columnar 

water vapor or precipitable water vapor (PW) in the atmosphere. Since the quantity of water 

vapor in the atmosphere is temperature dependent and both these parameters vary with 

altitude, accounting the effect of temperature profile in the estimation of PW is rather 

complicated. This problem is attempted by many investigators to arrive at a parameter called 

the weighted mean temperature (Tm ), which is the water vapor weighted vertically averaged 

temperature [Davis et ai., 1985]. While some of these models are simple linear types, some 

others take care of the periodic variations in Tm also. Most of the linear models [Mendes et 

ai., 2000; Bevis et ai., 1992; 1994; Solbrig, 2000; Schiieler, 2000] are based on surface 

temperature (Ts), developed using the altitude profiles of atmospheric water vapor and 

temperature obtained from different parts of the globe. These linear models, considered as 

the global models, had a variability of about ±20% [Bevis et ai., 1994], which could be 

significant for many applications. Schiieler [2000] also proposed a pair of harmonic models 

for Tm. accounting for its seasonal variation through a periodic function. Ross and Rosenfeld 

[1997] after an extensive study on T m based on the meteorological data from 53 global 

stations (covering a wide latitudinal region) concluded that site-specific model would be 

superior to the geographically and globally invariant regression relationship used for T m. But 

in tropics where the correlation between Tm and Ts decreases significantly this superiority is 

not very prominent. This could be due to the fact that the range of Ts variations over the 

tropics would be rather small. In such cases it would be better to generate a region specific 

model. This prompted examining the potential of a Bevis-type regional model for the Indian 

meteorological conditions. A statistical relationship for Tm in terms of Ts is established 

considering different stations spread over the Indian subcontinent from where good 
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atmospheric data is available through the regular radiosonde measurements conducted by the 

IMD. Using this model the PW is retrieved from the GPS data of the IGS stations Bangalore 

and Hyderabad. However, the possibility of developing T m-based site-specific regression 

models for these stations and its applicability both at Bangalore and Hyderabad are 

examined. Over and above these T m-based models, the possibility of arriving a simple site­

specific model for PW directly in terms of the ZWD [Saha et al. 2007], and use it for the 

estimation of PW from GPS data, is also examined for both the stations. The accuracies of 

these models are examined by comparing the retrieved PW with that obtained by integrating 

the water vapor density profile estimated from radiosonde measured altitude profiles of 

temperature and dew point temperature. The values of ZWDGPs estimated using the GAMIT, 

is used to test the validity of the models by estimating the PW using the models and 

comparing it with those obtained from radiosonde data. 

7.1 Linear Model of PW in terms of ZWD 

The altitude profile of water vapor density (p w ' in kg m-3
) estimated from the e and T 

profiles employing the equation of state (e = pw Ru 1) for water vapor, is integrated up to its 

highest altitude and the columnar (integrated) water vapor (IWV) or Precipitable water 

vapor (PW) are estimated as 

f
TOA 

IWV = Pv dz 
Z~r 

(7.1 ) 

(7.2) 

where PI (kg m-3
), is the density of liquid water, which is approximated as 103 kg m-3 for 

the present study. Often PW is expressed in "mm" to avoid small decimal values. In order to 

establish an empirical relation connecting PW with ZWD, the mean value of ZWD is plotted 

against the corresponding value of PW; both estimated using the mean altitude profile of 

water vapor and temperature (eq. 2.27 and eq. 7.1). A scatter plot thus obtained is presented 

in Figure 7.1. As can be seen from this figure the points are mostly aligned along the straight 

line. The empirical relations for Bangalore and Hyderabad [Sureshraju et al., 2007b], 

respectively, connecting PW and ZWD obtained through regression analysis, yielding a 

correlation coefficient of 0.999 are 

PW = (0.153 ± 0.00016) x ZWD (7.3) 



PW::: (0.]56 ± 0.00014)x ZWD 
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Figure 7.1: Dependence of Precipitable Water vapor CPW) on ZWD derived using monthly 
mean values of ZWD and PW for Bangalore Ca) and Hyderabad Cb) 

The accuracy of the model is further examined by studying the absolute difference of model 

prediction from the true estimate (from daily radiosonde measurements) for the period 2001-

2002. The mean absolute difference in PW was found to be -1.6 mm. 

7.2 Adaptation of Bevis Model for Indian Region 

The wet component of zenith delay depends on the altitude profiles of e and T, but the 

amount of water vapor present in air itself is related to temperature, which complicates the 

modeling. This prompted many investigators to account for the altitude variation of 

temperature through a term called weighted mean temperature (T m) and use it along with 

PW to relate the later with ZWD. Askne and Nordius [1987] attempted to relate the PW and 

ZWD through a linear relation given as: 

PW::: n xZWD (7.5) 

n is the proportionality coefficient related to T m [Askne and Nordius, 1987; Bevis et al., 

1992; Liou et al., 2001] as 

108 

IT = -----;-----------. 
PI Rv [ck 3 /Tm ) + k~] 

(7.6) 
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Note that, this relationship is similar to that presented through eqs. (7.3) and (7.4) except for 

the fact that in eq. (7.5) the variation of the proportionality coefficient (IT) with temperature 

is taken into account through the weighted mean temperature T m (in Kelvin) defined as 

[Bevis et al., 1994] 

f(e(z)/T (z) )dz 
T = (7.7) 

m f(e(z)/T 2 (z))dz 

The vertical distribution of water vapor pressure thus acts as a weighting factor in defining 

T m. As seen from eq. (7.6), IT is non-linearly related to T m. Though the typical value of IT is 

-0.15, it varies from place to place and also depends on season. Being a function of Tm , IT 

varies as much as 20% with latitude, altitude and time of the year [Be vis et al., 1994]. Using 

the altitude profiles of e and T from various mid-latitude stations (27° to 65°N) Bevis et al. 

[1992J arrived an empirical relation connecting T m and Ts of the form 

Tm = 70.2 + 0.72 x Ts (7.8) 

This relation was arrived after analyzing about 8718 radiosonde ascends spanning 

approximately for a period of two years from different sites in the United States of America 

with a latitude range of 27° to 65°, a height range of 0 to 1.6 km and an r.m.s. deviation of 

4.74 K, hereafter will be referred to as "Bevis model", for convenience. A similar empirical 

model for T m based on radiosonde measurements from eight locations (Table 7.1) over the 

Indian subcontinent employing about 4104 good radiosonde profiles with humidity 

measurements extending up to or above 10 km during the period 1995 to 1997 is attempted. 

The value of T m estimated for different surface temperatures are presented in a scatter plot 

shown in Figure 7.2. A linear relationship, established between the two following regression 

analysis and the best-fit straight line, is also shown in this figure. This yields an empirical 

relation between T m and Ts in the following form 

Tm =(62.6 ± 1.67)+ (0.75 ± 0.006)xTs (7.9) 

This figure shows that the values of Tm vary in the range 265 to 295 K for a corresponding 

variation of 265 to 315 K in Ts. There is a high density of points for Ts >290 K and low 

density of points for Ts <273 K (mostly belong to Srinagar (32.67°N) located at -1600 ill 

above MSL). 

In Bevis et al. [1992J, there were quite a few cases with estimated T m values being 

larger than Ts, which was attributed to strong temperature inversions near the surface, a 
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Table 7.1: Mean value of Tm and n along with their range of variability at different 
Indian stations. 

Station 
Latitude Longitude Mean Range Mean Range 

tN) (oE) Tm (K) Tm(K) IT IT 

Trivandrum 8.5 76.9 287.8 4.1 0.164 0.002 
PortBlair 1l.6 92.5 287.6 3.6 0.164 0.002 
Bangalore 12.9 77.7 284.1 6.0 0.162 0.003 
Kolkata 22.fi 88.5 287.3 12.0 0.164 0.007 
Ahmedabad 23.1 72.6 287.3 12.4 0.164 0.007 
Guwahati 26.1 91.6 285.3 1l.8 0.163 0.007 
Delhi 28.6 77.1 284.6 17.3 0.162 0.010 
Srinagar 34.1 74.8 274.3 24.6 0.156 0.014 

phenomenon usually encountered at high-latitudes. However, such cases seldom 

encountered in our analysis. It would be worth in this context to note that similar attempts to 

relate T rn with Ts were pursued by various investigators at different contexts, a consolidation 

of which is provided by Jade et al. [2005]. They arrived at different values for the 

coefficients in eq. (7.9). While the intercept varied in the range 50.4 K to 86.9 K, the slope 

varies in the range 0.65 to 0.79. It would be more meaningful to compare the end product, 

T rn, for the range of Ts values usually encountered than examining the agreement in 

coefficients of "Bevis" and "Bevis Adapted for Indian region (BAI) regional model" [ego 

(7.9)]. For the range of Ts from 282 to 312 K, which is usually encountered over the study 

region (Figure 7.2), the values of Tm obtained from Bevis model ranges from 273 to 295 K, 

while that from eq. (7.9) ranges from 274 to 297 K, resulting in a net difference of 1-2 K, 

which is not very significant. However, for a more quantitative comparison, the PW was 

estimated for different days (about 605 days) during 2001-2002 employing both these 

equations and the r.m.S deviation between the two is found to be < 0.18 mm, which is 

insignificant considering the regional differences amounting - 20% as reported by Jade et 

ai., [2005]. 

Based on the eq. (7.9) the mean values of IT and T rn as well as their month-to-month 

variability is examined for eight different Indian stations. These are summarized in Table 

(7.1). The features are quite obvious. The range of variability is small for the low latitude 

stations, and increases with increasing latitude. For Bangalore the mean value of IT is about 

0.0162, which is marginally larger than the typical value reported for American stations 

[Bevis et aI., 1994; Ross and Rosenfeld, 1997] based on Bevis model. Further eight stations 



Ch~t(T 7 177 

295 T =A+ B.T 
m s 

A = 62.576 :!: 1.67 

290 
B = 0.749 :!: 0.006 
R = 0.90; std = 2.2 

i) 

285 
() 

<) 0 

- 280 0 

~ :J -I-E 
275 '-" 

0 

270 
~ 

0 

265 
C 0 

0 

260 
270 280 290 300 310 

T (K) 
s 

Figure 7.2: Variation of Tm with Ts based on upper air data for the period 1995-1997 for 
eight selected met-stations spread over Indian subcontinent (B.SoN - 34.1°N) 

spread over the Indian subcontinent extending from tropical to mid-latitudes are considered 

for establishing the relationship between Tm and Ts. But as noted earlier, Ross and Rosenfeld 

[1997] recommended for a site-specific model as superior to geographically invariant 

regression. This aspect also is examined in the Indian scenario. Figure 7.3 shows a scatter 

plot of Tm with Ts separately for the eight stations considered for the analysis along with the 

best-fit regression line in each case. The regression coefficients thus obtained is also shown 

in the respective frames. This model hereafter will be referred to as "BA! site-specific 

model". As can be seen from this figure, for the tropical stations the points are mostly 

clustered around a small region because the range of Ts variations is small. The spread of the 

points increases with increase in latitude. For the tropical stations the derived coefficients 

deviate significantly from that of eq. (7.9), while those for the mid-latitude stations tend to 

become closer. On comparing the values of T m obtained from the "BAI regional" model and 
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Figure 7.3: Variation of Tm with Ts for the eight stations located over Indian sub­
continent based on upper air data for the period 1995-1997. The geographical locations 
of these stations are furnished in Table 2.1. The dynamical range of Tm and Ts and the 
correlation of Tm with Ts increase with increase in latitude 

"BAI site-specific" model for the range of Ts values encountered at Bangalore (287-307 K), 

it can be seen that while the former yields Tm in the range 277.9 to 292.9 K, the latter yields 

Tm in the range 279.9 to 286.1 K, resulting a deviation of around 2 to 6 K depending on Ts. 
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Note that the difference between "Bevis" and "BAI regional" models in this case is only 

around 1 K. 

7.3 Estimation of PW from GPS Data at Bangalore 

The zenith tropospheric delay (ZTDGPs) is estimated from the GPS data at 2-hr interval 

for different days during the period 2001-2002 for Bangalore using GAMIT. The hydrostatic 

component of zenith tropospheric delay is estimated, employing eq. (3.1) using the 

appropriate value of Ps, and subtracted it from the ZTDGPs to obtain the ZWDGPs for 

different days during the study period. The values of Ps measured at the IMD site and 

corrected for the elevation difference as mentioned in Chapter 5, are used for this purpose. 

The values of ZWDGPS at 00:00 UTC and 12:00 UTC are used for estimating PW, 

employing the site-specific linear model (eq. (7.3)), as well as the regional model ("BAI 

regional") established based on Tm (eqs. (7.5), (7.6), (7.9) and site-specific Tm-based model 

("BAI site-specific" refer Figure 7.3). The basic difference between the linear and BAI 

models is that while the latter models account for the effect of temperature variations the 

former does not. 

In order to establish the general applicability of the model, PW was estimated from the 

GPS data (PWGPs) for 22 months during the period January 2001 to October 2002, a time­

series plot of which is presented in Figure 7.4 (blue curve). The top panel in this figure 

shows the values of PW retrieved for 00:00 UTC and the base panel those for 12:00 UTC. 

For a direct comparison, the value ofPW derived from radiosonde profiles (red curve) at the 

respective timings is also plotted along the same estimated from the GPS data. The values of 

PW is relatively low during the period December-February «25 mm) with a day-to-day 

variation of -4 mm. It shows a gradual increase during the March-April period and reaches 

its peak during June, when the southwest monsoon sets over the southern part of Indian 

peninsula. It remains fairly high, with mean value >32 mm, up to September and starts 

decreasing thereafter. It may also be noted that the atmospheric water vapor content is 

relatively large during the evening hours (-12:00 UTC). 

A close examination of Figure 7.4 shows that the values of PW estimated from GPS 

data agrees fairly well with that derived from radiosonde data. In a few cases, the value of 

PW estimated from radiosonde data is lower than that derived from GPS data. This could 

probably be due to the fact that though in most of the cases the profiles of water vapor 
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Figure 7.5: Altitude profiles of water vapor partial pressure (e) from radiosonde, PW up 
to different altitudes and its percentage to column integrated value for Bangalore. The 
column integrated PW from e profile and PWGPS are marked. Left side axis shows the 
height above the surface and right side axis shows the altitude above the MSL 

density derived from radiosonde exceeds 6 km, in a few cases they could be confined to a 

lower altitude. This could be one reason for the over estimate of PW GPS. But even for those 

cases in which the water vapor profiles extend up to the upper troposphere, PW GPS could be 

an overestimate. A typical example of two cases in which the e profile though extent up to -

13 km, in one case the GPS underestimates the PW whi1e in the other it overestimates, is 

presented in Figure 7.5. Note that, in an cases the PW is estimated from the station altitude 

up to the relevant top-altitude. It may also be noted that> 95% of the columnar water vapor 

(or PW) is contributed by the altitudes below 6 km. 

The GPS derived PW is compared with that estimated by integrating the humidity 

profile derived from radiosonde data on a day-to-day basis. The difference between the two 

on each day is presented in Figure 7.6a. Only those radiosonde data for which the water 

vapor density profiles extending up to upper troposphere, are used for this purpose. The top 

panel shows a plot of this difference at 00:00 UTC and the base panel the same for 12:00 
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UTC. In most of the cases the deviation is less than ±1O mm. Deviations exceeding ±1O mm 

are mostly observed during April-May and September-November period which could partly 

be due to large spatial heterogeneity in water vapor distribution associated with short range 

convective systems. It is also interesting to note that compared to 12:00 UTC, the number of 

cases in which the deviations exceed ±1O mm is very small at 00:00 UTC. 
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Moreover, on examining the relative merits of the three models based on deviations it 

is seen that large deviations exceeding ±1O mm is very small for the case of linear model 

compared to the other two. A plot of the frequency distribution of these deviations along 

with its cumulative percentage distribution (number of occurrences above a particular value 

in the case of positive deviations and number of occurrences below a particular value in the 

case of negative deviations) for the three cases is presented in Figure 7.6b. The cumulative 

distribution is relatively sharp in the case of linear model indicating that the large deviations 

are less probable. While the probability of positive deviations is more for linear model, in 

around 30% cases the deviation exceeds ±6 mm. For linear model in < 5% cases the 

deviations exceed ±1O mm while for the other models it is between 5 to 10%. For 00:00 

UTC while the mean absolute difference for the linear model is -3.76 mm, the BAI regional 

and BAI site-specific models shows deviations of -3.82 mm. For 12:00 UTC, while the 

mean deviation for linear model is 3.93 mm that for the BAI regional and site-specific 

models are, respectively, 4.22 mm and 4.14 mm. Figure 7.7 shows the scatter plot of the 

da)'-to-da)' values ot "PW G\'S data at Ban'ba\me uSln'b the \',lte-s~eclflc \lnear model, BM 

re'biona\ model and Bl\.l site-s~eciflc model verses the corres~ondin'b values estimated hom 

radiosonde. 

The mean absolute difference, correlation coefficient, slope and bias of the best-fit line 

are also listed in respective frames. While the mean difference is small for 00:00 UTC, the 

bias is very small and the slope is more close to unity for 12:00 UTC. Examining the mean 

differences, it is seen that the linear model gives equally good values of PW GPS, if not better, 

as those from BAI model which reveals that incorporation of temperature influence through 

I1 could not significantly improve the accuracy of PW estimation from GPS data. It may be 

noted here that the radiosonde sites and GPS sites are not collocated. To study whether these 

biases have been generated because of the altitude difference in the PW measurements from 

the GPS and the Radiosonde site, the water vapor profile from radiosonde is extrapolated 

using proper scaling technique to the GPS site altitude. The cumulative frequency of the 

deviation of GPS estimated and radiosonde estimated (after extrapolating the water vapor) 

PW is presented in Figure 7.8. The top and the middle panels are, respectively, for 00:00 and 

12:00 UTC and the base panel represent the composite distribution combining the data for 

00:00 and 12:00 UTC. It is found that after accounting for the height difference (- 100 m in 

this case) between the GPS and radiosonde sites, the mean deviation in PW is - 4.0 mm for 
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all the three models. While the probability of positive deviations is more for linear model, in 

around 35% cases the deviation exceeds ±6 mm. For linear model in - 80% cases the 

deviations are between ±2 mm while for the other models it is between 60 to 70%. 
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Figure 7.8: Cumulative percentage distribution of the deviations shown on different 
panels of Figure 7.6a after accounting for the height correction in water vapor profile at 
00:00 UTC (a), 12:00 UTC Cb) and combining both 00:00 & 12:00 UTC Cc) 

It would be worth in this context to compare the PW estimates from different models 

with radiosonde derived values on a monthly mean scale. The Figure 7.9 shows a bar-chart 

presenting the monthly mean values of PW for the year 2001, obtained from radiosonde data 

along with those estimated from GPS data employing the two models described above and 

those reported by Jade et al. [2005] who used the Bevis model. The seasonal variation in 
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Figure 7.9: Bar-chart showing a comparison of month y mean values of PWGPS at 
Bangalore using site-specific linear model and BAI regiona l model for the year 2001 
along with corresponding va lues of PW derived from radiosonde data and those 
reported by Jade et al. [2005) 

PW is well depicted in all the estimations. Standard deviations amounting to - 10 mm in 

each month indicate large day-ta-day variabi lity . While the GPS underestimates the PW in 

the flrst half of the year (January-May), it overestimates in the later part. The deviations are 

~ 4 mm during the winter peri od and ~ 2 mm during the summer/monsQon period. However, 

it would be worth in this context to note that typical accuracies associated with radiosonde 

measurements [Bisagni, 1989] can lead to an error of approximately 2.0 mm in PW 

estimation lElgered, 1993]. 

7.4 Estimation of PW from GPS Data at Hyderabad 

The applicability of these models for another location over the subcontinent is 

examined using the GPS data from Hyderabad (l7.450N, 78.460E); a station located 50 north 

of Bangalore. As the GPS station at Hyderabad started operation since November 2002, in 

this analysis continuous good qualiry data for a period of one year from January 2003 is 

used. In order to accomplish a direct comparison. the GPS data from BangaJore for the same 
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Figure 7.10: Dally PW estimated from GPS data for the year 2003 using BAl regional 
model and site-specific linear model along with those derived from radiosonde data at 
00:00 UTC, for Bangalore Ca) and same for Hyderabad Cb) 
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period is analysed. Site-specific hydrostatic and non-hydrostatic delay linear regression 

models (eq. (3.1) and eq. (7.4)) are established for Hyderabad. Along with this the Tm-based 

BAI model is also used to retrieve the values of PW on individual days using the GPS data 

recorded at Hyderabad for the year 2003. The retrieved values of daily PW at the two sites 

(Bangalore and Hyderabad) are compared with those estimated from radiosonde 

measurements during the corresponding period. A time series plot of the retrieved PW at 

00:00 UTC for the two stations in the year 2003 is presented in Figure 7.10. The mean 

absolute difference in PW between the site-specific linear model and the radiosonde derived 

PW for Bangalore is - 4.4 mm whereas that for the BA! regional and BA! site-specific 

models is - 5.1 mm. This is comparable to the corresponding deviations estimated for the 

period 2001-2002 from Figure 7.4. For Hyderabad the corresponding mean absolute 

difference in PW for the site-specific linear model is - 5.9 mm and that for the BAI model is 

- 5.2 mm. This shows that for Hyderabad the BA! model shows a better performance 

compared to linear model. A quantitative comparison of GPS derived PW using these two 

models with that obtained from the radiosonde data on a monthly mean basis is presented in 

Figure 7.11. The top panel in Figure 7.11 shows the month-to-month PW variation estimated 

from GPS data employing linear model and BAI model for Bangalore for the year 2003 and 

base panel the same for Hyderabad. Except for a small inter annual variation the pattern in 

Figure 7.1Ia compares favorably with that in Figure 7.9. The annual variation of mean PW 

at Bangalore and Hyderabad is almost similar except for the fact that the absolute value of 

PW at Hyderabad is larger than that at Bangalore for the corresponding period. The mean 

value of PW at Bangalore varies from -10 mm (December) to -40 mm (July) and that at 

Hyderabad varies in the range of -20 mm (December) to -60 mm (July). This figure also 

shows that, unlike Bangalore, the performance of the BAI model for Hyderabad is better 

than that of the site-specific linear model. 

7.5 Summary 

The seasonal variation of water vapor weighted mean temperature (Tm) used in PW 

retrieval from GPS data is studied over the Indian subcontinent (lat 8°N to 34°N) following 

the Bevis model. An empirical model for Tm based on surface temperature adapting the 

Bevis model is developed for the Indian zone. A simple site-specific linear model relating 

the ZWD with ground measured integrated water vapor is further established. The utility of 
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Figure 7.11: The bar-chart showing a comparison of monthly mean values of PWGPS using 
the temperature independent site-specific linear model and BAr regional model for the 
year 2003 along with corresponding values of PW derived from radiosonde data at 
Bangalore (a); and same for Hyderabad (b) 

these models for a tropical station is examined using the GPS data from Bangalore. The 

simple linear model though does not make use of the effect of the variation in atmospheric 

temperature is well suited for PW estimation (with locally derived coefficients) for the 

tropical region. However, a station specific Tm-based model is not found to be superior to 
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the regional model especially over the tropics mainly because of the fact that at these 

locations the range of variability in Ts (over a year) is rather small. The seasonal variability 

of n is significant for mid-latitude region. The region specific Tm-based model is found to 

be in par with if not better than a similar site-specific T m-based model for the near equatorial 

station, Bangalore. In case of Hyderabad a station located at slightly higher latitude, the 

deviation for the linear model is found to be larger than that of the T m-based model. This 

shows that the temperature independent site-specific linear model, which is quite 

satisfactory for the equatorial stations, is not quite adequate for higher latitudes and in such 

cases the performance of Trn-based model is better than that of the linear mode1. 

**** 
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Being nUll-dispersive In nature, the propagation delay for microwaves due to the 

neutral atmosphere could be circumvent only through appropriate modeling. This delay has 

two components. While the hydrostatic (dry) component, which depends primarily on 

atmospheric pressure and temperature, accounts for approximately 90% of the total delay, 

the remaining 10% which is represented by the wet component, depends purely on the 

moisture content of the atmosphere. A true estimate of the tropospheric delay could be 

accomplished through ray-tracing the altitude structure of atmospheric refractivity profile 

which can be derived from the altitude profiles of P, T, and e. As preclude of developing 

empirical models, the true value of the zenith tropospheric delay (ZTD) is estimated for a 

few selected Indian stations to study its spatial and temporal variability. This study showed 

that the hydrostatic component (ZHD) and non-hydrostatic component (ZWD) of ZTD show 

pronounced day-to-day variation (- 4.0 cm to - 8.5 cm for ZHD and - 7.0 cm to - 15.8 cm 

for ZWD), which is much larger than the month-to-month variation of the respective mean 

values. This shows that for accurate prediction of ZTD it is essential to have the real time 

information on the altitude structure of P, T, and e at respective location. This may not be 

possible always. In such cases it becomes essential to develop appropriate models either 

based on geographical location and day of the year or based on more easily available 

atmospheric parameters at the surface. 

Simple linear relationships are established for ZHD in tenns of surface pressure and 

for ZWD on the basis of different surface humidity parameters such as surface water vapor 

pressure, surface water vapor density and the Precipitable Water vapor (PW) through 

regression analysis for eighteen stations representing different climatic zones over Indian 

region. In addition to this, the widely used Hopfield model was also adapted for the Indian 

condition by establishing appropriate model for the dry and wet characteristic heights in 

terms of surface temperature. Based on these analyses and taking note of the fact that the 

variability of the model parameters within these stations in general, are small, a single 
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Unified model is developed pooling the data from all these stations which hence will be 

applicable for the entire Indian subcontinent. These models are further validated by 

comparing the model predictions with the true range errors estimated through ray-tracing. 

While for ZHD the deviation of Site-Specific ranges from - 0.17 cm (for Trivandrum) to - 2 

cm (for Srinagar) that for the Unified model is within - 2.9 cm. Similarly for ZWD, the 

deviation of Unified surface model (- ± 5.8 cm) is comparable to that of the Site-Specific 

models (at the respective locations). The applicability of all these models for the Indian 

region is found to be much superior to the currently available global models employed for 

this purpose. 

A Region specific Tropospheric Delay model ([RID), which is independent of any 

mea:~u1:eu a.\.ml:)~\l\\enc \,O!a.m.ete'{~ 'aut (k\,e\\uo:, ()\\\"j ()\\ t\\e 'be()<~)'{a\,\\lca\ \ocatlO\\ a\\u ua') ()l 

the )Year is ueve\o-peu speciflca\\)1 for the tro-pica\ region (with s-pecia\ reference to lnuian 

zone) using the atmospheric data from different locations over the subcontinent. The 

perfonnance of this model for the Indian region was found to be much superior to the 

currently available global (WTD) model widely used in satellite based navigations. A 

validation of these models is accomplished by comparing the model derived tropospheric 

delay with that estimated from ground based GPS receivers located at the two IGS sites, 

Bangalore (IISC) and Hyderabad (HYDE). 

The tropospheric delay which is estimated in the zenith direction is projected to the 

desired slant direction (along the line-of-sight of the satellite) using appropriate mapping 

functions. Applicability of the existing global mapping functions along with a new mapping 

function developed by modifying the Chi function is examined for this purpose. On 

comparing the capabilities of different types of mapping functions along with the newly 

developed modified Chi function, it is found that the modified Chi function behaves much 

better than the other functions. 

The potential of using GPS data to estimate the PW in the atmosphere is demonstrated 

using the data from two IGS stations over the Indian subcontinent. In this context a simple 

site-specific linear model relating the ZWD with ground measured integrated water vapor is 

established. An empirical model for water vapor weighted mean temperature (T m) based on 

surface temperature is developed for the Indian zone, adapting the Bevis model, and its 

applicability for the Indian region is examined along with the linear model. The simple 

linear model though does not make use of the effect of the variation in atmospheric 
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temperature is found to be well suited for the PW estimation (with locally derived 

coefficients) for the near equatorial station (Bangalore). For station located at a slightly 

higher latitudes (Hyderabad and beyond) the Tm-based model is found to be better suited. 

The seasonal variability of the proportionality constant connecting PW with ZWD is quite 

significant for these stations. 

Future Scope 

Following are some of the important points on which more in depth studies are to be 

carried out in the near future: (1) The lRTD model proposed in the present study contains 

only one harmonic component for representing the temporal variation of ZTD at any 

location. A subsequent analysis of ZTD derived from ground based GPS indicates the 

presence of more periodicities in its temporal variations. There is a scope for improving the 

accuracy of IRTD model by incorporating a few more dominant periodicities associated 

with ZTD. (2) The GPS derived ZTD could be used to delineate periodicities associated with 

dry and humid atmospheric parameters and its possible application in Meteorology. (3) At 

present two separate mapping functions are used for projecting the hydrostatic and non­

hydrostatic component of zenith delay in a slant direction. In place of this a composite 

mapping function taking account of the angular variation of both the components together. is 

to be developed for directly applying to the zenith total delay (ZTD). (4) A network of 

ground based GPS. which would become operational as a part of various application 

oriented programs, could form a suitable network (spaced at - 100 km) to monitor 

continuously the atmospheric columnar water vapor. This could yield a spatial map of PW 

over the subcontinent and its variations in different time scales, which is an important input 

for numerical weather prediction models. (5) A low-earth orbiting satellite receiving the 

signal from GPS satellites during its occultation can be used for measuring the atmospheric 

bending angle. This can be used to derive the vertical refractivity profile in the stratosphere 

and the upper troposphere, which will be very important not only in numerical weather 

predictions but also in various areas of atmospheric research including atmospheric structure 

and dynamics. As quite a few such low earth orbiting (LEO) satellites are either operational 

or planned, it will be quite realistic to hope that the radio occultation (an important tool for 

atmospheric research) will become a reality in the near future. 

**** 
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