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Preface

PREFACE

IN an age when access to information, communication and

infotainment, any time, any place, anywhere has become a pre-requisite for
modern life, it is not surprising that the wireless technology has been the
focus of attention of technocrats and scientists.

The field of wireless communication has been undergoing a
revolutionary growth for the last decade. This is attributed to the invention
of portable mobile phones some fifteen vears ago. The access of the
second generation (2G) cellular communication services motivates the
development of wideband third generation (3G) cellular phones and other
wireless products and services, including wireless local area networks,
home RF, bluetooth, wireless local loops, local muldpoint distributed
networks etc. The crucial component of a wireless network or device is the
antenna. We can sce our cities are flooded with antennas of different kinds
and shapes. On the other hand for safetv and portability reasons, low
power, multi functional and multiband wireless devices are highly
preferred. All these stringent requirements demand the development of
highlv efficient, low profile and small size antennas that can be embedded
nto wireless products.

In the last two decades, two classes of novel antennas have been
investigated. They are the Microstrip Patch Antenna (MPA) and the

Dielectric Resonator Antenna (DRA). Both are highly suttable for the
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development of modern wircless communications. The use of dielectric
resonator antenna was first proposed by Prof. S. A. Long in the early
nineteen eighties. DRA has negligible metallic loss, and hence it is highly
efficient than its counterpart when operated in microwave and millimeter
wave frequencies. Also low Joss dielectric materials are now easily available
commercially at very low cost, which attracts more system engtneers to
choose dielectric resonator antenna to design their wireless products.

Dual or muldfrequency operation is highly attractive in current wireless
communication systems. If a single DRA can support multple frequencies,
then there is no need for multple single frequency antennas. Applications
requiring different frequency bands can be addressed simultaneously with
one radiating element. This reduces the circuit size and leads to compact
systems. In additon, when multple frequencies are located close to each
other, the antenna may have a broad operating bandwidth. Many
investigators have reported on DRA with dual frequency operation using
various approaches. But in all these cases dual frequencies are achieved by
using cither dual feed lines or multiple radiating elements or hybnd
radiating structure, which causes design complexity and large size.

In this thesis, the author proposes a new geometry of hexagonal shape
DR to the DR antenna community - Hexagonal Dielectric Resonator
Antenna (HDRA) for multi frequency operation with a single feed of
excitaton, which is the highlight of this work. These multiple frequency

bands are suitable for Digiral Cordless Telephones (DCT), Personal
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Communication Systems (PCS) and Wireless Local area Networks
(WLAN) bands.

This thesis 1s organized into seven chapters which describe the
problem addressed, methodology adopted, results obtained, comparison
between measured and theoretical results, and conclusions arrived at.

First chapter explains the development of electromagnetism,
microwaves and its applicadon from the origin. Also describes the
dielectric resonator antennas (DRAs), 1ts features over conventonal
microstrip antennas, different coupling methods used for exciting the
DRAs and different geometries of DRAs already developed. The last
section of this chapter gives a comparative study of different numerical
methods used for modeling the antenna.

Chapter II provides the review of dielectric resonator antennas from
its beginning to the current development. It includes the different coupling
mechanism used to excite the DRAs, vanous geometries of DRAs
developed, different techniques for improving the bandwidth, gain and the
sequential theoretical analysis of DRAs. The diverse methods for
producing circular polarization, air gap effect on resonant frequency and
bandwidth, variety of techniques for producing multi frequency operation
are reviewed in chronological order.

Chapter 111 describes the research methodology opted for this work.
The experimental setup used for measuring the return loss, radiaton

pattern, gain and polarization is explained. Moreover it describes the

3 MTMR,DOE,CUSAT



Preface

simulation software used for characterizing the hexagonal dielectric
resonator antenna.

The step-by-step development of hexagonal dielectric resonator
antenna from the basic material is explained in chapter IV. It includes
weighing, mixing, sintering, pressing, shaping etc. The setup used for
measuring the dielectric permittivity of the material is also explained.

In Chapter V, the first part introduces the new hexagonal shaped
diclectric resonator antenna with coaxial feed as exatadon. The
optimizations of coaxial probe length, probe feed location and aspect ratio
of HDRA are performed experimentally. Besides, it explains the radiation
pattern, gain and polarization of the antenna for different bands using the
coaxial feed excitation.  The second part explains the HDRA
characteristics using microstrip feed excitaton. A comparison of
experimental results with the simulated results, using Ansoft HFSS, is also
included in this chapter.

The theoretical study using finite difference tme domain (FDTD)
method for modeling the microstrip fed and coaxial fed HDRA is
explained in chapter VL. It describes the theoretical concepts of FDTD in
electromagnetics and the perfect matched layer (PML) concepts for
absorbing boundary condition (ABC). All the necessary equations for
three-dimensional electric and magnetic field variables are denived from the
fundamental Maxwell’s curl equations and are given in this chapter. It also

uses Lubber’s feed techniques for reducing the number of time steps
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required for modeling the whole structure. The FDTD results are
compared with the measured values.

Chapter VII provides the conclusions and highlights drawn from this
work. Advantages of new geometry hexagonal DRA and its possible
applications in wireless communication are specified. Furthermore, it gives
the future scope of the work in this area.

There are two Appendices included.

In Appendix — A, a metal-coated cylindrical dielectric resonator
antenna for producing multiple resonances is given. Coaxial probe is used
for excitng the cylindrical DRA. All the characteristics of the antenna are
explained in this section.

In Appendix — B, the development of a novel coupling media and
phantom material constituent for microwave medical imaging applications
using sodium meta silicate gel is explained. Dielectric parameters, heating
and absorption coefficient of this matenal are studied and discussed.
Comparative studies of the suitability of gel with various biological tssues
are also given in the last part.

In view of the fact that, microwave medical tomography is promising a
novel non- hazardous method of imaging for the detection of tumors in
soft tissues. The tomographic set up consists of antennas, coupling media
and the object to be imaged. The antenna must be operated at ISM
frequency. The purpose of coupling media is to enhance the coupling of

electromagnetic energy berween the antenna and the object to be imaged.
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The object is placed at the center of the imaging set up from where the
scattered microwave data is collected and analyzed at the various locations
of the receiver and the orientation of the object. As the HDRA developed

in the core work of the thesis operates at 2.4 GHz-ISM frequency can as

well be used in tomographic set up.
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Introduction

Chapter 1 INTRODUCTION

1.1 Developments in electromagnetics and microwaves
Microwaves are clectromagnetic waves with wavelengths longer
than those of Terahertz but relatively shorter than radio waves and have
wavelengths approximately in the range of 30cm to Imm. Although
sciendsts knew a good deal about both electricity and magnetism by 1750,
no one yet suspected that there was any connection between the two. We
know that both the electric force that attracts bits of paper to a comb and
the magnetic force that attracts a steel paper clip to a magnet are different
aspects of the same force, the “electromagnetic” force. Electricity and
magnetism are inumately related in a complex way, and it took a number

of geniuses in the 1800s to figure it out.

In 1820, the Danish physicist Hans Christian Oersted found that if
he moved a wire carrying an electric current near a magnetic compass
needle, the needle tended to turn at right angles to the wire. This was the
first direct cvidence that electricity and magnetusm were related. In the
following four decades, physicists like Michael Faraday and joseph Henry
studied this reladonship in more detail. Many of them tried to develop a
theory to explain exactly how electricity and magnetism were related, but

they encountered great mathematical and experimental problems.
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| et ’The man who overcame these
| d §
qul =[+¢ ;_; J:[Eds problems and developed a

A mpere 's Law fcomprehensive theory of

C.f Edl=- /,[% J J H.ds  clectromagaetism - was  Scottish

physicist  James  Clerk  Maxwell.
Faraday's Law

efEds = [[[q,av

Gauss' Law

uffH.ds=0
The Fourth Equation

éDuring the 1860s he devoted several

éyears to the problem  of

?electromagnetism, and published his

results in their complete form in

1873. At the time few physicists could
Maxwell’s four equations define the entire
feld of electromagneics the years passed the world recognized
| that Maxwell had written down the
essential laws of electrodynamics, which is how the electromagnetic force
operates. Today Maxwell’s discovery can be expressed in four short
equations called Maxwell’s Equations, although he did not originally write
them in that form.

Maxwell’s Equations allowed for the existence of invisible
electromagnetic waves with much longer wavelengths than light. No one
had imagined the existence of such waves but physicists began to look for
them. In a series of experiments that began in 1886, the German physicist

Heinrich Hertz proved that these long electromagnetic waves were real.

He showed this when he generated what we now call radio waves with an
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electric spark, transmitted them the length of his laboratory, and made
them produce a smaller spark at his receiver. By showing that these
“Hertzian waves” traveled in beams and could be focused like light rays,
Hertz convinced the scientists of his time that he had discovered the long
electromagnetic waves that Maxwell’s equations predicted. In the 1890s,
other physicists repeated and expanded Hertz’s experiments. The Indian
physicist Jagadish Chunder Bose produced and experimented with waves
as short as 5 millimeters (less than a quarter of an inch, but sdll much
longer than light).
111 Predecessor to Microwaves : Wireless and Radio

The technology of microwaves has irs roots in the earlier
technology of radio communication. The first form of radio was called
“wireless telegraphy,” because when it was invented around 1900, people
thought of it as an improved form of the telegraph. Wireless telegraphy
was used to send messages from point-to-point. Although it is sull used
that way today, we are more familiar with “radio telephony” and radio
“broadcasting”. Radio telephony was simply a wireless form of the
telephone, while voice broadcasting employed a single station that
transmitted to a multitude of receivers scattered across a wide geographic
area.

In the late 1890s, when radio began, most physicists believed that
radio signals could not travel great distances. In a series of experiments

that began in 1894, radio pioneer Guglielmo Marconi proved them wrong,.
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Marconi successfully transmitted radio signals across increasingly long
distances and in 1901 he transmitted radio signals across the Atlantic.
When Marconi proved that radio waves could be transmitted over very
long distances, physicists around the world took note. Marconi’s
cquipment used rather long waves, which did not make sense to physicists
of the day. The problem that alarmed them was that of radio waves, like
light waves, were supposed to travel in straight lines. We can’t see beyond
the horizon with light waves, so how could radio waves travel beyond the
horizon? As a possible answer to the puzzle, American Arthur E. Kennelly
and Englishman Oliver Heaviside proposed that a layer of ions (charged
atoms and molecules) high in the atmosphere might reflect radio waves
back to earth. This layer was later proven to exist and became known as
the ionosphere. Long waves bounced back and forth berween the
ionosphere and the earth’s surface as they traveled outward from their
point of origin. These reflections allowed them to follow the curvature of
the carth.

One problem of using those long waves was that once more and
more radio statons came into service, they interfered with each other. In
order to reduce that interference, statons were assigned particular
frequencies on which to broadcast. Using the shorter wavelengths (what
today is the AM broadcasung band) proved to be a good solution to the
problem of overcrowding. There was a lot more room in the shorter

wavelengths for more stations, and these shorter waves tended to fade
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after a few hundred kilometers (or usually much less), so that even if two
stations were given the same frequency to operate in, as long as they were
located far from each other they would not interfere. The “medium waves”
as they were later known still serve us today as the AM radio band. “Short
waves” were also opened up for broadcasung, and these proved suitable
for international broadcasts. The military, television stations, police
departments, and others are also assigned various frequencies in this part
of spectrum.

In order to accomplish all these, improved equipment was
developed that was not available back in Marconi’s day. The change from
dot-dash wireless telegraphy in the early 1900s to voice broadcasts was first
demonstrated on Christmas Eve, 1906, when Canadian inventor Reginald
A. Fessenden broadcast the first music and voice program over long
distances. Transmitted from Massachusetts, Fessenden’s broadcast was
received as far away as Virginia. Fessenden’s broadcast proved that radio
waves could be transmitted more than just the dots and dashes of Morse
Code. However, it was not until the 1920s that regular voice broadcasts
began.

Fessenden used an electromechanical device called an alternator to
produce the waves he used for broadcasting. Another approach to
generating radio waves (the one that ultimately succeeded) was to use an
electron tube circuit. One of the first electron tubes was the Audion,

invented in 1906 by Lee De Forest. The Audion was intended to amplify
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radio waves, not to generate them, but it turned out that it could do both.
After many vears of development, the Audion were employed to generate
high frequency radio waves for radio and television statons.

Armed with improved equipment, professional researchers and
radio amateurs found that short radio waves could travel around the world
as well as or better than longer radio waves under certain conditons, But it
took improved electron tube equipment to make use of the shorter waves.
The short waves had lengths from about 100 meters down to 10 meters
(300 to 30 feer) long. Their frequency was between 3 million cycles per
second or “megahertz” (MHz) and 30 MHz. Amateurs found that with an
inexpensive transmitter putting out only a few watts of power, they could
talk to another station halfway around the world. Besides improvements in
elecron tubes, researchers developed new scientific techniques to
understand the way radio waves traveled through space or along
transmission lines such as coaxial cables. One such development was the
“Smith chart” proposed by Phillip Smith. The usefulness of short waves
for radio communication made some researchers curious about what
awaited them at wavelengths shorter than 10 meters (30 feet) and higher in
frequency than 30 MHz. Throughout 1930s, scientists and engineers began
experiments with what they called “ultra-short waves” or “micro waves.”
Their efforts led rto discovery of various microwave bands, the

classification of which is given below in Table 1.1
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Table 1.1 Microwave frequency bands
Designation Frequency range
L band 1to 2 GHz
S band 2to 4 GHz
C band 4 to 8 GHz
X band 8t0 12 GHz
K, band 12 to 18 GHz
K band 18 to 26.5 GHz
K, band 26.5 to 40 GHz
Q band 30 to 50 GHz
U band 40 to 60 GHz
V band 50 to 75 GHz
E band 60 to 90 GHz
W band 75t0 110 GHz
F band 90 to 140 GHz
D band 110 to 170 GHz

1.1.2  The Physicist’s War: World War III

World War I (1939-1945) was the first major war in which nations
svstematically recruited their scientists and engineers to develop weapons
and other military technology. Because of this new reliance on technology
and inventon it is sometdmes referred to as the Physicists’ War. All sorts of
inventions and discoveries, from the atomic bomb to improved anubiotics
and medical care, came about during those few short years. The war led to
tremendous advances in microwave technology as well, and the reason can
be summed up in one word: radar.

Radar works by sending out radio waves toward an object to be
detected. The time a wave takes to reach an object and come back is a
measure of how far away the object is. If the waves are focused in a

narrow beam, moving the beam from side to side and noting the angle
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where the received signal is strongest can determine the direction of the
object. Since radio waves travel just as easily in the dark as in the daytme,
radar is a way of seeing things in the dark, and through clouds and fog.
The prospect of detecting enemy planes and ships and of navigating across
land and sea with the aid of invisible radio waves attracted the attention of
military researchers as early as the 1920s. In the 1930s, several laboratories
developed carly versions of radar sets. They gave a vital early warning of
air attacks across the English Channel and showed that radar was a
promising new technology for military use.

British researchers also developed one of the most useful electron
tubes for radar, the cavity magnetron. This tube generated hundreds of
watts of power at microwave frequencies with wavelengths about 10
centimeters (four inches) long, enough to produce echoes from objects
many miles away. Britain lacked the Jarge-scale manufacturing facilities to
mass-produce the magnetron, and hence in 1940, one was shipped in
secrecy to the United States. There, researchers at the Massachusetts
Institute of Technology (MIT) Radiation Laboratory (Rad Lab) and
elsewhere developed many production versions of the magnetron as well
as a wide variety of radar sets that used them. The ordinary wires and
cables that could carry radio waves were inefficient for carrying
microwaves, so a technology called the waveguide was developed for
World War II (and later) radars. This type of waveguide was a hollow

metal pipe through which the microwaves traveled.
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Airborhe radars were used in bombers as an aid to night flying.
Large antennas would not fit on airplanes, so airborne radars used small
antennas only a couple of feet across and short microwave wavelengths of
about three centimeters (one inch). These radars could show the pilot a
“map” of the region he was flying over at night or in fog. Ground-based
flight control radars made it easier for pilots to land at hastily constructed
airfields during the war. After 1945, researchers used the knowledge and
equipment they had gained dunng the war to find new uses for
microwaves. These were not long in coming, and included technologies
such as satellite communications and the ubiquitous microwave oven.
Finally, microwaves are used by the military in global positoning systems
ot GPS. GPS receivers use microwave beams from satellites to find
positions almost anywhere on Earth. In certain circumstances GPS can
locate a target within a few yards of its location. A more speculative use of
microwaves 1s so-called “death rays.” Since the 1930s, rumors spread about
secret weapons that use powerful microwave beams to form death rays.
Most experts agree that if one wants to make a death ray, microwaves are a
poor choice; lasers and other devices that use even shorter wavelengths
would be better. High-power microwaves, however, do have growing
military value as a non-lethal weapon, a direct contradiction of a “death

ray. 15
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1.1.3 Microwaves and Telecommunication

Every ume two people anywhere in the world have a telephone
conversation, a two-way electronic path has to be established berween
them. Telecommunicatons is the technology of providing these paths
reliably at a reasonable cost, and telecommunications often depends on
microwaves. The first major use of microwaves in telecommunications
came after World War II. Microwave technology that was developed
during the war was used to send large numbers of long-distance telephone
calls around the United States and other countries. Microwave “repeater”
towers used for the transconunental television network in the 1950s were
also useful for carrying telephone calls. These repeater towers were spaced
about every 40 kilometers (30 miles) and formed a chain on which the
microwaves traveled.

Because there is often more bandwidth available in the
electromagnedc spectrum at microwave frequencies than at lower radio
frequencies, a single microwave link (chain of repeaters) can
simultaneously carry hundreds ot thousands of telephone conversations.
Before World War II there were ways of sending several conversations at
once over a buried cable, but microwave links proved to be both cheaper
and higher in transmission capacity. From the 1950s through the 1970s,
microwave link networks were built over land in many parts of the world
to carry long-distance telephone traffic. In the 1980s fiber-optic cable

began replacing microwaves as the long-distance transmission method of
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choice. A single optical fiber has thousands of tmes the information-
carrying capacity of a microwave link. As optical fiber cables began
connecting cities together, using them became cheaper than maintaining
the limited-capacity microwave networks. But as long-distance applications
for microwaves decreased new short-range applications emerged. These
included wireless computer and data networks and cell (or mobile) phones.
A cell-phone system breaks up a large area into smaller cells, each with its
own base station and antennas (often on a tower or tall building). When
you make a call from your cell phf)ne, your phone transmits a microwave
signal in the 1-2 GHz frequency range to the base station closest to you.
Once communication is established, the base station works with your
phone to set the lowest power of transmission that will let the call go
through just to that base station. Doing so ensures that your signal doesn’t
carry much farther than the cell you are in. This means you don’t interrupt
other people in other parts of the city who are using the same band of
microwave frequencies. This also reduces the power drain on the battery in
your phone and maximizes the battery’s life.

The growth of the Internet and computer communications has
increased the demand for both fiber-optic and microwave communications
svstems. As useful as fiber-optic cables are, you cannot walk around or
drive while connected to one. For this reason, it 1s bikely that microwaves
will continue to be used in many kinds of mobile and wireless applicauons

in the future, from telephones to portable computers, personal digital
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Table II

History/ Evolution/ Trends in Antennas
Antenna Type Frequency
Early 20th century Radio antennas ~ MH:z
Mid- 20th century ™V 100’s MHz
Late 20th century Mobile phones ~1GHz
Early 215t century Bluetooth/WLAN 2-5GHz

(Wireless systems)

Next??

Future generation (?)

20-50 GHz (?)

Here js a list of some of the properties of antennas

1. Field intensity for various directions (antenna pattern)

2. Total power radiated when the antenna is excited by a current

or voltage of known intensity

3. Radiation efficiency, which is the ratio of power radiated to the

total power

4. The input impedance of the antenna for maximum power

transfer (matching)

5. The bandwidth of the antenna or range of frequencies over

which the above properties are nearly constant

Different Types of Antennas used are Dipole Antennas, Monopole, Loop

Antennas, Aperture Antennas, Reflector Antennas, Horn, waveguide,

Reflector Printed antennas,

20
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Antennas, Yagi Antennas, Flat Panel antennas, Parabolic Dish antennas,
Helix, Slotted Antennas, Microstrip Antennas, Phased array antenna and
Dielectric resonator antennas. In this work the author is interested in

dielectric resonator antennas and is explained in the following section.

1.3 Dielectric resonator antennas

Dielectric Resonator Antennas (DRAs) are fabricated from Low-
loss dielectric material of various shapes, whose resonant frequencies are
functions of the size, shape and permittivity of the material.

The fact that dielectric resonators radiate energy was proven by
Richtmver [1] in1939; however practical application did not take place until
the 1960's 2] when suitable dielectric compounds became available.
Initially there was very little interest in applying this technology at the
popular frequencies of interest. First antennas were in the MHz ranges,
which were adequately handled with inefficient, bultky but simple rigid
structures. Dielectric resonators were first popular as filter element devices
and oscillators in microwave circuits |3} with the first reported use as a
radiating element not untl the early 1980's when the smaller size potential
and higher frequency applications boosted the research into the dielectric
resonator antenna. [4]

The DRA offers several advantages over the Microstrip Patch
Antennas (MPAs). At millimeter and near millimeter frequencies, the

conductor loss of metallic antennas becomes severe and the efficiency of
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the antennas is reduced significantly. Conversely the only loss for a DR is
that due to the imperfect dielectric material, which can be very small in
practice. It was found that the dielectric resonator antenna (DRAs)
operating at their fundamental mode radiate like magnetic dipole
independent of their shapes. Since the DRA is a non-metallic structure,
there are no conducton or surface wave iosses; therefore their radiation
efficiency is very high (> 98%) [5]. They can be simply coupled to many
types of transmission lines and are easily integrated with microstrip
integrated circuits (MICs). Various resonator shapes are possible
(rectangular, cylindrical, hemispherical, triangular, conical, tetrahedron),
and a varety of feed mechanisms can be utilised (probe, aperture, slot,
microstripline), which allows great flexibility in the design process. The
bandwidth is inherently larger than MPAs, and is controllable through the
permittivity. Permittivity can also be used to control the relative size of the
resonator, since the wavelength within the dielectric is shorter than that in
free space. The DR 1s normally made of high-permittivity material, with
dielectric constant g, >20. The unloaded Q factor is usually between 50 and
500, but can be high as 10000. High permittivity allows for smaller
resonators, while low permittivity results in higher bandwidth. Also,
rectangular DRAs are not as susceptible to tolerance errors as are MPAs,
especially at higher frequencies [6]

DRA design requires accurate information on the basic antenna

parameters, such as resonant frequency, bandwidth, internal field
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distribution and radiation pattern. To date, however, there is no
comprehensive work published in order ro assist in the design Process. For
the most part, much of the current work is hampered by the requirement
for approximation methods, since many of the structures cannot be
analytcally determined through closed form solutions. Literature surveys
indicate that considerable preliminary work has been conducted in
determining resonant frequencies and Q factors, however there was little
consideration given to radiated fields or mode structures.

DR was usually treated as an energy storage device rather than as a
radiator. Open DRs ‘Y?fé found applications as radiators many yvears ago.
As compared to the microstrip antenna, the DRA has a much wider
impedance bandwidth. This i1s because, the microstrip antenna radiates
only through two narrow radiation slots, whereas the DRA radiates
through the whole DRA surfaces except the ground part. Aveidance-of
surface —waves—is—another—attractive —advantage—~of—the—DRA—ever—the

Nevertheless, many characteristics of the DRA and microstrip
antenna are common because both of them behave like resonant cavities.

For example, since the dielectric wavelength is smaller than the free-space

wavelength by a factor of \/:E‘T both of they can be made smaller in size by

increasing €, . Moreover virtually all excitation methods applicable to the

microstrp antenna can be used for the DRA.

23 MTMR,DOE,CUSAT



Introduction

131 Features of dielectric resonator antenna
1.3.1.1 Resonant Frequency
The resonant frequency of the #p» mode of a basic cylindrical DRA

can be found as

1 anp Ta
Soom " radie {X;/)2}+{5;(2”’+1)} ............... (1.1)

Where a = radius of the cylindrical DRA, d= height of the DRA, m =

mode, p and e are the permeability and permittivity of DRA respectively,
In practical applications, the fundamental (dominant) mode is of

interest, which has the lowest resonant frequency .It is found that the

fundamental mode is TM,,, mode, with the resonant frequency given by

2
1 ? wa
= (x 4=
fTMHo 27Z'a #E 1 (zd) ............................. (]2)

Where X’,, =1.841.

The above equation can be written as

2 Ta ’ .
1841+ — | e 3
Jio = Py \/—\/ ( ) (1.3)

where €, 1s the permittivity of DR.

Where ¢ is the velocity of light in free space. For a low- profile disk:
antenna, a/h>>1.841 and therefore this expression can be further

simplified as
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This is identical to the corresponding simplified expression for low-profile
rectangular resonators.
1.3.1.2 Q-Factor
The concept of Q-factor {or Quality factor) is used to describe
the antenna as a resonator. A high Q-factor means a sharp resonance and
narrow bandwidth. The Q-factor can be expressed as:

antenna reactance

antenna resistance
Usually in circuit design we want elements to have a high Q-factor
in order to reduce the circuit loss. However, talking about antennas we
want a low Q-factor because the “loss” involved is the radiation we really
want. A low-QQ antenna is easier to match and tune, and have a wider
bandwidth.
If the antenna can be placed inside a sphere of radius a, the
minimum Q-value for a loss-less antenna is

1
Qmin = P
(ka)

where
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This expresses the absolute minimum Q value the antenna can
take. Unfortunately, the theory does not tell us how to implement a
minimum Q antenna. The antenna Q can of course be reduced by
introducing loss (a resistor) in addition to the radiation resistance, but this
would reduce the antenna efficiency, see below. The concept of Q-value is
very useful when considering small antennas. The Q-value of the small
antenna is high due to the low radiation resistance and the high reactance.
The smaller the antenna, the higher Q-value we expect. Hence, the
bandwidth of a small antenna will be small, more difficult to match and
more susceptible to de-tuning by surrounding objects.
The radiation Q- factor of the DRA is determined using

2w W,

i 1.
¢ P, -

Where W, and P, are the stored energy and radiated power, respectively.
1.3.1.3 Bandwidth

In general,‘ all resonant antennas will have a limited bandwidth
of operation due to their resonant nature. The input impedance of the
antenna usually defines this bandwidth Limitation since it is the quantity,
which changes most rapidly with frequency. The radiation pattern can also
be used to define the bandwidth, in terms of the gain, beam width, cross-
polarization levels, or side lobe levels. Several techniques can be used to
increase the operadonal bandwidth of resonant antennas, which have

inherently narrow bandwidth. Several methods for reducing the inherent
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Q-factor of the resonant antenna are available. For microstrip patch
antennas for instance, one of the simplest technique is to lower the
dielectric constant of the substrate. Since the Q-factor is related to the
dielectric constant, a decrease in the dielectric constant will cause decrease
in the Q-factor and thus an increase in the bandwidth. Although this is a
simple solution, there are some drawbacks. As the dielectric constant is
reduced, the size of the resonant antenna will increase, for a given
frequency. This may not be desirable for many applications where a
compact or low profile antenna is required. Also the coupling to the
antenna may become more difficult. Another method for lowering the Q-
factor involves loading the antenna. The advantage of this approach is that,
there is no significant increase in the dimensions. Impedance matching
networks can be used to increase the bandwidth of a resonant antenna by
transforming its input impedance to better match that of the coupling
circuit. These matching networks are usually external to the antenna,
occurring after the coupling mechanism, but sometimes these networks
can be incorporated within the antenna itself. The final approach to
increasing the bandwidth of resonant antenna involves the use of multple
resonant configurations. By using two or more resonators, each designed
at a somewhat different frequency; the resonators can be combined to give
wideband or mult-band operation. The advantage of this approach is that

each resonator can be tuned more-or less independently. The disadvantage
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lies in the added area required which may preclude some of these
configurations from being used in an array environment.

The bandwidth of the DRA is related to the Q-factor by

Where S is the desired VSWR art the input port of the DRA. The Q-factor
occurs for small values of dielectric constant. In theory, a DRA with a
dielectric constant of one would have the lowest Q-factor and therefore
the widest bandwidth. In practice, however, there is a lower limit on the
values of the dielectric constant required to contain the fields within the
DRA in order to resonate. A considerable degree of bandwidth control s
possible by adjusting the aspect ratio of the DRAs. As the DRA volume
increases, the bandwidth imtally decreases untl it reaches a minimum
value, and then increases with volume.

1.3.1.4 Different geometries

Various shapes of DRAs already investigated are shown in Fig. 1.2;

a) Cylindrical b) Half cylindrical ¢) Trangular d) Rectangular

c) Spherical d) Hemi spherical d) €) Conical f) Tetrahedron.
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1.5 Theoretical Considerations: Dielectric Resonators

As previously mentioned, dielectric resonators have been known to radiate
since the work conducted by Richtmyer in 1939, however, this information
was not pursued as the then current application for dielectrics was as
energy storage devices and not as radiators. In the 1980's, antenna research
was being conducted at microwave and millimeter wave frequencies.
Conductor losses limited the use of metallic structures; thetefore research
into dielectric materials became popular. Dielectric resonator antennas
could be made smaller than their microstrip patch counterparts through
the use of high permittivity materials, since the guided wavelength is

inversely proportional to the permittivity of the dielectric matenal,

ﬂ'(lieleclric S (1 ’7)
\J gdieleclr[c

1.5.1 Field Modes
All resonators have a seties of resonant modes or field structures, which
are determined bv their electrical characteristics and the boundary
conditions. Van Bladel {9, 10] investigated DRAs of arbitrary shapes with
very high permittivity, and concluded that there were two field modes in
which the DRA could be classified. These are the confined ;md non-
confined modes. The classificaton critena are that at all interface

boundaries the following conditions are met.
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a. E.n=0; e (1.8)
and

b. nxH=0 = e (1.9)
In eqn.1.7, where E denotes the electric field intensity and n denotes the
normal to the surface of the resonator, is satisfied for both confined and
non-confined modes. This condition states that there is no electric field
intensity normal to the boundary. In eqn.1.8, where H denotes the
magnetic field intensity, is only satisfied for confined modes. This
condition indicates that the magnetic field is normal to the boundary. He
further states that the lowest order non-confined and confined modes act
like magnetic and electric dipoles respectively. Finally, he has shown that
confined modes can only be supported by dielectric elements exhibiting
axial-symmetric properties.

These modes or field structures are often classified as H and E
modes. The H modes, corresponding to the non-confined case above,
have a large magnetic field perpendicular to the interface, with the lowest
order mode resembling a magnetic dipole in field structure. The E modes,
confined, do not have this large magnetic field and the lowest order mode
resembles an electric dipole. Okaya and Barash first classified the H mode
to belong to the transverse magnetic (TM) family and the E modes to the
transverse electric (TE) family [9], however, later work by Yee [12] used
the opposite notation. This second convention continues to be used today,

with two or three subscripts to identify the specific mode order. The
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subscripts denote the field vanations in the appropriate orthogonal
component, dependent on the co-ordinate system used, spherical,
cylindrical or rectangular. Cylindncal and spherical DRAs support both TE
and TM modes, which, when combined together form an additional hybrid
family of modes. These degenerate modes, in which, two modes exhibit
the same resonant frequency, and thus interact with each other result in a
lack of mode purity.

Various configurations of dielectric materials have been
investigated [13], with the theoretical emphasis placed on cylindrical or
hemispherical shapes. The reason for this is the ability to generate closed
form analytical solutions for axial-symmetric shapes. Since the focus of this
thesis is Hexagonal DRAs, the discussion and analysis will deal solely with
this geometric shape.

1.6 Numerical Methods
1.6.1 Overview

Numerical solutions became popular in the 1960's with the
invention of high-speed digital computers. Today's rrl(ic_lgm technology has
brought these methods more into the forefront, with some methods made
more efficient, while others that originated in other disciplines are being
applied to electromagnetic analysis. Until numerical methods became
common, problems were solved through the classical separauon of
variables analytical method or through integral equation solutions. If these

methods proved unwieldy, or closed form solutions were not possible, one
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of two outcomes was possible. The first was to make appropriate
assumptions in order to bypass the gridlock, and the second was to halt
any analytical analysis. The assumptions deemed adequate for previous low
frequency applicatons do not meet the requirements of today's millimeter
wave integrated circuits. The ability to tune or .\Yfa.k_ the circurt
characteristics after fabrication is virtually impossible, unlike that of the
previous technology. This has increased the necessity of the computer-
aided design (CAD) process, thus the reliance on these numerical methods.

Numerical  solutions allow the tedious, time-consuming
computations to be carried out by the computer. Accuracy, computer
efficiency, memory requirements, analytical processing and versatility have
been used as criteria to assess numerical method performances. The
numerical computations are based on several well-known methods, as
shown in Table 1.2, some of which will be briefly discussed in the
following paragraphs.

The first three methods form Tables 1.2 are useful in solving
geometries with arbitrary shapes, while the remainders have applications in
specific areas. The integral equation method, for example, is useful to solve
DRA geometries exhibiting axial symr;}et,ric symmetry. The numerical
method chosen for evaluating the electromagnetic characteristics in this

thesis. are the finite difference method, which will be discussed in more

detatl,
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Table 1.2: Numerical Methods and their applicability {14]

Method Storage CPU Generality | Pre-
requirements Usage processing
requirements
Transmission Moderate to | Moderate | Very good | small
line matrix large to large
Finite element large Moderate | Very good | small
to large
Finite difference | large large Very good | Nil
Method of lines | Moderate Small Good Moderate
Mode matching | Moderate Small to | Good Moderate
Moderate
Integral Small to | Small  to | Good Moderate
equation Moderate Moderate
Spectral domain | small small Marginal | large

1.6.2 Finite Difference Method

First developed in the 1920's by A. Thom under the title "method

of Squares" it was used to solve hydrodynamic equations. Finite difference

techniques are based on discretisation approximations, which allow for the

replacement of differental equations by finite difference equations, hence

the name. These approximations relate the value of the dependent variable

at a point in the solution region to the values at some neighboring point. A

finite difference solution process consists of dividing the solution region

into a grid of nodes, and applving the approximatons to each point in the

grid. The differenual equations are then solved subject to the boundary
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and/or initdal conditions of the structure. The finite difference
approximations are essentially numerical esumates of the derivatives- The
finite difference time domain (FDTD) is a common technique that uses
this method, approximating the differential equations in the time domain.

This method is well known to be the least analytical. Mathematical
pre-processing is minimal, and the method can be applied to a wide vanety
of structures, even those with odd shapes. Numerical efficiency however,
is not good. Open region problems truncated to a finite size can produce
problems and mesh points must lie on boundary regions for accurate
solutons.

1.6.3 Variational Methods

This method allows a problem of integrating a differenttal equation
to be reduced to an equivalent vanational problem. The variational
problem finds a function that gives a minimum value for some integral.
This method forms the basis for the Method of Moments (MOM) and
Finite Element Method (FEM).

1.6.3.1 Method of Moments (MoM)

MOM is a method of weighted residuals applicable for solving
both integral and differenual equations. The procedure usually involves
four steps.

1. The appropriate integral or differential equation is derived.
2. This equation 1s discretized into a matrix equation using basis (or

expansions) functions and weighting (or tesung) functions.

40 MTMR,DOL,CUSAT



Introduction

3. The matrix elements are evaluated.
4. The matnx equation is solved and the parameters of interest obtained.

This method owes its name to the process of taking moments by
multiplying by appropmnate weighting functions, and integrating. Its use has
been successfully applied to a wide variety of EM problems.

1.6.3.2 Finite Element Method (FEM)

Finite element analysis consists of discritsing the solution region
into a finite number of sub regions or elements. Governing equations are
then derived for a typical element. All elements in the solution region are
assembled and the system of equations solved for. The finite difference
and moment methods are conceptually simpler and easier to program than
the finite element method, however the FEM is more powerful and
versatile for handling complex geometries and inhomogencous media.
General-purpose computer programs can be created to solve a wide range
of problems, due to the systematic nature of this method. Care must be
taken at the truncation points when this method is applied to open region
problems.

1.6.4 Method of Lines

This method solves three-dimensional problems by reducing the
problem to a single dimension through the use of discretisation in two of
the three dimensions. Analvucal solutions are then sought for the
remaining dimension. Similar to the mode matching technique and the

finite difference method, the biggest difference is the simplification in that
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all but one independent variables are discretised to obtain a system of
ordinary differential equatons.
1.6.5 Finite Difference Frequency Domain Method

Although conceptually the Finite Difference Frequency Domain (FDFD)
method is similar to the Finite Difference Time Domain (FDTD) method,
from a practical standpoint it is more closely related to the finite element
method. Like FDTD, this technique results from a finite difference
approximation of Maxwell’s curl equations. However, in this case the time-

harmonic versions of these equations are employed,

Since, there is no time stepping it is not necessary to keep the mesh
spacing uniform. Therefore optimal FDFD meshes generally resemble
optimal finite element meshes. Like the moment-method and finite-
element techmques, the FDFD technique generates a system of linear
equavons. The corresponding matrix is sparse like that of the finite
element method. Although it is conceptually much simpler than the finite
element method, very littde attention has been devoted to this techmque in
the literature. Perhaps this is due to the head start that finite element
techniques achieved in the field of structural mechanics. There are
apparently very few codes available that utilize this technique. A notable
exception is the FDFD module that is included in the GEMACS software

marketed by Advanced Electromagnetics [15].
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1.6.6 Spectral Domain Approach

This is a Fourer-transformed version of the integral equation
method, which is applied to microstrip or printed line structures. An
efficient but restricted method, it can only handle well shaped structures
that involve infinitely thin conductors.
1.6.7 Mode Matching Method

Typically applied to the problem of determining the scattering
characteristics in a wave-guide structure on both sides of any discontinuiry,
the fields on both sides of the discontinuity are expanded with respect to
their various modes. Boundary conditons are applied along with the
concept of field continuity in achieving the desired solution.
1.6.8 Transmission Line Method

This method is used for solving field problems using circuit
equivalents. It is based on the equivalence between Maxwell's equations
and the equations for voltages and currents on a mesh of continuous two-
wire transmission Lines. The main feature of this method is the stmplicity
of formulation and programming for a wide range of applications.

Originally proposed by Johns and Beurle in 1971 in order to
analyze 2-D field problems, the model is based on Huvgen's principle,
which states "each particle in any wave front acts as a new source of
disturbance, sending out secondary waves combined to form a new wave
front. [16). In 1975 Ahtarzad and Johns expanded the 2-D analysis to 3-D.

This increases the complexity, however not the general procedure.
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Complexity is increased since the 3-D node consists of 12 transmission
line secdons while the 2-ID node encompassed only 4 transmission lines.

Waves propagate on a mesh of transmission lines interconnected at
nodal points spaced a distance delta / apart. At each node, the incident
fields are redirected outward based on the impedance seen on the
respective transmission lines. The disturbance then propagates outward,
joining together to form a secondary wave front as Huygen's theory
stipulates. This procedure continues through the structure, repeating the

process at each and every node.
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Chapter 11 REVIEW OF THE PAST WORK

2.1 Introduction

Dielectric  Resonators (DRs) have been primarily used in
microwave circuits such as in oscillators and filters for many years [1]. The
DR is normally made of high permittivity material, with dielectric constant
g, > 20. The unloaded Q factor is normally among 50 to 500, but can be as
high as 10000. Because of these traditional applications, the DR was
usually treated as energy storage device rather than radiators. Although
open DRs were found to radiate many vears ago [2-4], the idea of using
DR as antenna had not been accepted unti] the first original paper on the
cylindrical dielectric resonator antenna (DRA) [5] was published in 1983.
At that time it was observed that the frequency range of interest for much
system had generally progressed upwards to the millimeter and near
millimeter range (100-300 GHz). At these frequencies the conductor loss
of metallic antennas becomes severe and the efficiency of the antennas is
reduced significantly. On the other hand, the only loss for a DRA is that
due to the imperfect dielectric material, which can be very small in
practice.
2.2 Different DRA geometries

Subsequent to the cylindrical DRA, Long and his colleagues

investigated the rectangular {6] and hemispherical [7) DRAs. This work
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created the foundation for future investigations of the DRA. Kishk et al.
studied the radiation characteristics of cylindrical DRA with new
applications [8]. Many other shapes such as triangular [9], spherical-cap
[10}, cylindrical ring {11-12], conical {13], and tetrahedron {14] were also
studied. The basic principle and mode nomenclatures of the DRA were
discussed in the review paper {15].

2.3  Different coupling methods to DRA

Different methods are used for exciung the antenna, which are
coaxial probe [5-7], aperture coupling with a microstrip feedline [9,10, 16-
24], aperture coupling with coaxial feed bine [25, 26}, direct microstrip feed
line [27, 28], coplanar feed [29], soldered through probe [12], slot line {30],
strip line [31], conformal strip [32-34], dielectric image guide [35] and
waveguide probe [105].

2.4  Theoretical Analysis of DRA"

Leung et al [30] carried out the first theoretical analysis of the input
impedance for the hemispherical DRA. The detailed analysis is explained
in [37). The variation of input impedance with frequency for different
probe length is described in [38]. It is found that the input impedance
increases significantly and resonant frequency shifts slightly with probe
length. The variation of input resistance (increases) of the TE,;; mode as a
function of permittivity is explained in [38, 39}. An experiment was carried
out in [40] to verify the hemispherical DR theory. Leung et al. [41] studied

the cross polarization characteristics of a probe fed hemispherical DRA,
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which is excited in TE,;, mode. It should be noted that as DRAs of
different shapes show very similar behavior and hence knowledge of
hemispherical DRA can be used to anticipate the characteristics of other
shapes. Leung et al [42] studied the aperture coupled hemispherical DRA
with a thick ground plane, the antenna excite with the fundamental broad
side TE;,, mode. The theoretical analysis of slot coupled hemispherical
DRA was also investigated [43]. When the DRA is fed axially, TM modes
are excited; a rigorous and simple general solution can be obtained in [44].
The rectangular DRA i1s analyzed with dielectric wave guide model
and is explained in [45-48]. In this approach, the top surface and two
sidewalls of the DRA are assumed to be perfect magnetic walls, whereas
the two other sidewalls of the DRA are imperfect magnetc walls. The
fields of the DR are explained in TE and TM modes using the mode
expansion method. A more accurate, but time consuming, approach is to
use the FDTD method, which was adopted by Shum and Luk {16] in
analyzing the aperture coupled rectangular DRA. The aperture coupling
excitation method is applied to rectangular DRA in [49]. Mongia et al.
demonstrated the radiation characteristics of a low profile rectangular
DRA with very high permittivity [50]. An excellent impedance matching
was obtained with 3% impedance bandwidth. Latter low profile high
permituvity circular [51] and triangular [52] DRAs were investigated and
similar results were obtamed. Low permittivity low profile DRAs were also

investigated by Esselle [53].
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2.5 Miniaturisation of DRA

Apart from using high permittivity material, Mongia {54] inserted a
shorted metallic cylinder at the center of a cylindrical DRA to reduce the
antenna size. Also the DRA size can be reduced by uthizing a metal plate
perpendicular to the conducting ground plane {55, 56]. A half cylindrical
DRA was placed against the vertical metal plate, by virrue of image effect
the size of DRA was reduced by one half. Tam and Murch [57] extended
the method to the annular sector DRA to reduce the size.
2.6 Bandwidth Enhancement Techniques

Bandwidth enhancement techniques for the DRA have been of

interest to the antenna engineers and scientsts. In 1989 Kishk et al [58]
stacked two different DRAs on top of one another. Since the DRAs had
different frequencies, the configuration had a dual resonance operation,
broadening the antenna bandwidth. Sangiovanni et al. [59] employed the
stacking method with three DRAs to further increase the antenna
bandwidth. Leung et al. [60] intrtoduced an air gap between the stacking
(hagh permitavity low profile DRA) and active DRA elements, good results
were obtained. Junker et al. [61] analyzed the stacking configuration that
employs a conducting or high permittivity loading disk. Simon and Lee
[62) used another method in which two parasitic DRs were placed beside
the DRA to increase the impedance bandwidth. Again Leung et al. [63]
used the dual disk method to enhance the bandwidth of the Jow profile

DRA of very high permittivity. In all the above technique require more
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than one DR element. Wong et al [64] introduced an air gap inside a
hemispherical DRA tc widen the impedance bandwidth. Ittipiboon et al.
[65] performed a similar work with the rectangular DRA. Shum and Luk
[66] placed an air gap berween the DRA and ground plane to broaden the
bandwidth. Leung {67] investigated the case where the air gap between the
DRA i1s replaced by a conductor. Chen et al [68] added a dielectric coating
to the DRA to increase the impedance bandwidth. Similar work was also
carried out by Shum and Luk {69]. A parasitic conducting patch has been
used to increase the impedance bandwidth of the DRA [70, 71]. Kishk et al
modified the geometry 5o as to obtain various shapes such as, conical [13]
and tetrahedron [14] for wide bandwidth. Tayeb A. Denidni et al. [72]
proposed an inverted L-shaped DRA for improving the bandwidth up to
38%. Later Quinjiang Rao et al. [73] modified the above geometry to a T-
shaped DRA with two equilateral triangle cross section and improved
bandwidth to more than 60%. Recently a hybrid DRA structure comprises
a rectangular DR and a coplanar wave guide inductive slot is also proposed
to increase the bandwidth [74]. Reducing radiation Q- factor of a
cylindrical DRA for achieving broad bandwidth has been also ‘reported
[106].
2.7 Circular polarization

For long time, studies on DRAs have concentrated on producing
linear polarization. However for sometimes systems using circular

polarizaton are preferred because they are insensitive to the transmitter
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and receiver orentations. In some applicadons such as satellite
communications, it also offers less sensitivity to propagation effects. In
contrast, linearly polarized signal cannot be received properly when the
transmitter is orthogonal to the received field and hence more effort has
been developed to the CP DRA in recent years. The first CP DRA was
presented in 1985 by Haneishi and Takazawa {75]. They truncated two
opposite corners of a rectangular DRA to produce CP fields. After 10
years Mongia et al [76] studied a CP DRA that employed a quadrature
feed. Later some other CP DRAs with quadrature feeds were
demonstrated [77-79]. The quadrature feeding method gives a wide axial
ratio (AR} bandwidth, but it substantially increases the size and complexity
of the feed network. Petosa et al. [80] employed a cross shaped slot
coupled DRA to excite CP fields. Oliver et al. [81] and Esselle [82] used a
conventional rectangular DRA with the coupling slot inclined at 45° with
respect to DRA to obtain a CP DRA. This method however is not applied
to circular circumferences. Huang et al [83] produced CP using a cross-
slot to the above geometries. A CP excitauon method that utilized a pair of
parasitic conductng strips was proposed by Lee et al. [84]. Leung and Ng
[85, 86) and Long et al. {71] found that a single parasitic patch can also be
used to excite CP fields. Recently Leung and Mok [87] used a perturbed
annular slot to excite a CP DRA. By using sequential rotation CP fields can

be obtained by using 1P elements [88}.
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2.8 Antenna Gain

Antenna gain is another Iimportant parameter for antenna
designers. Different types of rectangular and cylindrical DRA arrays {89-
94] have been studies for increasing the antenna gain. Some researchers
have increased the gain by using a double layered DRA [95] i.e. by using
the DR as a non radiating dielectric guide antenna.
2.9  Air gap Effect

Junker et al [96, 97] have studied the air gap effect berween the

probe and DRA for the broadside HEM,,5 (TM,,5) mode of the cylindrical

DRA and noted that the air gap increases the operational frequency, lowers
the resonance impedance and not significant eftect on 3db bandwidth. The
air gap between bottom of the DRA and ground plane was investigated by
Junker [97, 98], the resonant mode was the end fire TM,, and noted that
the resonant frequency increases and the 3dB bandwidth is significandy
broadened when the size of air gap become larger. Drossos et al [99]
studied the effect of air gap between the DRA and microstrip substrate for
a microstrip fed DRA.

2.10  Multi-frequency Operation

Dual or mulu-frequency operation is highly desirable in modern wireless
communication. 1f a single dielectric resonator antenna (DRA) can support
dual frequencies, then the need for two single frequency antennas is not
necessary. Applications requiring different frequency bands can be

operated simultaneously with one radiating element. This reduces the
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antenna size and makes the system compact. Many investigations have
been reporred on DRA with dual frequency operation using vatious
approaches [100-103]. Recently 2 novel-coupling aperture feed technique
with hybrid DRA 1s developed for multi-frequency operation [104]. But in
all the cases dual frequencies are obtained by using either dual feed lines or
a hybrid radiating structure, which may cause design complexity.
2.11  Conclusion

This work proposes a novel hexagonal shaped DR antenna with
unique characteristics. The detailed analysis follows in the coming
chapters. The study reveals that the main attraction of this geometry is its
multiple resonances with a single feed excitation, irrespective of coaxial or
microstrip feeding, which eliminates the use of multiple antennas for

multple frequencies and results in the miniatunization of the total system.
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Chapter I11 METHODOLOGY

31 Introduction

The methodology adopted and the facilites used for the study of
antenna characteristics of the hexagonal shaped dielectric resonator
antenna are discussed in this chapter. The details regarding the different
sophisticated equipments used to analyse the performance of the antenna
are presented. Description of the fabrication of the hexagonal pellet is also
given. The chapter also includes the methods and experimental set up used
to study the important characterisucs of the antenna such as reflection
characteristics, radiation pattern, gain, polarisaton and other associated
parameters.
3.2 Basic facilities utilized

A full description of the equipments and amenites utlized for the
measurement of antenna characteristics is presented.

3.2.1 HP 8510C Vector Network Analyzer

HP 8510 C Vector Netwotk Analyzer (VNA) is versatle
equipment capable of making rapid and accurate measurements in the
frequency and ume domain. It consists of the 32 bit micro controller
MC68000 and has 1MB RAM and 512 KB ROM. The NWA can measure
the magnitude and phase of scattering (S) parameters for frequencies up to
50 GHz with a resolutton of 1Hz. It has the optional ability to take inverse
Fourier transform of the measured frequency data to give the time domain

response. The NWA consists of a microwave generator, S parameter test
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The antenna under test (AUT) is connected to the two-port S
parameters test unit HP8514B. This module isolates the incident (test),
reflected and/or transmitted signals (namely al, b1, a2, b2) at the two
ports. The signals are then down converted to an intermediate frequency
of 20MHz and fed to the IF detector. These signals are suitably processed
to display the magnitude and phase information of S parameters in log
magnitude, linear magnitude, smith chart or polar formats. These
constituent modes of the NWA are connected using HPIB system bus. A
completely automated data acquisiion is made possible using the
MATLAB™ based software, developed by the Center for Research in
Electromagnetics and Antennas, Department of Electronics, CUSAT.

3.2.2 Anechoic chamber

The anechoic chamber provides a quiet zone needed to simulate
space environment required in pattern measurements. The absorbers used
for building the chamber are made from high quality, low-density form
impregnated with dielectrically/ magnetically lossy medium. The wall of
the chamber (24" X 12 X 10’ ) used for the measurements is propetly
shaped (tapered chamber) and covered with carbon black impregnated
poly urethene (PU) foam based pyramidal, wedge, or flat absorbers of
appropriate sizes. The PU foam structure gives the geometrical impedance
matching while the dispersed carbon gives the required attenuation (up to
—~40 dB) for a wide frequency (500 MHz to 18 GHz) range. The chamber is

made free of EMI by surrounding with thin aluminium sheet.
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3.2.3 Automated turn table assembly for far field measurements

The turntable kept in the quiet zone consists of a stepper motor
driven rotating platform, for mounting the antenna under test (AUT). The
microcontroller based antenna positioner, STIC 310 C is used for rotating
the AUT, for studying the radiation characteristics. The AUT is used as a
receiver and a standard wideband (1-18 GHz) ndged horn antenna is used
as transmitter for measurements of radiation pattern. Properly shielded
cables connect the antennas to NWA. Antenna positioner 1s interfaced to
the computer and the antenna can be rotated 360" in CW or CCW

direcuon with any stepping angle (>=1°) using the software.

3.3 Experimental set up
Fig. 3.2 and Fig. 3.3 respectivelv shows the schematic set up used to

measure the reflection and radiation charactenstics of the antenna. A

4

v
thorough investigation of the input characteristics followed by pattern
' A

measurement inside anechoic chamber.
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3.4.1 S-parameters, Resonant frequency and Bandwidth

The Network analyzer is calibrated for full 2 ports by connecting
the standard short, open and through loads suitably. Proper phase delay is
introduced while calibrating, to ensure that the reference plane for ail
measurements in the desired band is actually at zero degree, thus taking
care of probable cable length variations. The one (port of the Hexagonal
antenna is then connected to the port of S parameter test unit as shown in
Fig. 3.3. The magnitude and phase of S,; and S,, are measured and stored
in ASCII format using the software. S;; indicate the return loss at the one
port of the antenna geometry and s21 indicates the isolation between the
ports of the antennas. The resonant frequencies (f) at the port is
determined from the return loss curves in Log Mag form by identifying
those frequencies for which the curve shows maximum dip. It can be
noted from the stored data also.

The VSWR equal to 2, which corresponds to reflection coefficient,
p = (VSWR-1)/ (VSWR+1) =1/3, is the = 10dB (20 log 1/p) = -9.5dB}
level in Log Mag display. Thus 2:1 VSWR bands and bandwidths at the
one port is determined by observing range of frequencies (Af)) about the
resonant frequency for which the return loss curves, show <= -10dB. The
fractional bandwidth is calculated as Af/f. The input impedance at

resonant frequency is determined directly from the smith chart display in

the network amalyzer, where the center point corresponds to 50€2.
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3.4.2 Radiation patterns

Radiation pattern measurement is performed within the anechoic
chamber using the set up shown in figure 3.4. The hexagonal DR Antenna
mounted on the rotating platform of the tumtable assembly kept in the
quiet zone. Measurements are performed in the receiving mode for the
AUT, which is kept in the far field of the standard wideband ndged Horn
antenna. The radiaton patterns of the AUT at multiple frequency points
can be measured in a single rotaton of the positioner using the software.
Before measurement is commenced, the transmitter (Tx) and receiver (Rx)
are aligned such that the Rx is in the line of sight of the Tx. AUT 1s
connected to port 1 and horn is connected to port 2 of the S parameter
test. Analyzer is configured to make S,; measurement in the Step mode
with proper Averaging.

AUT is aligned in a near bore sight position with polarization
matched; the boresight option in the software is invoked to rotate the
AUT to accurately determine the direcion of maximum radiation. With
antennas aligned at bore sight for maximum reception, and hrough
response calibration is performed for the frequency band of interest and
saved in the Cal set. Switching to the time domain, gafe is turned on in the
analyzer with a gate span depending on the Jargest dimension of the AUT.
This procedure eliminates the spurious reflections from neighborhood that
are likelv to corrupt the measured data. After the above sequence, the

calibrate option prompts for the frequency band and the number of
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frequency points within the band for which s21 cal is to be done for
pattern measurements of the AUT.

The position controller is then set to home. The analyzer switched
back to frequency domain, and the controlling software for pattern
measurement is invoked which prompts for the start, stop and step angle
and the software sequences the operations:

a) Rotate the AUT in the horizontal plane by the specified

step angle.

b) Measure S,, at each frequency step within the specified

start and stop frequency range.

c) Acquire data and rotate the AUT by the step angle to cover

the full 360°
Measurements are repeated in the principal planes for both the co planar
and cross polar orientations of the AUT and Horn, with calibration on.
The gated response at each angular position is therefore nor;Iialized with
respect to boresight trace. From the stored data, half power beam width,
cross-polar level, back lobe level etc. in the respective planes are estimated.
3.4.3 Gain

The gain of the AUT is measured in the boresight direction. Gain
transfer method utlizing a reference antenna of known gain is employed
to determine the absolute gain of the AUT [2-4]. The expenmental set up
and measurement procedure for determining the gain is similar to radiation

pattern measurement. A standard antenna with known gain Gy operating in

70 MTMR,DOL,CUSAT



Methodology

the same band as AUT is used as reference antenna. S,, measurements
done using reference antenna (as receiver) and the wideband Horn (as
trapsmitter), is saved as the reference power. A THRU RESPONSE
calibration is performed for the frequency band of interest and saved in
new Cal set. This acts as the reference (0 dB) gain response. The reference
antenna is replaced with AUT, retaining the physical alignment. S,, is
measured then with the new cahbration on and the power received (Pr in
dB) is recorded. Display on the network Analyzer indicates the relative
power in dB of the AUT with respect to the reference antenna. The gain
Gr of the AUT is calculated from the stored data based on Friss

transmission formula as

G, (dB) =Gy (dB)+ P, (dB) ~~-rmmemmmmmneme- —(3.1)

3.4.4 Polarization pattern

Polarization of an antenna in a given direction is the polarization of
the wave radiated (or transmitted) by the antenna, which is that property of
an electromagnetic describing the time varving direction and reladve
magnitude of the electric field vector at a fixed location in space, and the
sense in which it 1s traced as observed along the direction of propagation
[2-3]. The polarization a characteristic of an antenna is represented by its
polarization pattern which is the special distribution of the polarization of
the field vector radiated by an antenna measured over the radiatton sphere.

To measure the polarization pattern along the axis of the antenna

beam, the linearly polarized standard horn antenna and test antenna are
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aligned so that orientation of AUTs co polar electric field matches with
that of the Horn. The AUT connected to port 1 of the S parameter test set
up is kept stauonary, while the Horn antenna mounted on the turntable is
rotated about its axis using the position controller. The horn antenna is
connected to port 2 of the S parameters test set and S,, measurement is
performed after each rotation of the Horn. The data so acquired is plotred
in polar coordinates with respect to angle of rotation to reveal the
polarization pattern of the AUT. The ellipse drawn inscribed within the
polarization pattern is the polarization ellipse for the antenna in the
specified direction.
3.5  Ansoft HFSS™

HFSS {4] stands for High Frequency Structure Simulator is a high
performance full wave electromagnetic field (EM) simulator for arbitrary
volumetric passive device modeling. It employs Finite Element Method
(FEM), adaptive meshing and brilliant graphics to give unparallel
performance and insight to all 3D EM problems. Since it is an interactive
simulation system whose basic mesh element is tetrahedron, allows solving
any arbitrary 3D geometry with complex curves and shapes and provides
solutions to EM problems quickly and accurately. Hence HFSS is used to
stmulate the charactenstics of the hexagonal diclectric resonator antenna

which will be explained in Chapter V.
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Chapter IV SYNTHESIS OF DIELECTRIC RESONATORS

4.1 Introduction

With the recent progress in the field of mobile telephony and
satellite communication, the development of microwave dielectnc
materials having low dielectric loss (high ), high dielectric constant and
small temperature coefficient of resonance frequencies has gained
significance. Recentdly much of the developments in microwave ceramics
have been in the field of dielectric resonator antennas and filters.

Titanates (Ti0,) have many uses in electronic and material
industry due to its piezoelectric, ferroelectrics and other properties. This
chapter explains the method of preparation and characterizaton of TiO,
pellets to be used as dielectric resonators.

4.2 Preparation of DR pellet

The preparation process consists of many steps such as
welghing, mixing, calcination, sintering etc. During these processes we can
minimize the free energy of the material and redistribute the atoms. The
minimization involves the reducton of internal surface area and an
increase in the grain size.

The different stages of preparation of DR pellets are detailed below
@) Weighing and mixing
(in) Preheating

(1) Binder addition and dry pressing
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(iv) Sintering
) Finishing
4.2.1 Weighing and mixing
The first step in the preparation consists of weighing a fixed
quantity of TiQ, powder in a mortar container. It is then ground to make a
fine powder.
4.2.2 Pre-heating
The well ground powder 1s heated to more than 100°C to eliminate
moisture and other volatile impurities.
4.2.3 Binder addition and dry pressing
Unless the material concerned contain substantial quantity of clay, it
1s necessary to incorporate an organic binder. The primary function of the
binder is to provide the dried sample sufficient strength to survive the
handling between shaping and sintering, but it may also be essential to the
method of shaping. One of the most important requirements for a binder
is that it should be possible to eliminate from the compact without any
disruptive effect. When particles are in high concentration in a fluid they
tend to from a continuous network with point of claret contact between
them. These points of contact remain when a binder is burned out and
provide sufficient strength to resist the disintegrating effect of small stress.
So the preheated powder is again crushed and ground finely again. Then an
appropriate quantity of polyvinyl alcohol i1s added and is mixed well with

the power..
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Dry pressing is carried out in a dye with movable top and bottom
punches. A cavity is formed with the bottom punch in a low position and
this is filled with free flowing granulated powder, which is then struck off
level with the top of the dye. The top punch then descends and
compresses the powder to a predetermined volume or, in more elaborate
presses, to a set pressure. Both punches then move upwards undl the
bottom punch is level with the top of the dye and the top punch is clear of
the powder feeding mechanism. The compact is then removed, the bottom
punch is lowered and the cycle is repeated.

Shapes with a uniform section in the pressing direction are the
easiest to produce by dry pressing. Pieces that vary in section require very
careful powder preparation and may need special press facilities such as
floatng dyes where the dves are free to move relative to the punches, or
dyes that split open to allow easy extraction of the compact. The time
taken for a pressing on an automatic machine varies from 0.2s, for pieces
of diameter around 1mm, to 5s for large complex shapes. The schematic
diagram and photo of cylindrical and hexagonal dyes are shown in Figs.

4.1 and 4.2. Fig. 4.2 (c) shows the hexagonal DR pellets
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This dye can be used to apply a pressure up to 7000-kg/inch
squares. Using these dyes shown in above figures, cylindrical/hexagonal
pelletrs can be easily made, by filling it with the powder and applying
appropriate pressure.

4.2.4 Sintering

Sintering converts a compacted powder into a denser structure of
crystallites jointed to one another by grain boundaries. The energetic basis
for sintering lies in the reduction of surface energy by transferring matter
from the interior of grains along the grain boundaries to adjacent pores,
which are eventually filled. In simplest situations there are two heating
schedule commonly used in sintering experiments. In many cases the
powder compact is heated rapidly at a fixed sintering temperature, held at
this temperature for the required time and finally cooled at room
temperature. This schedule is referred to as isothermal sintering. The other
case is known as constant heating rate sintering, the compact is heated at a
fixed rate to the required temperature; after which it is cooled. In the
present case isothermal sintering is used. The green pellet, which is placed
in alumina crucible, is sintered at a temperature of 1200°C for 6 hours and
then cooled at the room temperature.

4.2.5 Finishing

Tool wear during shaping and vanations in shrinkage during drying

and sintering contribute to the vartations of 1%-2% in the dimensions of

pieces taken from the furnace. For experimental studies, especially in the
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case of measurements of dielectric parameters, the surface of the sample
needs to be smoothened or polished. It is done by lapping the dense
sample with abrasives such as silicon carbide, diamond powder etc. Here
we use a silicon carbide water roof paper for lapping.
4.3. Microwave characterisation of DR
4.3.1 Method of measuring the permittivity

There are different conventional techniques for measuring the

complex permittivity of materials at microwave frequencies. Generally, the

methods can be classified into;

@ that depends on the standing wave field within the dielectric
(i1 that depends on waves reflected from the dielectric

(i11) that depends on transmitted waves

(v) resonance methods

The choice of a method or a combination, will depend on the
frequency, the value of e, and tand, the amount of material available, the
accuracy required, and the purpose of measurements.

Method (i) is suitable for liquid dielectrics, while the method (i)
leads to considerable errors while measuring the complex voltage reflection
coefficient when the dielectric constant becomes large. The method (iti) is
suitable for the measurement of large values of dielectric constant but have
the disadvantage that they require carefully prepared specimens. When
used in a wave guide the specimens have to be well polished and carefully

fitted to avoid air gaps. Hakki and Coleman method [1] and Cavity
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perturbation techniques [2] are the two methods mainly used for
measuring dielectric parameters of DRs. Since in the present case the
dielectric constant of the material is large Hakki and Coleman method is
the best choice. Cavity perturbation technique is preferred for
measurements on law permittivity material.
4.3.2 Hakki and Coleman method

The Hakki and Coleman configuration consists of a cylindrical
dielectric post sandwiched between two infinite conducting plates. Using
the TE, s modes, the effect of the air gap between the dielectric and the
conducting plates becomes negligible since the electric fields tend to be
zero at this point. The fields outside the dielectric decay very rapidly and
hence, the use of conducting plates of finite dimensions still provides a
good approximation to the theoretical model. This method restricts most
of the stored energy to the dielectric and allows the experimental
configuration to closely approximate the analytical model. Hakki and
Coleman method is usually used for measuring high dielectric constant
while the TE,, mode is propagating. For samples of low dielectric
constants a second method, which also overcomes the air gap at the
dielectric-to-conductor interface can be used. This method utlizes a
dielectric post fitted in a cutoff circular wave-guide whose dimensions are
such that the circular electric mode is cutoff 1n the air region of the guide.

The construction of the sample holder is shown in Fig. 4.3. The

top and bottom plates are the two shorting plates, which turn the dielectric
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adjusted, the TM modes move rapidly to higher frequencies while the
TE,,, mode remains stationary.

The structure can be essentially treated as a shorted dielectric
waveguide in the form of a finite length of a cylindrical dielectric rod.
Waveguide is shorted bv placing conducting plates at each end thereby
turning the transmission line into a resonator. The characteristic equation

for the normal modes is well known

Teis
{%Jm'(ah K, (B) }[ In(@) Kl )ZIZmZFLJFL][“LJrL]
al,(@) PK,(B)] ). (a) K,(B) @ fla B
---------------------------- .2)
Wherec,
e 2N
R 0 ] —— “3)

Where J, (a), K, (,5) are Bessel functions of the first and second

kind, respectively, A is the free-space wavelength, D 1s the diameter, L is

the length of the dielectric specimen, and 1=1,23.. .etc., corresponds to
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the multiple half-wavelengths in the cavity along the axial direction of the
cvlindrical specimen.

The equations for a and B can be rewritten for the TEy, mode

g =1 -0+(—C—) (@ +82), e (4.5)

zDf,

Where a,, B, are the first roots of the characteristic equation with
m=0, ]=1, and f, is the resonant frequency. Hence by measuring the
frequency of the TE,, mode and knowing the dimensions of the
specimen, the real part of the dielectric constant can be found out.

4.3.3 Cavity perturbation technique

The cavity perturbation technique consists of a transmission type

S-band rectangular cavity resonator with network Analyzer HP 8714ET as

shown in Fig. 4.4 (a). The cavity resonator is excited in the TE,,, mode.

10p
The S-band rectangular cavity resonator 1s shown in Fig. 4.4(b). Initially,
the resonant frequency f, and the quality factor Q, of each resonant peak
of the cavity resonator at the maximum of electric field are determined.
The DR sample pellet is designed in the form so as to facilitate its entry
and easy movement through the cavity slot. It is introduced into the cavity
resonator through the non-radiating slot. For a resonant frequency of the
sample-loaded cavity, the position of the sample is adjusted for maximum

perturbation (i.e. maximum shift of resonant frequency with minimum

amplitude for the peak). The new resonant frequency f, and the quality
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ol STh QJ """" (4.6)
2f, .
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Here, €; =€ —jer, €; 1is the relauve complex permittivity of the
sample,s{- is the real part of the relative complex permittivity, which is

known as dielectric constant. Sf-/is the imaginary part of the relative

complex permittivity associated with the dielectric loss of the material. V,

and V_are the volumes of the sample and the cavity resonator respectively.
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Chapter V. EXPERIMENTAL STUDY OF HEXAGONAL

DIELECTRIC RESONATOR ANTENNA

5.1 Introduction

The results of the experimental studies on the return loss,
impedance, gain and radiation characteristics of the new geometry
Hexagonal Dielectric Resonator Antenna (HDRA) is discussed in this
chapter. The important radiation characteristics such as radiation pattern,
half power beam width(HPBW), cross polar level and gain for the coaxial
and microstrip feed excitation are presented under subsequent sections,
Results related to the optimization of coaxial probe length, antenna height
(or aspect ratio) and coaxial probe Jocation are discussed in the beginning
part of this chapter. Results related to the optimizaton of HDRA with
microstrip feed excitation is explained in the last part of this chapter. A
comparative study of the experimental results with the simulation results,
using Ansoft HFSS™ is given at the end of each section.
5.2  COAXIAL PROBE FED HDRA

In this section, the optimization of the coaxial probe length and
aspect ratio of the antenna are done first, followed by the coaxial probe
location. The diameter of the coaxial probe used is 0.6mm.

5.2.1 Antenna configuration

Fig 5.1 (a) shows the geometry of the hexagonal pellet and Fig. 5.1 (b)

shows the coaxial-coupled hexagonal dielectric resonator antenna. The
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5.2.2 Effect of coaxial probe length on the performance of HDRA
The effect of coaxial probe length variation on the return loss of
HDRA 1s shown in Fig. 5.2 (a). When the length of the probe (f}) is varied
from 4mm to 7mm with a step of 1mm, it is found that the impedance
varies and hence the return loss also. The probe length 1s optimized to
6mm, since it gives a minimum return loss of -24dB. The coaxial probe is
fed at 13mm (f,) from the center towards one corner of HDRA as shown

in Fig 5.2(b).The height of HDRA used is h=11mm.
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(b)

Fig. 5.2 (a) Return loss variation with probe length (b) schematic diagram
of hexagonal dielectric resonator showing probe length and probe location

(side view).
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5.2.3 Effect of DR height on the performance of HDRA

The effect of height and hence aspect rado (b/2h) varation on the
resonant frequency and impedance bandwidth (§,,<-10dB) of 2 hexagonal
dielectric resonator antenna (HDRA) is investigated 1n this section. The
antenna is excited by inserting a probe of length (f;) 6 mm at a distance (f,)
of 13 mm from the center (Z axis) to one corner of the HDRA and the
variation in resonant frequency for different heights are studied. Also it is
observed that the bandwidth varies with the variation of height of the
antenna. The input impedance and radiadon characteristics are also

measured and the variations are discussed.

)
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Fig. 5.3 Variation of return loss |S,,| with height of HDRA
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5.2.3.1 Results and Discussion

Fig.5.3 shows the varation of return loss with height of HDRA. It

is observed that the resonant frequency varies from 1.910 GHz to 2.216

GHz when the height of antenna changes from 13 mm to 8 mm.

Impedance variations for the three DRs are shown in Figs. 5.4 (a)-(c). It

is also observed that a height of 11 mm provides good matching over the

band.
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Fig. 5.4 Variation of input impedance with frequency

The experimental set up used for measuring the antenna
charactenistics was explained in chapter 111. The radiation pattern of the
HDRAs in the elevation and azimuth planes at the resonant frequencies
corresponding to different heights are shown in Figs.5.5, 5.6 and 5.7
respectively. It is found from the elevation plane patterns (Figs. 5.5 a, 5.6
a and 5.7 a) that the cross-polar levels worsen when the height of HDRA
(‘h’) is decreased or increased from 11mm and at h=11mm the radiation
pattern shows a good cross polar level of —22dB. A study of the azimuth
plane patterns (Figs. 5.5 b, 5.6 b and 5.7 b) shows that the patterns
become more omni directional at h=11mm. Also it is observed that the
polarization in all the cases is linear. All the characteristics of the antenna

are summarized in Table 5.2
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It is observed from Table 5.1 that, comparing to other heights of HDRA,
the cross polar level is good and the impedance band width is high at h=11
mm. Also viewed that at this height the HPBW for azimuth plane pattern
is larger and almost omni directional. Hence the height of HDRA is
optimized as 11 mm for the study.

5.2.4 Effect of variation of Coaxial feed position on HDRA

Investgation of hexagonal dielectric resonator antenna (HDRA)
shows that it can produce multiple frequency operation for a proper feed
locaton. When the feed is displaced from the axis of HDRA (Z- axis)
towards the corer, the characteristics such as return loss, input
impedance, radiation patterns and gain are found to vary. It is observed
that at a particular feed position the antenna exhibits 2 maximum of three
resonances with linearly polarized radiation. Here the multple frequenctes
are produced by a single radiating element of HDRA and are excited with a
single coaxial feed. The effects of feed location on resonant frequency and
other characterisucs of the antenna are also measured and discussed.

Fig. 5.8 (a) shows the schematic diagram of an optimized coaxial-
coupled hexagonal dielectric resonator antenna (HDRA). A hexagonal
dielectric resonator (HDR) with side length a = 14.4mm, height h = 11
mm, diagonal length b=30.4 mm and dielectric constant ¢, = 69 is placed
on a rectangular ground plane (180mm X 140mm). The HDRA has an
aspect ratio (h/b) less than unity and it is excited by inserting a probe of

length 6mm at different locations on the X- axis as shown in Fig. 5.8 (b).
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side length 'a' +——— |

ground )
plane height 'h* Aeed
probe feed

Feed position

(2) (b)

Figure 5.8 (a) schematic diagram of the HDRA (b) feed location

5.2.4.1 Results and discussion
(i) Optimization on feed position
Experimental set up was explained in chapter IlI. Fig.5.9 (a)
shows the return loss of HDRA for different feed positons and Fig.

5.9(b) the variation of resonant frequency as function of feed distance (f,)

from the center. Table 5.2 shows the variation of resonant frequency and
bandwidth with feed location. 1t is found that, near the periphery, i.e. at 1
feed position; there are only two resonant frequencies at 1.870 GHz and
3.445GHz with an impedance bandwidth of 40 MHz (2.14%) and 50 MHz
(1.45%) respectively. But when the feed is at 2™ position, the dominant
resonant frequencies are at 1.915 GHz and 3.550 GHz with impedance
bandwidths 30 MHz (1.57%) and 230 MHz (6.48%). A non-radiating

resonance at 2.7 GHz 1s also present.
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Table 5.2 Variaton of resonant frequency and bandwidth with feed

locaton
Feed Feed Resonant frequency -10 dB - Impedance bandwidth
position disance ‘T GHA T RH(GHZ) | 5 (GH7) | BW1 BWZ | BW3

b (m) : MHz) | MHz) | (MH2)

1 12 1870 | — 3.445 40 |- 50
2 9 1915 | — 3.550 30 | - 230
3 6 1920 | 2.67 3.25 104 7 60
4 3 1870 | 2.545 3.280 9 04 20
S(center) | 0 -—- 255 ] - 90 | -

The HDRA exhibits three resonances at 1.920 GHz, 2.570 GHz
and 3.250 GHz with impedance bandwidths of 104 MHz (5.42%), 71 MHz
(2.76%) and 60 MHz (1.85%) respectively when the feed is at 3™ position,
which is along the diagonal, at the central point between axis and the
periphery. When the feed is at position 4, the antenna again exhibits three
resonant frequencies at 1.870 GHz, 2.545 GHz and 3.280 GHz with
impedance bandwidths of 9 MHz (0.48%), 94 MHz (3.62%) and 20 MHz
(0.61%) respectively. When the probe feed is at the center (5th feed
position) the antenna exhibits only one resonance at 2.575 GHz with a
bandwidth of 90 MHz (3.49%). Thus, when the feed is moved from near
peripherv to the center, the impedance bandwidth of the first resonance f,
increases to maximum at the third feed position though there is a slight
change in resonant frequency. Likewise the bandwidth of the second
frequency f, increases to a maximum at the fourth feed position and, that

of the third resonance f; increases to a maximum at the second feed
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positon. From Table 5.3 it is clear that the third feed position is the
optimum position for mulu- frequency operation.

(ii) Validation of the results using simulation

Fig. 5.10 shows the simulated and measured return loss variaton
of HDRA at the optimum feed position (feed position 3). The simulation
is done by using Ansoft HESS. The percentage of error between the
measured and simulated values is shown in Table 5.4. It is clear that there
is an error of 1.56%, 0.38% and 1.23% for the first, second and third
frequency respecuvely. This error is comparatively low and is attributed
due.’to the air gap berween the coaxial probe and HDRA while doing

experiment.

Return loss (dB)

1.0 15 2.0 25 3.0 35
Frequency (GHz)

Fig. 5.10 comparison of simulated and measured return loss of HDRA at

the optimum feed position
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Table 5.4 Percentage of error in return loss of simulated and measured

values
Antenna Measured Simulation % error HFSS over
Frequency(GHz) HESS Frequency(GHz)
Position Experiment
3 f1 f2 f3 f1 f2 £3 £1 f2 £3
1.92 2.57 3.25 1.89 2.56 a2 1.56 0.38 | 1.23
(iii)  Input impedance

The variadon of input impedance with frequency for all the

resonant bands at the optimized feed position are given in Fig. 5.11 (a)-(c),

shows better impedance matching over the bands.

100

50 |

>

Input impedance (Ohms)
o

Imaginary
-~ 2"
= -~

-50
-100 - - y v
1.6 1.7 18 19 20
Frequency (GHz)
(2)

2.1

Figure 5.11 (a) Variation of impedance with frequency for the first band

101

MTMR,DOE,CUSAT




Experimental Study of Hexagonal Dielectric resonator antenna

100
m
E 50 1
e
s N o ]
g ] \ mg?mary !
o 1 N o e o N -
E
5 50
a
£

-100 v T 1
2.50 255 2.60 2.65 270
Frequency (GHz)
(b)

Figure 5.11 (b) Variaton of impedance with frequency for second band

100

Input impedance (Ohms)

-100 r r .
3.10 3.15 3.20 3.25 3.30
Frequency (GHz)
(c)

Figure 5.11 (c¢) Variauon of impedance with frequency for third band
(iv)  Effect of feed position on radiation pattern
Radiation patterns in elevation and azimuth planes for all the

resonant frequencies are shown in Figs. 5.12 (a)-(k) and Figs. 5.13 (a)-
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(k) respectively and are found to be similar over the entre band. It is
observed from the patterns that the antenna is linearly polarized. Figs.5.12
(a) ~ (e), (g), (h) and (j) show that the patterns are broad. This is due to
the excitation of broad HE,; modes which was explained by Kishk et al.
[1}. The half power beam widths are shown in Table 5.5. But in Figs. 5.12
(f) and 5.12(i) a dip ;1t the on axis is observed, which is due to HE ;5
modes [1}. In Fig. 5.12(k), the same effect is observed on the polarized
pattern of the center fed HDRA for which the mode of excitation is TM,,
[2]. This pattern is similar to the radiation pattern of a dipole, ie. the
energy is distributed on either side.

The modes corresponds to the three frequencies at the optimum
feed location (feed position 3) are referred to as HE,, (Fig. 5.12 (e)),
HE,,; (Fig. 5.12 (f)), and HE,;; (Fig. 5.12 (g)) The first index of the
subscripts presents the order of the azimuth vanations and is the only
index that can be controlled and surely known. The other two indexes
cannot be controlled, and in fact there is no unique definidon for them
when the geometry differs from the cylindrical shape. Here these indexes
are used in a similar manner as used in the cylindrical shapes, because the
geometry of HDRA is close to that of cylindrical shape, and hence the
second index 1s referred to as variation along radial direction and the third
index presents the order of variation along the z direction. This variation is

normally 0.5<A<1 and therefore the symbol & is used.
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Table 5.5 The half power beam widths at different frequency

Resonant Cross polar level | Half power beam widths
frequency (dB) Elevation Azimuth plane
(GHz) plane (degrees) | (degrees)
1.870 -8 121 90
1.915 -7 131 96
1.920 -22 75 80
1.870 -20 106 81
2.570 -10 50 65
2.545 -7 40 200
2.575 -5 45 54
3.445 -12 76 50
3.550 -12 85 135
3.250 -9 75 40
3.280 -4 90 70
(\2) Inferences from Radiation Pattern studies

1. Broadside radiation pattern is observed for the first frequency

independent of the feed position with a cross polarization of -22dB at

Elevation Plane Patterns

the 3™ feed position.

frequency independent of the feed position with cross polarization of

-10dB at the 39 feed position.

110

5ot
2. Broadside-null in the radiation pattern is observed for the second
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It 1s observed from the above figures that, at 1.89 GHz, there is
one magnitude of electric field variations along azimuth direction and one
variation along radial direction and hence the mode excited at this

frequency is HE, 5. Also on the top of HDRA the magnitude of electric

field intensity is maximum at the center and thus the radiation pattern at
this frequency 1s broad sided. At the second frequency, 2.56 GHz, there is
only one intensity variaton along azimuth direction and two variations

along radial direction and therefore the mode excited is HE128. Besides. in

the radial direction the magnitude of field intensity at the center is
minimum and therefore at this frequency the radiadon pattern shows a
broad side null. At 3.21 GHz, there is only one intensity variation along
azimuth direction and three variations along radial direction and thus the

mode excited is D135 In addition, on the top of HDRA the magnitude

of electric field intensity is maximum at the center and therefore the
radiation pattern at this frequency is broad sided.

The E and H vector field on the top of HDRA for all the
frequencies at the optimum field position are shown in Figs. 5.16 (a)-(f).1t
is clear from Vector E patterns that, the modes excited at the three

frequencies corresponds to 1.89 GHz, 2.56 GHz and 3.21GHz are HE,

HE

125 and HE 35 modes respectively. These modes are confirmed from

the literature |3]
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(viii) Gain of the antenna

The gain of the antenna for the optimum feed positon for the
three resonant frequency bands is shown in Figs. 5.16 (a)-(c). The
antenna exhibits an average gain of 6.9 dBi, 7.75 dBi and 8.72 dBi in the 1%
(1.863 GHz-1.967 GHz), 2™ (2.535 GHz-2.585 GHz) and 3" (3.220 GHz-

3.280 GHz) frequency bands respectively in the boresight direction.

14
12 A
10
g
T 81
g M
3]
O 64
d
2 4
0 - — -
1.80 1.85 1.90 1.95 2.00
Frequency {GHz)
(a)
14
12 1
10
2 8-
c
©
& 6 4
4
2 4
0 T T - — —
2.53 2.54 2.55 2.56 257 2.58 2.59
Frequency (GHz)
(b)

117 MTMR,DOE,CUSAT



Experimental Study of Hexagonal Dielectric resonator antenna

14 4
12

101

Gain (dBi)
[«

3.20 322 3.24 326 328
Frequency (GHz)

(c)
Fig. 5.16 Gain of the antenna a) 1* Band b) 2" Band c) 3 Band

5.3 MICROSTRIP FED HDRA

In this section a microstrip feed is used for exciung the HDR

antenna and the corresponding characteristics are studied.
5.3.1 Antenna Configuration

The geometry of the proposed DR is shown in Fig.5.17 (a). It
consists of a DR of permittvity ¢, = 09 with hexagonal geometry, side
length 2 = 14.4 mm, diagonal length b=30.4mm and height h = 11 mm is
fed with a 5082 microstrip transmission line of length 100 mm and width
3mm, mounted on a ground plane substrate of permittivity ¢, = 4 and size
140 mm x 110 mm x 1.64 mm.

5.3.2 Effect of microstrip feed position on HDRA
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5.3.2 Results and discussion

@) Optimization on feed position

The experimental set up used for the measurement consists of an
HP 8510 C Vector Network Analyzer as explained in chapter I11. The
variation of return loss | S, | with position x and y is plotted in Figs. 5.18
(a) and (b). It is observed that when the positions x and y are varied the
nature of resonance frequency also varies from single resonance to dual
resonance. The optimized feed position at x,=13mm and y,=8mm
corresponds to a dual frequency operation. The HFSS simulated and

measured return loss at the optimum position is compared in Fig. 5. 18 (c).

8 5
n [
2 ; ;
§ § — x=9mm, y=8mm el
s ~ x=10 8 i
e 204 —— x=10mm, y=8mm "
——-— x=13mm, y=8mm |
== = x=165mm, y=8mm | "
.25 J resescavese x:"ﬁmm, y=8mm l"ll
¢
-30 v r T — — T T

1.9 20 21 2.2 23 24 2.5
Frequency (GHz)

()

Figs. 5.18 (a) variation of return loss against frequency with the position

‘X’ by keeping position ‘v’ as constant
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Return loss {dB)

..............

x=13mm, y=2mm
x=13mm, y=8mm
x=13mm, y=10mm
x=13mm,y=15mm
x=13mm, y=19mm

T

2.0 22

Frequency (GHz)

(b)

24

Figs. 5.18 (b) variation of return loss against frequency with position ‘y’ by

Return loss(dB)

keeping position x” as constant

0
/ -
5
N
-10 v
\ \\/Y
154 \ .l
\
‘ [
-20 H ! Experiment
/ ———— Simulation
A"
-25
-30 " T j
1.8 2.0 2.2 24
Frequency (GHz)

Figs. 5.18 (c) Measured and simulated return loss at the optimized feed

position
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It is noted experimentally that the return loss 1s minimum at 1.926
GHz and 2.451 GHz. The antenna has a 2:1 SWR bandwidth of 5.2 %
ranging from 1.875 GHz to 1.975 GHz and 4.2 % ranging from 2.395 to
2.5 GHz respecuvely. A comparison between the measured and simulated
results is shown in Table 5.6. It is clear that there is an error of 1.4% and
0.78% for the first and second frequencies respectively and hence a good
agreement between them was observed.

Table 5.6 comparison of return loss obtained for simulated and measured
values

Antenna Experimental Simulation % error
Position Frequency(GHz | HFSS Frequency | HFSS &
(GHz) Experiment
X0 YO |1l 2 fl 2 fl |2
13mm | 8mm | 1.926 | 2.451 | 1.899 | 2.432 1.4 10.78

(ii)  Input impedance
Measured input impedances, shown in Fig.5.19 (a) and (b)
justifics good and steady matching between the feed and the antenna

corresponding to the two frequency bands for the optimum feed position.

200
m Real

100 4
E A S
S N
3
£ ~ -
@ r -~ e W \
Q P
E Imaginary
5
a -100 |
£

-200 Y T T T

1.88 1.90 1.92 1.94 1.96 1.98
Frequency (GHz)
(a)
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200
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/

Z 100
L
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g e - 7/
3 / \ -~
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3
£ 100

-200 T T v r :

2.40 2.42 2.44 2.46 248 2.50
Frequency (GHz)
(®) |
Fig.5.19 Measured Input Impedance corresponding to (a) I" band and (b)
11" band

(iii)  Radiation Pattern

Measured radiation patterns at 1.926 GHz and 2.451 GHz are
shown in Figs.5.20 and 5.21 respectively and are found to be linearly
polarized. 1t is found from Fig. 5.20 that the elevation plane patterns (x-z
and y-z plane) corresponds to the mode HE,; are broad with moderate
cross-polar levels and the azimuth plane pattern (x-y plane) are also broad
on cither side. Whereas from Fig. 5.21, the elevation plane patterns (x-z
and y-z plane) shows a dip at the on axis, which is due to the excitation of
HE,,; mode. The azimuth plane pattern (x-y plane) is observed to be omni
directional. Radiation patterns at other frequencies in the band are also
seen to have similar characteristics. The half power beam widths are

shown in Table 5.7.
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(vi)  Gain of the antenna

The gain of the antenna 1s measured with respect to a standard
circular patch antenna operating in the same resonant frequency (Gain
transfer method). Measured gain at the 1" and 11" bands are shown in
Figs. 5.25 (a) and (b). It is noted that the antenna offers an average gain

of 6.1 dBi and 5.4 dBi respectively in the 1" and 1™ bands in the boresight

direction.
’ ]
. /\/\/\N\
g
_‘§ 4
L]
o
2 B
0 v v v v
1.88 1.9 1.92 1.94 1.96 1.98
Frequency(GHz)
(a)
8
6 4
F3
R
g 4
o
O
2 4
] - T T v T
2.38 2.40 2.42 244 2.46 248 2.50
Frequency (GHz)
(b)

Fig. 5.25 Measured antenna gain at (a) 1" band (b) 1I"™ band
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5.4 Radiation efficiency of the HDRA

LEfficiency of the antenna is defined theoretically as
N =Prad /Prag+Pgiss)
Where P__ 4 is the total radiated power and Py, is the power

dissipated in the antenna structure.

The efficiency of the coaxial fed HDRA is calculated using HFSS
and 1s found to be 93.34%, 90.41 % and 86.6 % respectively for 1.89 GHz,
2.56 GHz and 3.21 GHz. For microstrip fed HDRA, efficiency is found to
be 98.3 % for the first resonant frequency of 1.926GHz and 97.19% for
the second resonant frequency of 2.451 GHz.

5.5  Comparison of antenna performance between HDRA and

conventional Cylindrical DRA

Diagonal length of HDRA = Diameter of CDRA
HDRA CDRA
1. Resonance Multiple Single
2.Pattern Broadside, conical Broadside, conical
3.Mode of HE,;; HE, ;s HE;; | HE, 5, TM;
excitation TM,,;s
4. Miniaturisation | High Low

5.6 Conclusion

This chapter discussed the experimental studies on a novel
diclectric resonator antenna with hexagonal geometry. In the first section
the characteristics of the antenna when excited with coaxial probe feed is

described. The antenna performance is optimized for the probe length,
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HDRA aspect ratio and probe feed location. All the characteristics of the
HDRA are studied. It is observed that the antenna exhibits a maximum of
three resonant frequencies with good gain and moderate bandwidth. The
radiation pattern s observed to be broad and conical at different
frequencies. A comparison with the simulated results using HFSS is also
done and the results are discussed. Mode analysis is done by sketching the
field distributon on HDRA using HFSS. The antenna exhibits good gain
with the coaxial feed excitation.

In last section, the antenna is excited with microstrip feed and
optimised for a position corresponds to dual frequency with good gain. It
is observed that the dual frequency viz. 1.92 GHz and 2.451 GHz finds
application in wireless communication. The first band covers the digital
cordless Telephones (DCT: 1.88GHz to 1.92 GHz) band and almost all
frequencies of personal communication systems (PCS: 1.85 GHz to 1.99
GHz). The second band covers the wireless local area nerwork (WLAN:
2.4 GHz to 2.484 GHz) band. The antenna exhibits good gain, even
though less than that of coaxial feed excitation. This antenna is unique in
the sense that it is capable of producing muliple frequencies with a single
feed, without using any hvbrid structure [4-7]. A comparison between
experimental and simulated results is included and discussed. Mode
analysis 1s performed using HFSS on the basis of the field distribution on

HDRA. The efficiency of the antenna is found w be around 98% for

134 MTMR,DOE,CUSAT



Experimental Study of Hexagonal Dielectric resanator antenna

microstrip feed and it vary from 86-94 % for the coaxial feed HDRA for

different operating frequencies.
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Chapter VI THEORETICAL ANALYSIS-FDTD

6.1 Introduction

Maxwell’s pardal differential equations of electrodynamics
represent a fundamental unification of electric and magnetic fields
predicting electromagnetic wave phenomena which Nobel Laureate
Richard Feynman has called the most outstanding achievement of 19"
century science. Now engineers and scientists worldwide use computers of
high configuration to obtain the solutions of these equations for the
purpose of investigating electromagnetic wave guiding, radiation, scattering
phenomena and technologies. Today, in the beginning of 21 century, it
may seem a little odd to devote so much effort in solving the 19" century
equations.

During the 1970 and 198(’s several scientists working in these areas
found the limitations of frequency domain integral equation solutions of
Maxwell’s equatons. This led to a novel alternative approach: Finite
Difference Time Domain (FDTD) method, introduced by Yee in 1966 [1,
2], was the first direct ume domain solutions of Maxwell’s differenual
(curl) equations on special grids or lattices. There are several reasons for
the considerable interest in FDTD and related computational solution
approaches of Maxwell’s equatons.

1. FDTD uses no linear algebra

2. FDTD 1s accurate and robust
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3. FDTD treats impulsive behavicr naturally

4. FDTD treats non linear behavior naturally

5. FDTD is a systematic approach

6. Computer memory capacities are increasing rapidly

7. Computer visualization capabilities are increasing rapidly

The classic Yee Finite-Difference Time-Domain (FDTD) algorithm
employs standard central-differences to approximate both the spatial and
temporal derivatives of the governing equations. For electromagnetic
problems, Maxwell’s coupled differential equations are approximated as
coupled finite difference equadons. The finite-difference equauons are
solved for the future fields in terms of known past fields. The coupled
equations are then alternately solved to advance the fields in the ume-
domain. A simulaton is obtained by marching the fields forward in time.
However, because of the approximations inherent in the FDTD equations,
fields accumulate errors as they propagate. The amount of error is
dependent on the direction of propagation and the frequency, ie., the
error is both anisotropic and dispersive. Given unlimited computer
resources, any desired model fidelity could be obtained. Because of
memory and other computer limitations, one often cannot simply increase
the discretization to achieve an acceptable level of error. Instead, a
different FDTD algorithm can be employed which has superior error

characteristics. Several such algorithms have been proposed in the
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electromagnetic literature and a survey of many of the more promising
ones can be found in [3].
6.2 Electromagnetic analysis
The FDTD technique is a computauonally efficient means of directly
solving Maxwell’s time dependent curl equations using finite difference
technique. In this extensively computer based numerical method, the
continuous distribution of electromagnetic fields in a finite volume of
space is sampled at distinct points in a space and time lattice. The FDTD
method is formulated by discretizing Maxwell's cutl equations over a finite
volume and approximating the dervatives with centered difference
approximations. Conducting surfaces are treated by setting tangenual
electric field components to zero. The walls of the mesh, however, require
special treatment to prevent reflections from the mesh termination.
6.2.1 Governing Equations

Formulaton of the FDTD method begins by considering the
differental form of Maxwell's two curl equadons, which govern the
propagation of fields in the structures. For simplicity, the media are
assumed to be piecewise uniform, isotropic, and homogeneous. The
structure is assumed to be loss less (.., no volume currents or finite

Conducuvity). With these assumpuons, Maxwell's curl equations may be

written as p_a_.]iz—VXE _____________ (6.1)
ot

e X L (6.2)
ot
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In order to find an approximate solution to this set of equations,
the problem is discretized over a finite three-dimensional computational
domain with appropriate boundary conditions enforced on the source,
conductors, and mesh walls.

6.2.2 Finite-Difference Equations

To obtain discrete approximations to these continuous partial
differential equations the centered difference approximation is used on
both the time and space first-order partal differendauons. For
convenience, the six field locations are considered to be intetleaved in
space as shown in Fig. 6.1, which is a drawing of the FDTD unit cell {1].
The entire computational domain is obtained by stacking these rectangular
cubes into a larger rectangular volume. The x, y, and z dimensions of the
unit cell are Ax, Ay, and Az respectively. The advantages of this field
arrangement are that centered differences are realized in the calculaton of
each field component and that continuity of tangential field components is
automaucally satisfied. Because there are only six unique field components
within the unit cell, the six field components touching the shaded upper
eighth of the unit cell in Fig. 6.1 are considered to be a unit node with
subscript indices 4 ; and £ corresponding to the node numbers in the x, y,

and z directons.
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NODE (i jk)

%

Fig. 6.1 Field component placement in the FDTD unit cell

This notation implicitly assumes the +/- %2 space indices and thus
simplifies the notation, rendenng the formulas directly implementable on
the computer. The time steps are indicated with the superscript #. using
this field component arrangement, the above notation, and the centered

difference approximation, the explicit finite difference approximations to

(6.1) and (6.2) are
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n+l/ n12 At n n At n n
Hxi.j.]kz = lixi.j,'k + e (Eyi.j.k - Eyi,j,lc—l)— Ly (Ezi,j.k - Ezi.j—l.k) ————— —6.3.1)
n+y/2 = At n N~ n At n n
Hy,;j.!k = Hyi‘j.lkl'z + JiAx (Ezi._i.k —Eyi—l.j.k)_ pre (Ex.,A —Exi./,k—)) ______ (6.3.2)
n+1/ n-1 At n n At n n
I-Izi‘j,lk = HZ.’,,'.IL-Z + LAy (Exi,_j,k - Exi,j—l.k)— \ (Eyi,]./( - Eyi-Lj.k) ______ (6'3'3)
n+l n At ntl/2 n+l/2 At n+l/2 n+l/2
Ex,-,,;‘ . = Ex} wt Iy (Hz,.,M = Hz‘._j',( ) _E (Hy; e Hyi,j, p ) ————— (6.3.4)——(6.3)
A’ + + At n+i n+
Ey,";]/. = Eij,k +;Az_ (szj,]/.fl - Hxlnjlklz)”—mx_ (Hzm?;,z/.- _Hzi.j._ll.{z) ______ (6'3'5)
+ n At + n+ At n+li n+
Bz, =Ez]  + A 0 —H0) _Iy (H] G — H ) == === = (6.3.6)

The half time steps indicate that E and H are alternately calculated
in order to achieve centered differences for the time derivatives. In these
equations, the permittivity and the permeability are set to the appropriate
values depending on the location of each field component. For the electric
field components on the dielectric-air interface the average of the two

permittivity, (€,+ &,)/2, is used. The validity of this treatment is explained

in [4]. Due to the use of centered differences in these approximations, the
error is second order in both the space and tme steps; 1.¢., if Ax, Ay, Az,
and At are proportional to A/, then the global error is O(Af) [5]. The
maximum tme step that may be used is limited by the Courant stability
restriction of the finite difference equations,

A1r<:1(l+l+1
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Where V__ , is the maximum velocity of light in the computational

max>

volume. Typically, V__ will be the velocity of light in free space unless

max
the enure volume is filled with dielectric. These equations will allow the
approximate soluton of E (r, ©) and H (r, t) in the volume of the
computational domain or mesh; however, special consideration is required
for the source, the conductors, and the mesh walls.
6.2.3 Normalised Maxwell’s equations

This thesis uses the normalized general form of field variables, as

used by Sullivan [6], for the simplicity of formulation.

The normalised Maxwell’s curl equations are

oD 1

—= VXH-—— e 6.6

ot Vol (©6)
D(w)= & (W).E(W)=—=————— == 6.7)
oH 1 —

N NS

Normalisation is used for the field variables having the same order of
magnitude, which is an advantage in formulating Perfect Matched Laver

(PML), which is the crucial part of FDTD.
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The above equations produce six scalar equations. All field variables Dx,

Dy, Dz and Hx, Hy, Hz are normalized and we are eliminating dash

symbol present in the field components of equation 6.6and 6.8.

oDx 1 OHz OHy

o Jeou, & &)
0Dy 1 OHx OHz

ot :\/g‘uo(az—ax) ——————
oDz 1 OHy OHx

Ot - 50/10( Ox - Oy )
OHx 1 OEy OEz

ot Eo My 0z - ay) ______
OHy _ 1 (aEZ N 6Ex) ______
ot E My, Ox Oz

OHz 1 OFx OFEy

ot B \/;7;/1_0 ( Oy ox Jmmom

Discretizing the equations 6.9.3 and 6.9.6, ie for Dz and Hz is

= Dz"2 —————At
HoEy Ax

Dz™2
i jk+172

i jk+1/2 +

n n
{Hyi+]/2,j.k+]/2 - Hyi—llz,j,l(+l/2

n n

_Hxi.j+l/2‘k+!/2 + Hxi,j—!/Z,kH/Z} ______ (6-10)
n+l _ n At n+1/2 n+l/2
H2i+l/2.j+l/2.k = HZi+l/2.j+1/2_.k - = {Eyi+1.j+1/2,k - Eyi.j+1/2,k
NITRNN
n+1/2 n+1/2
_Exi+1/2.j+1,k + Exi+|/2,j,k} —————— (6.11)
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Similarly we can write all the other difference equation also. From the
above difference equation the computer code for all the six fields can be

written as

dx(i,jk) = dx(ij,k) + 0.5% (hz(ij,K) - hz(i,j-1,k)
~hy(i k) + hy(i,j,k-1)); —emmeeeeme (6.12.1)
dy(ij.k) = dy(i,j.k) + 0.5% (hx(i,j,k) - hz(ijk-1)
AR SR (RS — (6.12.2)
dz(ij.k) = dz(i,j,k) + 0.5* (hy(i,j.) - hy(i-1,i,k)
- hx(i,j.K) + hy(ij-1,k)); ——-emeeeme- (6.12.3)

ex(i,j.k) = gax(ij,k) * dx(i,j,K); -——erer-seme— (6.12.4)
ey(ij.K) = gay(i,j,k) * dy(ijK); -—-remmmmeemer (AP R — (6.12)
e2(i,j,k) = gaz(i,j,k) * Az(i,j,K); =rmremmrmemremen (6.12.6)

hx(1,5,k) = hx(1,),k) + 0.5* (ey(1,j,k+1) - ey(1,},k)

- ez(i,j+1,k) + ez(i,),k)); —-----=-- (6.12.7)
hy()’.]:k) = hy(lz}ak) + 05* (CZ(i+l zl:k) - CZ(i,j,k)
- ex(i,j,k+1) + ex(i,k)); =---mermmmn (6.12.8)
hz(i,j,k) = hz(ij,k) + 0.5* (ex{i,j*+1 k) - ex(i,j,k)
- ey(it1,3,k) + ev(i,j,k)); --=-----—- (6.12.9)
At
- _ ——=0.5
Since the term = 11,6, Ax
Where
gax (i.k)= gay( ijk)= gaz(ijk) =———— -~ (6.13)
& todt/ g,

for free space its value is unity.
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6.2.4 The Perfect Matched Layer (PML)

One of the most flexible and efficient Absorbing Boundary Conditions
(ABCs) is the perfectly matched layer developed by Berenger [7]. The basic
idea is, if a wave is propagating in medium A and it impinges upon
medium B, the amount of reflection is dictated by the intrinsic impedances

of the two media

r=2"Mmw__________ (6.14)
Ma + 75

Which are determined by dielectric constant € and

permeability p of the two media

- \/Z _____________ (6.15)
&

When one of the medium parameter is a constant and the other changes,

then there is a change in impedance and hence a portion of the wave
reflected back. When p changes with €, then 1 remains constant and the
reflection coefficient I’ become zero and no reflection will occur. But the

pulse is continuously moving to new medium again the same problem

occur and hence we want a medium that is lossy so that the pulse will die
out before it hits the boundary. This is accomplished by making both €

and p complex, because the imaginary part represents the part that causes

decay.
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Convert the Maxwell’s equations to Fourier domain, then the two

dimensional equations (eqn. 6.6, 6.7 and 6.8) becomes

jwDz=C (aHy —Q{-{i) ————— (6.16)
ox Oy
Dz(w)=¢ (W).Ez(W)—————— (6.17)
JjwHx =-C, QEE ———————— (6.18)
Oy
JwHy =C, L S (6.19)
ox

We are adding fictitious dielectric constants and permeability’s [8)
* * d *
‘C’.Fz’/u}’.r’an #Fy

Then the above equations become

D25, 0065, ) = Co (L= T - (6.20)
o oy
Dz(w) = & (w).Ez(w) (6.21)
. N %)
JwH 425, (¥) 42, (7) = =C g— ———————— (6.22)
S5 (815, () = Cy T m = (6.23)

There are two conditions to form a PML
1. The impedance going from the background medium to the PML

must be constant,

the impedance 1s T because of our normalized units.
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2. In the direcdon perpendicular to the boundary, the relative
dielectric constant and relative permeability must be the inverse of

those in the other direction. 1.e

.1
ng =

£

Fl" ————————— (6.25)
Hr = —

Hr,

£l =&, + " for,m=xory————————— (6.26)
JWE
. g
He = Mg, +—"— for,m=x0ry —————~———— (6.27)
JWE,

The following selection of parameters satisties the above eqn.[9]

gFm =/uFm :1

Opm _Otm _Op (-~~~ 777 (6.28)

&g Hy &

Substituting these values to the equation 6.24 for impedance is
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This fulfills the first requirement. If o increases gradually as it go in to the
PML., the field values Dz and Hy to be attenuated.

We will start by implementing PML only in the X direction. Thus we will

retain only x dependent values of €% and W'z Egn. 6.20 to 6.22 become

. . OHy OHx
Dz. =Cp(———)—————-— 6.30
jwDz.gg (x) = Cy( > o ) (6.30)
JwHx.u, (x)=-C, % —————————— (6.31)
oy
: . oFz
ijy.,uFJ,(x) = Co _a'; ___________ (6.32)

by using the values of eqn 6.28, the above equatons become

»(%) OHy OHx, _____
w(l+ s )Dz = C,.( > o ) (6.33)
IR Y 630
0
]W(] + D(x) )H = C0 oz ___ _______ (6 35)
'€ ox

Here the permeability of Hx in the above eqn 6.34 is the inverse of that of
Hy in eqn. 6.35. Therefore we have fulfilled the second requirement for
the PML.

Now the above egns. is to be put in to the FDTD simulations. Take the

left side of equation 6.33
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jw(l+ %%)Dz — jwDz + %SQ Dz~————— (6.36)
0 0

Moving to the tme domain and taking the finite difference

approximations, we get the following

J

ot & At &, 2

. n+1/2 n-1/2 . nil/2 n-1:2
oDz N o, (i) Dy ~= Dz;™ - Dz} N o, (i) Pz, " +Dz]]

a1 o, (1) o1 o, (i)
=Dz 1+ 222 Af]-Dz™"? —[1-—222 Ar]-(6.37
Y At[ 2 ] Y Ar[ 2 J-(6.37)

£ £

Therefore the LHS and RHS of eqn. 6.33 is converted into FDTD as

Dz = gi3(i).Dz];"* + gi2(1).0.5.[Hy}, ,, , — Hy/" 1
—Hx ot H ) - (6.38)

1

Once again used the fact that

A M

Ax/(2.C,)
- A o
Hy&,Ax  Ax

=0.5

Where the new parameters gi2 and gi3 are given by

i 1
g2 =17 o, (i)At(2.£,)
1-o,()At2e) (6.39)
gid(i) =1 2o D222,
1+0,(i).At/(2.8,)
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Similarly the FDTD equation for Hy in eqn. 6.35 is

Hy!, = i3+ DY, + i2i+1/2)05 [ B, ? - E271-(6.40)

Where
. 1
fi2(i+1/2) =
I+o,(i+1/2).A1/(2.¢,) (6.41)
fiXi+1/2) = 1-o,(i+1/2).At/(2.5,)
1+o,(i+1/2).A1/(2.5,)

Note that the above parameters are calculated at i+1/2 because of the
position of Hy in the FDTD grid.
But the eqn for Hx in 6.34 require some other treatment than the other

two. i1e

oEz L9 (x) OEz
o Jwe, 0Oy

JwHx =-C, ————(6.42)

Here 1/jw is treated as an integral operator over ume and jw as a derivative

over time. The spatial derivatve will be written as

n+l1/2 n+l/2
OFEz  Ez] ., —Ez curl e

oy Ax Ax
Implanting this into FODTD formulation of eqn. 6.42 , Finally we get
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C,.At C,.At o, (x)At
n+l . n 0" 0" D n+l/2
Hxi,j+1/2 = Hxi,j+[/’2 + curl _e+ Hy(i j+1/2)
&
C,.At o, (x).At
TN (tN D . gn+ii2
- Hxi,jH/Z + Ax curl_e+ 2 (i, j+1/2) — (6_43)
0
n+1/2 _ yn-1/2
He(Gi,j+112) — IH.r(i.j+l/2) +curl _e
n+l1 _ n . . n+ii2
qumz = Hx,,,j\‘,,2 +0.5.curl _e+ _ﬁl(l).]H_'(,._‘N,z) )
~ o(i).At
Aty = 22
E
Where 0

Calculating the f and g parameters, it is not necessary to actually vary

conductivities. Instead, we calculate the auxiliary parameters,

Xhn

o.At

2¢,

that increases as it goes into the PML. The f and g parameters are

calculated by [8]

3

( : 3
xn(i)=0333% — L
length  pml

where,i=1,2,.. length pmlg

) 1 fm———————— (6.44)
2()=———

gi2(i) 1+ xn(i)

2i3(i) = 1—-xn(i)

{ 1+ xn(i) J
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The parameter xn(i) varies between 0 and 1. The factor .333 was found
empirically to be the largest number that remained stable. The parameters
vary in the following manner

ﬁ] from 0 to 0.333

gi2 from 1t0 0.75 (6.45)

gi3 from1to 0.5
Through out the problem space, fil is zero and gi2 and gi3 are one.
Therefore there is a seamless transition from the main part of the problem

space to the PMI. (See Fig. 6.2).

Decreasing values of fj1;
increasing values of £2j,
£3), ¢2j, and g3j

Y

The corners are an
overlap of both sets of
parameters

\ Decreasing values

of fil; increasing
values of 2i, {31,

g2i, and g3i

Fig. 6.2 Parameters related to the perfectly matched layer (PML)
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Considering v direction also, ie two dimension, then similarly as equations

6.33, 6.34 and 6.35

jwii+ 2294 ZoWypy, ¢ (GO (6 46)
JWE, Jwe, ox Oy

ot 228y 0oy o 2 (6.47)
Jwe, JWE, dy

i+ 203 q S Dy o B2 (6.48)
JWE, JWE, Ox

Converting in to FDTD, For Dz, from equation 6.46

Dzﬁr:“z =giX)-gXJj )-DZZUZ +@20).g2A 05, j ~B,, j

_[_b‘f j+2 +F; j—l/2] _____ (6-49)

3

For Hy, from equation 6.48

n+i/2 n+l/2
curl _e=FEz.| " —Ez], ]

n+1/2 n-1/2
]II)(1+1/2 7 1H}(1+]/2 ) +cur1~e

~(6.50)

— fi2(i+1/2).0.5.curl _e+ f1().015""

Hy(i+1/2,j}

IFor Hx, from equation 6.47
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( n+1/2 n+l/2 )
curl _e=Ez] " —Ez] |
/2 1/
J = +curl e

Hx(i,j+1/2) — * Hx(i,j+1/2) »—(6.51)
Hx™! = fi3(j+1/2).Hx

Ij+l/2 i, j+1/2

+£2(j+1/2).0.5.curl _e+ fil(i).I)*?

Hx(i, _]+|/2)J

Full set of parameters associated with PML are the following.

Fil(OH&fF1()) from 0 t0 .333
fi200), gi2(), fj2(j). & gj2(j} from110.75
fi3G), gi3(), fj3¢j), & gj3(j) from1lto.5.

- (6.52)

Now consider for 3 dimensions, i.e. X, v and z directons. Similarly as in

two dimensions, the full set of equations after adding PML is

jw s D y1q Oy 0@y o (OHz Oy
JWE, JWE, ngo oy Oz
. 0 0
W+ .( )i+ 20 (1+"(Z’)D - c (I H"—ﬁ)
JWE, JWE, JWE, 0z
jw<1+".("))(1+ .-( N1+ 2@ yip, - ¢, (9@’-—9@) (6.53)
Jw Jwe, Jwe, oy
a2y N
WE, JWE, JWE, oz Oy
i+ "_*(x) e 2Dy 2Dy, %2 O,
Jwe, JWE, Jwe, Ox
i1+ 2y 20y O Dy, (PO
AL JwE, JWE, a}
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Discretizing the equation for Dz is

-

o+ 2000, 20y 000y, g Sy Oy
wg(] ngf) j 0 a.))
e 20 52 =1+ Sy Py _ O,
JWE, Jwe, Oox Oy
—Cycurl h+C. 2D et L (6.54)
JwE,
|
I, =—curl _h
Jw
jw+ 20 2O e eurt_hvc, Z2 0
JWEy Jwe, 0
Converting into FDTD eqns
curl _h= Hyin+l/2.j,k+l/2 _Hyin—l/z,j,kmz
“’Hxi"jwz,kﬂ/ﬁ +Hx, -1 2,k+1/2
ﬁ ]Dz,", k12 = ]1);,]1(»4/2 +curl _h ~—(6.55)
DZ?,;,ll(-/ozllz gi3(1).g/3( )DZ:;lk/fnz
gi2(i).gj2(j).0.5.[curl _h+ gkl(k).1),; ;.2 ]

Similarly all the FDTD equaton for D, E and H fields for the three

dimensional case are given below

155 MTMR DOE,CUSAT



Theoretical Analysis-FDTD

n

—_ n _ _ n _ n
curl _h= Hzl 15 o124 Hzi+l.’2.j+].‘2.k (Hyi+l!'2,j,k+l/2 Hy,‘+u2.;‘.k»|/2)
n - n-] .
]Dxmrz,j:k = ]1)x.'+1/2._,;k +curl _h
Y P 172
Dx 125k T g/3(])-gk3(k)'Dxi+l!2‘i.k

+gj2(7)-gk2(k).0.5.[curl _h+ gil(i).1p 7, 4]

1 _ n n n n
§ur1_h =HX i —HX i "(Hznl/z.jn/z.k - Hzi—l.’Z.j+l/2.k)

n — n-1
IDy",1'+l/2.k = 1Dyi_.j+l/2.k +curl _h

Dy = 8i3(1).gk3(k).DylLy,

P2k

+gi2(i).gk2(k).0.5.[curl _h+ g \(j)-1},,) 110id )

_ n n i n _ n
curl _h= H}’nuz,j.m.:z - Hy,’-uzﬂj.m,f: (Hxi,j+l/2.k+l/2 Hxi.j—l/2.k+l/2)
n . n-1
]Iki.j.kH!.’Z = ]l)zi.j.k+|/2 +curl _h
n+l/2 e . . n-122
DZiJ.hl/: - gl3(l)'g/3(j)-DZ

ijk+172

+gi2(1).g72(j).0.5.[curl _h+ gkl(k).J,." ....]

Deijk+172

Exn*l/Z — gax(l-,j,k)*Dan/Z

i+1/2,j.k i+1/25.k
By, =gav(i, j,k)*Dyl,\n b———(6.57)
EZ?;KZM = gaz(i, j,k)* DZ?,jtx:izm J

gax(i,),k) = gay(i,),k)=gaz(i,j),k)=1 for free space
gax(i,j,k) = gay(i,j.k)=gaz(i,j,k)= 1/¢ for free problem space

-(6.56)
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curl_e — Eyn+!./2 _ Eyn+]/2 _(EZII+]/2 _EZ,,+|/2 )

i j+172 k+1 ik i j+Lk+172 P k+112

n+1/2 _ n~1/2
Hxij+1i2.441/2 = ‘[lei,j+l/2,/,»+|/2 + curl_ e

Hx:;rll/z,k-rl"l = ﬁ?’(j)-]k?’(k)-Hxir:j+1,/2.k+1/z
+2(/). fk2(k).0.5.[curl _e+ fil(D).d,,. 25 0000 ]

Hxi j+1/2 k+1/2

, _ n+l/2 . asli2 n+1/2 _ n+1/2
C”ﬂ*e_Ezm.j.kmz Ezi,,kmz (Exi+l/2.j,k+l Ex'six

n+1/2 _ n-1/2
]Il)-i+l!2,j.k+l/2 = ]Hyi+l/2.j.k+1/2 +curl _e
P

Hy:]"z’j“‘*'»’z = fi3(0). fk3(k)-Hy 15002
+ﬁ2(i).]k2(k).0.5.[cur1“ e+ ﬁl(j)] n+l/2 ]

Hyi+l/2,7.k+1/2

~(6.58)

4

, - n+l/2 _ n+li2 n+1/2 _ n+1/2
curl _e= Exi+l!2,_j+].l( Exi+l/2.j.k (Eyi+l.j+]/2,k Eyi.j+!/2.k)
n+1/2 _ n-1/2
]H:i+l/2,j+|12.k = 1Hzi+|./2,j+l/2.k +curl _e
Hzn+l

H2412K .ﬁ?’(i)'ﬁ?’(j)'Hziil,’2J+l-/2.k
+112().2()).0.5.[curl _e+ /k1(k).],,;;,‘,’;_,.”,M ]

The whole PML parameters are

S, F1UG), fl(k) & gil(i), gil(j), gkl1(k)~ — from0t0.333
Fi200), f2()), 2 & 2i2(i), gj2(j), gk 2(k) — ~ from1t0.75 - (6.59)
133 fi3()), fh3(k) & 2i3(i), gi3()), gk 3(k) - — fromlto.5

Which are calculated by the empirical formula denived by Sullivan {8], is
xn =0.333*(i/length_pmi)*3 i=1,2...length_pml
fil=fj1=fk1=xn=gil=gj1 =gkl

g12=g2=gk2=1/(1+xn)=fi2=j2=£k2,
gi3=gj3=gk3=(1-xn/(1+xn))=f3=£3=£k3

Throughout the problem space, fil=fj1=fk1=git=gj1=gk1=0 and
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gi2=g2=pk2=0(2=12=fk2=g3=gj3=gk3=£i3=f;3=fk3=1, Therefore there
is a seamless transition from the main part of the program to the PML.
6.3 Description of the microstrip fed HDRA

Fig. 6.3 (a) illustrates the microstrip fed hexagonal dielectric resonator
antenna to be analyzed. Since we are more interested in the internal
properties of the antenna rather than in the resulting radiaton pattern, so it
will not be necessary to model a large part of the surrounding area. Since
S,; depends on the geometry of the antenna, it is crucial that we model the
HDRA to its dimensions as close as possible. Looking at the dimension of
Fig. 6.3 (a), it is obvious that we need FDTD cells of size about 0.5mm to

accurately get these dimensions. Which is calculated from the fact that

Cell size should be less than or equal to A/20

(for 2.45 GHz, /20 = 0.74mm and for 3.25GHz, A/20=0.56mm)

For modeling the microstrip fed hexagonal dielectric resonator
antenna, the HDRA is split into one rectangle with dimensions 14.4 mm X
26 mm X 11mm (length X breadth X thickness) and four triangles with
dimensions 13 mm X 8 mm X 11mm (length X base X thickness) as
shown in Fig. 6.3 (d). The number of cells for the rectangular DRA is 29
Av, 52 Ax and 22 Az. The slanted area of triangular DRA is modeled using
stair case approximation, therefore the number of cells varies from 0 to 16

Ay as base when the length increases from 0 to 26 Ax and height of
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The microstrip feed line having a dimension of 3 mm X 100 mm and
thus the no of cells for the microstrip feed is 6 Ax X 200 Ay. The
dimension of the microstrip patch is 110 mm X 140 mm X 1.6 mm, there
for the total no. of cells required is 220 Ax, 280 Ay and3 Az. There for the

number of cells taken for the whole computational domain along X, Y and
Z directions 1s 220 Ax, 280 Ay and 50 Az. (50 Az =3 Az for substrate + 22
Az for DRA +15 Az air +10 Az PML)
6.3.1 Modeling the materials

For modeling the whole structure, consists of 5 materials: ground
plane metal, dielectric substrate, feed metal, dielectric material for DRA
and free space. Assume that the substrate has a relative dielectric constant
of 4 and DR has a relauve dielectric constant of 69. Therefore the
relationship between electric flux density and electric field is
ex (i, j, k) = gax (i, j, k) * dx (i, j, k)

from eqn. 6.13, gax (i, j, k)= 1/4 and gax (i, j, k)= 1/69
respectively for substrate and DR. For metal, the E fields within those
points corresponding to metal remain as zero. le. simply put gax, gay and
gaz equal to zero at those points corresponds to the metal surface, we
must be cognizant of the relative positions of the fields in the Yee Cell
(Fig. 6.1). Suppose we are viewing the FDTD lattice under the antenna,
looking in the X direction, is illustrated in Fig. 6.4. It is seen that the
entire structure lays on a ground metal plane, and hence Ex and Ey values

for K=1 remains zero. Since the Ez values lavs half cells above the k=1
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Fig. 6.4 Positions of E fields relative to the material being modeled.
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plane, 1t will be in the substrate. Similarly for specifying the feed metal on
the antenna in the k=4 plane, Ex and Ey values corresponds to feed line
are set to zero, but Ez values at k=4 1s in DR. Then upto 25 cells the
material is DR and hence set the appropriate values for gax, gay and gaz
for getting E fields. After 25 cells and around the HDR, the medium s atr,
therefore set the appropriate values for gax, gay and gaz for getting E
fields corresponds to air. Also the permittivity of air — DR interface,
substrate - DR interface and substrate — air interface are given as the
average of the two medium and those cells are modeled appropriately [5].
6.3.2 Boundary conditions

For this work, the PML explained in section 6.2.4 is used as
absorbing boundary condition for both homogenous and non
homogenous media. The main advantage of a PML is that it does not
require substantial modification when there is a transition from one
medium to another, but all other boundary cenditions need modification.
But we have implemented the PML using the PML parameters at all the
problem space. Here used 10 cells as PML around the problem space (i.e.

top and stdes).
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must be specified or calculated. The source plane consists only of Dx, and
Dz, components, with the tangential magnetic field components offset
+/- Ay /2. The launched wave has nearly unit amplitude and is Gaussian
in time and in the y direction: the width of the Gaussian pulse is chosen
for at Jeast 20 points per wavelength at the highest frequency represented

significantly in the pulse.

—(dPT-t0)2

712

Pulse=e ————(6.60)

T1 =20 X 10" sec, width of the incident pulse.

to = 3*T1 center of the incident pulse

dt= 6.922 X 10" sec, which is the time required for
passing the wave through half of the smallest cell.

Where dt is calculated from the eqn. 6.4 as

Az
dt = ?é'\/gr(highesr)

6.3.4 Resistant source FDTD excitation

FDTD antenna calculations are often excited by a “hard” source
described in [10, 11], that is the internal resistance is zero ohms. These
sources are very easy to implement in an FDTD code. The electric field at

the mesh edge where the source is located is determined by some function
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of time rather than by the FDTD update equations. A common choice is a
Gaussian pulse, but other functions may also be used. The Gaussian pulse
is significantly greater than zero amplitude for only a very short fraction of
the total computation time, especially for resonant geometries such as
many antennas and microstrip circuits. Once the pulse amplitude drops the
source voltage becomes essenually zero, the source effectively becoming a
short circuit. Thus, any reflections from the antenna or microstrip circuit
which return to the source are totally reflected. The only way the energy
introduced into the calculation space can be dissipated is through radiadon
or by absorption by lossy media or lumped loads. For resonant structures,
there are frequencies for which this radiation or absorption process
requires a relatively long time to dissipate the excitattion energy. Using a
source with an internal resistance to excite the FDTD calculation provides
an additonal Joss mechanism for the calculations.

Consider that it 1s desired to excite an FDTD calculaton with a
voltage source that corresponds to an electric field E in the g direction at a
certain mesh location is Ax, jr Ay, ks Az, described using the usual Yee
notation. The corresponding equivalent circuit for a voltage source which
includes an internal source resistance Ry, is illustrated in Fig. 6.6. If the
source resistance Ky, is set to zero then the usual FDTD electric field at the

source location is simply given by
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Rs
s
l® ‘
V=Az FEz

Fig. 6.6 FDTD source with source resistance Rs {10]

E(i,j.k)=V.(nAt)/ Az ———————— (6.56)

V is any function of ume-often a Gaussian pulse. However, with the
source resistance included, the calculation of the source field E"(7s, /5, ks)
at each ume step is complicated slightly. To determine the terminal voltage
\Q}of Fig. 6.5 and, thus, the FDTD electric source field E"(zs, /s, £3), the
cutrent through the source must be determined. This can be done by
applving Ampere’s circuital Jaw, taking the line integral of magneuc field

around the electric field source location. The current through the source is

then given by [12]

]:—}/2 — (Hx_n—uz _for—llz )Ax

is js~1.ks is, js.ky
HHy, o~ HY Ay~ ————— (6.61)
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So that by applying Ohm’s law to the circuit of Fig. 6.6, the clectric source

field is given by

E"(is, js,ks) = V.(nAf)/ Az + I""*R_| Az — = —~(6.62)

If Rs = 0 in this equaton, then the usual hard-voltage source results. The
1/2 dme-step offset between the curtent and voltage used in the
application of Ohm’s law to determine the terminal voltage has not been
observed to introduce any appreciable error into the FDTD impedance
calculation. As an indicauon of this, in usual practice, the complex Fourier
transforms of the source voltage and current are divided to produce the
impedance without any correction needed for the 1/2 tume step offset
between them. The value of the internal resistance does not appear to be
critical. A reasonable choice for Rs is to use the value of the characteristc
impedance of the transmission line, coaxial cable, or microstrip, depending
on the particular antenna geometry.
6.3.5 Flow chart for the simulation of HDRA

The following flow chart explains the steps used for developing the
program for the simulation of microstrip fed Hexagonal dielectric

resonator antenna.
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1

Enter the dimensjons of HDRA and the dimensions of Ground
plane

Cell size <=X/20 and is taken as 0.5 mm

.

Calculate the no. of cells for HDRA and substrate.
HDRA is divided in to one rectangle and four triangles

]

Enter the length and width of feed line and also calculate the no. of
cells required for feed line.

Y

Initialize all field variable ke Dx,Dy,Dz, Ex,Ey ,Ez, Hx, Hy, Hz to
zero, constants gbx, ghy, gbz to zeros and gax, gay and gaz to 1.

Enter the length of PML and Calculate PML variables for the
boundaries and problem space using eqns,
xn(1)=.333*(i/length_pml)*3I=12..... length_pml.

fi1(1)=xn, gi2()=1/(1+xn();gi3(1)=(1-xn())/ (1+x(n)).
xn()=.333*(1-.5/length_pml)"3, gi1(i)=xn, fi2()=1/(1+xn();f3(0)=(1-
xn(B)/ (1+x(m).
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dt=dz /2c ,T=0,
eps_sub=4,eps_dr=69, umestep=1; counter 1=0;

v

Define ground, substrate, feed and Hexagonal DRA with
corresponding permittivity of the material

Is time
step > 02

(D

A Gaussian pulse is given as excitaton in between the substrate and
ground plane as explained by Lubber. Pulse= exp (-0.5%((T-to)/spread)
72). Where to = center of the pulse and spread= width of the pulse.
This pulse value is given to dz field

y

Calculate Dx, Dy and Dz in PMLs and problem space using the
tollowing eqns.

T e _ppn TR

curl _h=Hy oo =Y 0 a0 = HX i = X s
n _ n-l o 2e)

Lot jaerin = lzm.j.nn.z +ourl _h

DZ:'J.';",Q‘,I = gi3(i).gj3(j).Dz:f,,_, +gi2(i).gf 2()).0.5 [curl _h+ gkl(k).d .7 4021

Similarly calculate Dx and Dy , at both PML and in problem space
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Calculate the Ex, Ey and Ez using the following eqns both in PMI. and the
problem space.  Ex(i,j,k) =gax(1,),k)*Dx(1,},k)
Ey(i,,k)=gay (,j,k)*Dy(i,).k), Ez(L,).k)=gaz(i,},k)*Dz(i,},k)

'

Calculate Hx, Hy and Hz within the PML and in the problem space using
eqns.
curd_e=(E,(1,),k+1)-Ey(,j,k)-ra_y*(Ez(,j+1,k)-Ez(,1,k)));

T (3,),k)= Tnc (1,).k) +eurl_e;
Hx(,j,k)=fi3(0)*fk3(k)*hx(i,j,k)+ f12G)*fk2(k)*0.5% (curl_e +£i1()* Iux (3,),k)).
Similatly for Hy and Hz

Monitor the field value at the same feed potnt
Timestep= timestep+1

Whether
the field
values
damped

yes

S11= 20 log Eout(f)/Ein(f) , Plot s11
‘timestep’ is the total tme tken to die out the fields.

6.3.6.1 Calculation of Retumn loss

6.3.6 FDTD Results

Calculation of return loss (S, ) is as follows
1) The information of interest is at a single point as opposed to

calculating the resulting fields through out an entire area.
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2) The frequency response is calculated over an entire range of
frequencies, as opposed to getting the response at a few discrete
frequencies.

3) Store the time domatn data during the simulation and then
calculate the frequency response after the simulation is over.

To compute S, with an internal resistance, return loss versus frequency for
a microstrip fed HDRA will be calculated. The problem space size is 220 x
280 x 50 cells. The antenna is fed using a z-directed electric field just above
the ground plane and directly below the end of the stripline as marked in
Fig. 6.3 (b). This electric field source location is then transitioned to the
end of the microstrip feed line by additional FDTD mesh edges of perfect
conductor as shown in the Fig. 6.3 (b). The perfectly conducting ground
plane is at the bottom, the dielectric substrate is shown as light green
squares, the mesh edge where the electric field feed is located is shown as
an arrow, and the conducting meshes are shown filled wine red. The stair-
stepped transiton from the electric field feed (arrow) to the microstrip line
at the top of Fig. 6.3(a) was used to provide 2 relatvely smooth
connection from the single electric feed location to the microstrip feed.
The Gaussian voltage 17 which determines the FDTD source electric field
versus time is shown in Fig. 6.7. The source voltage and current
calculations with a source resistance Rs =56 Ohms are shown in Fig. 6.9.
The same Gaussian pulse 1/ was used for both calculations. 1t takes only

2500 time steps to damp the voltages and currents and hence to cover the
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The return loss in dB i1s calculated by the following equation [6]

$,,() dB = 20 log,, [ E,..()/ E,(® |-
Where FEout (f) and Ein (f) are the magnitude of the Fourier transform of
the tume domain output voltage Vout (t) and input supply Gaussian pulse
Vin(t). The §,, plot along with the experimental results is shown in Fig.
6.9, which indicates that with FDTD the two resonances are at 1.9871GHz

and 2.457 GHz. It matches with the experimental results.

0
~ & \
& P/,},yw\,\\ ‘ ,)J-’l
-10 ™ \WV Z +
_ /
Z \" 7 || I
- 20 1 \ |
3 1] |
c
2 \,’ |'
Experiment "
-40 ——— FDTD
-50 r T - —
1.8 2.0 22 24 2.6

Frequency (GHz)

Fig. 6.9 Return loss variation of microstrip fed HDRA-comparison of

theory and experiment

Table 6.1 shows the percentage of error in resonant frequencies
between the FDTD and measured results. There is an error of 2.3%

and 0.24% for the first and second resonant frequency respectively.

173 MTMR,DOE,CUSAT
























Theoretzcal Analysis-FITDD

oot K=38t48PML ~~ T T T TTTTTTT K
| K=23 TEZ Air T T :
) K=38 Ey :
|
____________ SO SR S
| |

F e mmmm—m e Lo Moo . R
1 I
| |
| K=22 TEZ . T DR T T T -
: =, — — — —

] )

I I

] ]

I |

) ]

| )

! !

I I

| 1

! !
______________________________________ R

» _'D_> ) P
[ttt ettt it 1
| |
! |
=1 1wt
[ |
e S G,
[ plimiaiadalid? Wittt ity Sttt Gt ufi el n)
] EZ ]
1 I T Tfeed T T '
' K£1 Ey R 0. . . '
R : ' ——
""""""""""""""" Smomdplame-—-—--—~-—-—---~-

4

> Y
Fig. 6.13 Positions of E fields relative to the material being modeled.
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starts from k= 1 to k=12 with a thickness of one cell size, Ex , Ev and Ez
values corresponds to probe feed are set to zero, and the values around
the probe corresponds to DR. Then upto k= 22 cells from k= 1, the
material is DR and hence set the appropriate values for gax, gay and gaz
for getting E fields. After 22 cells and around the HDR, the medium 1s air,
and therefore set the appropriate values for gax, gay and gaz for getting E
fields corresponding to air. Also the permitdvity of air —DR interface is
given as the average of the two medium those cells are modeled
appropriately. The return loss, incident and reflected voltage and currents
are calculated and plotted similar to the microstrip fed DRA.
6.4.2 FDTD Results
6.4.2.1 Calculation of Return loss

The return loss variation of a coaxial fed HDRA is calculated in the
same way as microstrip fed antenna as explained in the secdon 6.3.6.1. The
source voltage and current calculations with a source resistance Rs, =50
Ohms are shown in Fig. 6.14. The same Gaussian pulse 7 was used for
both calculations. It takes only 1600 time steps to damp the voltages and
currents and hence to cover the entire computatdonal domain. Where as
for the hard source, with no internal resistance, it takes more than 9000

tme steps, and still the current has not completely dissipated.
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Fig. 6.15 Return loss vamation of coaxial probe fed HDRA- a

comparison between theory and experiment

Table 6.2 shows the percentage of error in resonant frequencies

between the FDTD and measured results. There is an error of 4.9%, 3.1%
and 2.07% for the first, second and third resonant frequencies respectively.

Table 6.1: Companson of resonant frequencies with theory and
experimental results of coaxial fed HDRA
Antenna | FDTD method

Position | Frequency (GHz)
3 f1

Measured

Frequency (GHz)
19) f3 f1

1.825 | 2.650 }{ 3.318 | 1.920

% error FDTD
& Experiment

1) f3 f1 19) f3
257033250149 | 3.1 2.07

The error in this case is larger compared to microstrip fed HDRA due to
the air gap between the coaxial probe and antenna, and the cylindrical

coaxsial probe is modeled with square probe. Fig. 6.16 (a) shows the FDTD
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6.5 Conclusion

This chapter explained the theoretical study of hexagonal dielectric
resonator antenna using FDTD. The first part describes the development
of FDTD equations for the antenna from basic Maxwell’s curl equations.
Here Perfect Matched Laver is used as Absorbing Boundary Condition.
The FDTD modeling of Microstrip fed and Coaxial fed HDRA are
described. A comparison between theoretical results with the measured
results is also given.
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FDTD code for D, E and H field with PML.

% dz calculation for the three sections
% first PML
for1=2:1E
for j)=2:]JE
for k=2:ka-1
curl_h=(ra_x*(hy(,),k)-hy(-1,;,k))-ra_y*(hx(i,},k)-hx(1,}-1,k)));
idzl(1,j,k)=1dzl(1,},k) +curl_h;
dz(i,j,k)=gi3@)*gj3()*dz(1,j,k) +gi2()*gj 2(5)*0.5* (curl_h+gk1(k)*1
dzl(Lj,k));
end
end
end

% Problem space
for1=2:1E
for j=2:]E
for k=ka:kb
curl_h=(ra_x*(hy(1,),k)-hy(i-1,,k))-ra_y*(hx(,j,k)-hx(1,j-1,k)));
dz(1,j,k)=gi3 (1) *gj3() *dz(1,),k) +gi2(1)*gj2()*0.5*curl_h;
end
end
end

% last PML

187 MTMR,DOE,CUSAT



Theoretical Analysis-FDTD

for 1i=2:1E
for j=2:JE
for k=kb+1:KE
kzh=k-kb;
curl_h=(ra_x*(hy(1,),k)-hy(-1,},k))-ra_y*(hx(i,),k)-hx(1,j-1,k)));
1dzh(i,) ,kzh)=1dzh(,) ,kzh)+curl_h;
dz(1,),k)=gi3(1)*g3()*dz(,),k) +gi2(1) *gj2()*0.5* (curl_h+gk1(k)*i
dzh(i,j,kzh));
end
end
end

Similarly for Dx and Dy is

%o dx calculation for the three sections
% first PML

for 1=2:1a-1
for j=2:JE

for k=2:KE
curl_h=(ra_y*(hz(,),k)-hz(i,j-1,k))-hy(i,),k) +hy(,j,k-1));
1dx1(1,),k) =idx}(1,),k) +curl_b;
dx(i,j,k)=gi3()*gk3 (k) *dx(i,},k) + 22(j)) *gk2(k)*0.5* (curl _h+gil (i)
idxli,k);
end
end
end

% Problem space
for 1=ia:ib
for j=2:JE
for k=2:KE
curl_h=(ra_y*(hz(i,),k)-hz(,j-1,k))-hy(,},k) +hy(,},k-1));
dx(i,),k)=gj3()*gk3(k)*dx(1,},k) +2)2()*gk2(k)*0.5*curl_h;
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end
end
end
% last PML
for i=ib+1:1E
ixh=1-ib;
for j=2:JE
for k=2:KE
cutl_h=(ra_y*(hz(i,},k)-hz(,-1,k))-hy(,j,k) +hy(,j,k-1));
idxh(ixh,j,k)=idxh(ixh,j,k) +curl_h;
dx(1,),k)=gi3()*gk3 (k) *dx(i,j,k) +2j2()*gk2(k) *0.5*(curl _h+gi1 (i)
*idxh(ixh,},k));
end
end
end

% dy calculation for the three sections
% first PML
for i=2:IE
for j=2:ja-1
for k=2:KE
curl_h=(hx(1,j,k)-hx(1,},k-1)-ra_x*(hz(i,j,k)-hz(i-1,},k)));
1dyl(1,5,k)=1dyl(1,j,k) +curl_h;
dy(i,),k)=gi3(1)*gk3(k)*dy(i,j,k) +g12(1)*gk2(k)*0.5*(curl _h+gj1(j)
iyl k);
end
end
end

% Problem space
for 1=2:1E
for j=ja:ib
for k=2:KE
curl_h=(hx(1,},k)-hx(1,j,k-1)-ra_x*(hz(i,),k)-hz(-1,),k)));
dy(1,),k)=gi3(1)*gk3(k)*dy(1,),k) +g12(1) *gk2(k)*0.5*cusl_h;
end
end
end
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% last PML
for i=2:1E
for j=jb+1:JE
ivh=j-jb;
for k=2:KE
curl_h=(hx(1,},k)-hx(1,j,k-1)-ra_x*(hz(1,),k)-hz(i-1,j,k)));
idyh(i,jyh,k)=idyh(,jyh,k)+curl_h;
dy (i, J0)=gi3()*gk3(K)*dy (i) + gi2() *gk2()%0.5*(curl_b+gf1()
*idyh(i,jyh,k));
end
end
end

Calculation of Ex, Ey and Ez from Dx, Dy and Dz is

for 1=2:1E
for j=2:JE
for k=2:KE

ex(1,),k) =gax(1,),k) *dx(i,},k);
ey(i,j,k)=gay(1,),k)*dy(i,},k);
ez(i k)= gaz k) dz(ijK):

end
end
end

similatly for Hx, Hy and Hz is
Yorrdr xxtoikx Calculation of H fields Yo¥¥trstrk

% Calculation of Hx
%1st PML
for i=1:1a-1
for j=1:JE-1
for k=1:.KE-1
curl_e=(ey(s,),k+1)-ey(1,},k)-ra_y*(cz(1,j+1,k)-ez(1,},k)));
ithx1(1,),k)=1hxl(i,j,k) +curl_e;
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hx(i,j,k) = £36)*fk3(k)*hx (i,j,k) + £F2()* Fk2(k)*0.5* (curl_e+fil (i)*i
hxl(i,j k);

end
end
end

% problem space
for 1=ia:ib
tor j=1:JE-1
tor k=1:KE-1
curl_e=(ey(i,j,k+1)-ey(i,},k)-ra_y*(ez(i,j+1,k)-ez(1,},k)));
hx(1,),k)=£3()*tk3(k)*hx(,},k) +2()*tk2(k)*0.5*curl_e;

end
end
end

% 2Nd pml
for i=ib+1:1E-1

ixh=i-ib;
tor j=1:}E-1
for k=1:KE-1
curl_e=(ey(1,),k+1)-ey(1,),k)-ra_y*(ez(1,j+1,k)-ez(1,j,k)));
thxh(ixh,),k)=thxh(ixh,j,k)+curl_e;
hx(1,),k)=£3()*fk3(k)*hx(,},k) +)2() *fk2(k)*0.5* (curl_e +i1 (iy*i
hxh(ixh,},k));

end
end
end
% Calculation of Hy
%71st PML

for i=1:1E-1

for j=1:ja-1
for k=1:KE-1
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curl_e=(ra_x*{ez(i+1,},k)-ez(1,),k))-ex(1,j ,k+1)+ex(1,},k));
thyl(i,j,k)=1hyl(,),k) +curl_e;

hy(i,),k) =113 (1) *tk3 (k) *hy(1,),k) + 1120 *fk2(k)*0.5* (curl_e+1j1(j)*1
hyljk));

end
end
end

% problem space
for i=1:1E-1
tor j=ja;jb
for k=1:KE-1
cutl_e=(ra_x*(ez(1+1,},k)-ez(1,3,k))-ex(1,;,k+1)+ex(1,},k));
hy(i,;,k)=113@) *tk3(k) *hy (1,},k)+ fi2() *tk2(k) *0.5*curl_e;

end
end
end

% 2nd PML
for i=1:IE-1
for j=jb+1:JE-1
jyb=j-jb;
for k=1:KE-1
curl_e=(ra_x*(ez(i+1,},k)-ez(1,,k))-ex(1,) ,k+1)+ex(i,),k));
thyh(i ,jyh,k)=thyh(i ,jyh,k)+curl_e;
hy(1,j,k)=01331)*tk3(k)*hy(,), k) +Ha2@)*fk2(k)*0.5* (curl_e+1j1()*i
hyh,jyh,k);

end
end

end

% Calculation of Hy
%1st PML
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for 1=1:1E-1
for j}=1:]E-1
for k=1:ka-1
curl_e=(ra_y*(ex(1,)+1,k)-ex(1,),k))-ra_x*(ey(i+1,},k)-ey(i,) ,k)));
thz1(1,),k) =1hzI(,j,k) +curl_e;
hz(i,j,k) =£13(1) *1)3()*hz(,j,k) + f12(0)*£j2(3)*0.5* (curl_e+tk1(k)*ih
2A(ij,10);

end
end
end
% Problem space
for i=1:1E-1
for j=1:]E-1
for k=ka:kb
curl_e=(ra_y*(ex(i,j+1,k)-ex( ,},k))-ra_x*(ey(i+1,},k)-ey(i,},k)));
hz(i,,k) =113 (1) *1)3() *hz(1,),k) + Hi2(1) *£2() *0.5*curl _e;
end
end
end

% 2nd PML
for i=1:1E-1
for j=1:]E-1
for k=kb+1:KE-1
kzh=k-kb;
curl_e=(ra_y*(ex(i,j+1,k)-ex( ,},k))-ra_x*(ey(i+1,j,k)-ey(1,) ,k)));
thzh(1,j,kzh)=1hzh(i,j ,kzh)+curl_e;
hz(1,),k) =f13(1)*f3 () *hz (1,5, k) +12(1) *£2()*0.5* (curl_e+£fk1(k)*ih
zh(i,},kzh));

end
end
end
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Chapter VII CONCLUSION AND FUTURE SCOPE OF

THE WORK

Investigations on the return loss, impedance and radiation

charactenstics of the new geometry hexagonal shaped dielectric resonator

antenna clearly shows that this antenna produces multfrequency with a

single feed of excitation independent of the coaxial probe or microstrip

line feed. The main highlights of the study and possible applications are

discussed in the following section.

7.1

Highlights of the work

A new geometry of hexagonal shape DRA is introduced to the
DRA shape community.

The material used for the fabrication is easily available and cheap.
Produced triple frequency resonances with coaxial feed excitation
with moderate bandwidth, good radiation pattern and gain.
Excitation of three frequencies simultaneously with a single
antenna facilitates the replacement of three individual antennas
thereby miniaturization of the whole system.

Produced dual frequency with microstrip feed excitation with
bandwidth suitable for DCT, almost all frequencies of PCS and

WLAN applications. Radiation patterns also promising for
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7.2

Conclusion and future scope of the work

vehicular and broad pattern applications. Antenna exhibits good
gain at both the bands.

Gain of HDRA is high compared to other shapes.

Efficiency of HDRA is around 98%

The theoretical FDTD resulis are in good agreement with
experimental results in the case of microstrip HDRA. Where as
there is slightly higher error in the results with the coaxial probe
excitation, which is due to the air gap between the coaxial probe
and HDRA during the experiment that is practically unavoidable.
Possible applications

The HDRA find application in Personal Communicaton Systems

(PCS), Digital Cordless Telephones (IDCT), Wireless Local Area Networks

(WIL.AN) and other wireless communications.

7.3

Scope of future work

The new geometry hexagonal DRA is attractive due to its multple

resonances with a single feed of excitation. The scope of future work is

1.

Effect of different material composition on the performance of
HDRA.

Use two feeds simultaneously and test the validity of the HDRA
for circular polarization.

Study the characteristics of the antenna with metal coating.

Size miniaturization using semi hexagonal DRA and sector HDRA.

Eftfect of other excitation methods on the performance of HDRA.
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Conclusion and future scope of the work

6. Bandwidth Enhancement
7.4 Concluding remarks

The development and analysis of novel geometry hexagonal shaped
dielectric resonator antenna have been carried out in this thesis. The
dependence of resonant frequency and radiation characteristics with the
aspects ratio, coaxial feed location and microstrip feed excitation has been
investigated and opumized. It is observed that the new antenna produces
multiple frequencies with a single feed of excitation and hence find

application as an ideal substitute for multfrequency wireless antennas.
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APPENDIX-A
A MULTI- FREQUENCY COAXIAL FED METAL COATED

DIELECTRIC RESONATOR ANTENNA

A simple metal-coated dielectric resonator antenna with a coaxial feed
producing multiple frequencies is reported. The characteristics of the antenna at all these
frequencies are measured. The experimental result shows that, antenna produces broad
patterns at all the operating frequencies. This antenna finds applications in frequency

agile systems.

A-1  Introduction

Dielectric resonator antennas (DRAs) have been of interest during
the past few vears due to its low loss, high permittivity, small size and
broad beam characteristics. Ever since the development of direct fed
coaxial probe DR antenna by S.A. Long et.al f1], various researchers had
experimented the DR antenna coupling with microstrip lines [2]. The study
on the input impedance characteristics of coaxial fed DRAs reveals that
the peripheral coupling is most suited for effective radiation {3]. Recently,
many investigators have reported dual-frequency operation using various
methods, such as hybrid DRA with radiating slot, two microstrip feed and
two feed slot-fed DRA [4]-[6]. Multiple frequencies using annular slot
antenna and planar antenna were also reported {7]-[8]. However, these

methods increase the size and the weight of DRAs and lead to complex
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A-3  Experimental results
Measured return loss is shown in Fig. 2. The experimental operating

frequencies are centered at 1.46GHz, 2.41GHz and 3.23 GHz with 2:1

VSWR bandwidth of 1.489, 0.26 and 0.71% respectively.

W

1.46GHz 2.41GHz

-20 4

3.23GHz

Return loss dB

-30

-40

1.0 1.5 2.0 25 30 35 4.0
Frequency (GHz)

Fig. 2 Measured return loss

Figs. 3 (a), 4 (2), 5 (@ and 3 (b), 4 (b), 5 (b) shows the elevadon and
azimuth plane radiaton patterns for the three resonant frequencies. It is
found from Fig. 3(a) that the elevation plane pattern is broad with a cross

polar level of -20dB. This broad pattern is due to the excitadon of HE,;

mode. The elevation plane pattern in Fig 4 (a) shows a dip in the broadside

almost broad pattern which is due to the excitation of HE,;; mode. The
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Gain of the antenna is measured and the average gain is found to be
5.3dBi, 5.8dBi and 6.2dBi respectively at 1.46 GHz, 2.41GHz and

3.23GHz frequencies.

Table 1 Characteristics of mult-frequency antenna

Operating frequency | Measured (HPBW) in | Average gain (dBi)

(GHz) degrees
Elevation Azimuth
plane plane
1.46 74 64 5.3
2.41 65 50 5.8
3.23 23 38 6.2

A-4  Conclusion

A single coaxial fed metal-coated dielecttic resonator antenna (MDRA)
capable of producing multiple frequencies is presented. Return loss and
radiation characteristics of the antenna are studied. Since this proposed
MDR antenna is capable of operating at different resonant frequencies,
individual antennas operating at these frequencies can be replaced by the

above MDR antenna and find applications in frequency agile systems.
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APPENDIX-B
COUPLING MEDIUM FOR MICROWAVE MEDICAL IMAGING

APPLICATIONS

An exhanstive study of the dielectric properties of sodium meta silicate (SMS)
gel at the S band of the microware frequencies is carried out using cavity perturbation
technique. Dielectric parameters such as dielectric constant, dielectric loss, conductivity,
heating coefficient and absorption coefficient are determined for gel samples of different
relative density (RD) and pH value. It is observed that different combinations can
achieve dielectric constants between 8 and 20, which malches well with the dielectric
properties of varous biological tissues. The material can find application as an efficient

coupling medinm and phantom model in microwave medical imaging.

B-1  Introduction.

Microwave medical tomography is emerging as a novel non-hazardous
method of imaging for the detection of tumours. This is efficient and
beneficial mainly in the case of soft tissues [1]. Recently there has been
intense research to develop a viable system for microwave medical
tomography [2]. A prototvpe of the tomographic set up for active imaging
of the breast has been developed and tested [3]. In all these systems the
object to be imaged is placed at the centre of a chamber and the scattered
microwave data from the sample is collected and analysed at the various

locatons of the receiver and the orientations of the object. Suitable
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coupling media like water and saline soluton have been in use for
enhancing the coupling of electromagnetic energy as well as increasing the
resolution. The dielectric constant of these conventionally used coupling
media is the same and exhibits a high contrast with that of the different

biological ussues. It has been reported that the ability to image internal
structures and abnormalities can be considerably enhanced by reducing
reflections at the surface by the use of a coupling medium matched to the
tissue under study [3]. Besides, by emploving media like water and saline, a
better resolution and coupling is obtained only at the cost of large power
loss within the coupling medium. Hence, the development of a suitable
coupling medium, with appropnate surface dielectric properties of the
various biological objects and low loss than the conventionally used
medium is important. Also, the pursuit of a suitable and cost-effective
material for developing phantom models of biological tissues or organs has
been an active research area in microwave tomography. This work presents
a study of the variation of dielectric properties of sodium meta silicate
(SMS) gel with different concentradon of SMS solution and oxalic acid.
Gels are systems with two or more components; phases may show solid-
like behaviour with respect to some components, but liquid-like behaviour
with respect to others. The selective dielectric nature of this material is an
attractive feature in using it as a coupling medium and phantom model in

microwave medical tomographic applications.
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B-2  Sample preparation

A definite amount of SMS powder is mixed with distilled water and
its specific gravity/ relative density (RD) is calculated. A graph is drawn
with RD as the Y intercept and the partial volume of disulled water as the
X mtercept. The gel formation occurs when RD of SMS solution is
between 1.01 and 1.07. The exact amount of distilled water and SMS
solution required for preparing SMS gel samples of various RD is found
from the graph. One molar oxalic acid in distilled water is prepared,
sterilized and filtered. The filtered SMS solution is mixed with oxalic acid

for obtaimng solutions of different pH value.
B-3  Experimental Set up and Procedure

The experimental set-up consists of a transmission type S-band
rectangular cavity resonator, HP 8714 ET network analyzer and an
interfacing computer [4] as shown in Figs 1 and 2. The cavity resonator is
excited in the TE,, mode. Initially, the resonant frequency f, and the
quality factor Q, of each resonant peak of the cavity resonator with the
empty sample holder placed at the maximum of electric field are
determined. The sample holder is designed in the form of a capillary tube
flared to a disk shaped bulb to facilitate its entry and easy movement
through the cavity slot. The gel sample taken in the holder is introduced
into the cavity resonator through the non-radiating slot. For a resonant

frequency of the sample-loaded cavity, the position of the sample is
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B-4 Theory

According to the theory of cavity perturbation [4], the real and imaginary

parts of the complex permittivity are given as

£/ -1 = u[,’/_) (1)
27 7

A

] 2
|

Here, €, =€ — J€r , € is the relative complex permittivity of the

o

. _ ¥ [Q—

sample,sé is the real part of the relative complex permituvity, which 15

known as dielectric constant. 84/ is the imaginary part of the relauve
complex permittivity associated with the dielectric loss of the material. V|
and V_are the volumes of the sample and the cavity resonator respectively.
The conductivity can be related to the imaginary part of the complex

dielectric constant as

o = we' = 20 f¢ge!
(3)
The heating coefficient J [5] is defined by
1
= T a 4
J g tand @)

Where tand is the loss tangent.

The absorption coefficient « [5} of the matenal is given by
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7, f,

o=—1=2
ne )

Where ‘n’ is the real part of the complex refractive index given by n= Vex,

and c is the velocity of light in free space.

B-5 Results and discussion

The real and the imaginary parts of the complex dielectric
permittivity of SMS gel with various RD and pH values at different
frequencies are given in Tablel. It is observed that the selecuve range of
dielectric constant is in conformity with those standard values for various
ussues [6] as illustrated in Table 2. Hence it is a suitable material for
making phantom models of corresponding biological tissues.

The conventional coupling media such as water and saline used for
microwave medical imaging presents the same dielectric constant while
used in various object environments. This resules in different degrees of
coupling electromagnetic energy to the object. One of the important
factors on which the clarity of the reconstructed image depends is the
scattered data obtained at the receivers, which in turn depends on the
energy coupled to the object. Hence an efficient coupling medium should
have a dielectric constant as close as that of the object. The selectivity of
the dielectric constant due to the varation of RD and pH enables the
material to be used as a very good coupling medium suitable for the

various imaging tissues.
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Table 1 Real and imaginary parts of the complex dielectric permittivity of
SMS Gel at S band

SMS gel Frequency £, £,
RD pH (GHz)

1.01 4.5 2.24 8.21 0.608000
2.44 8.38 0.586300
2.68 8.69 0.586303
2.97 8.54 0.594818

1.05 5 2.24 12.6 1.72000
2.44 12.6 1.83329

2.68 12.8 1.86790

2.97 13.3 1.99851

1.069 3 2.24 13.5 1.82000
2.44 11.8 2.02901

2.68 131 1.98200

2.97 14.4 2.25875

1.069 4.5 2.24 15.9 2.22000
2.44 16.6 2.14058

2.68 14.8 1.93403

2.97 15.5 2.01196

1.02 3.5 2.24 14.7 2.83000
2.44 17.2 3.15067

2.68 16.5 2.84825

2.97 17.3 2.76868

1.01 3 2.24 18.0 1.72000
2.44 16.0 1.61759

2.68 18.1 1.71305

2.97 16.7 1.63445
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Table 2 Comparison between dielectric constants of various brological

dssues and SMS gel

Biological Tissues Frequency SMS gel
(GHz)
RD pH
Bladder, Human 2.07 16.5 1.069 4.5
2.412 16.3
3.1 16.1
Breast Fat,Human 3.2 9.8 1.0 4.5
Fat(Average 1.08 9.71 1.01 4.5
Infiltrated), 3.99 8.84
Ovine
Bone, Cancellous, 2.07 17.6 1.02 35
Human 2.53 17.38
310 17.14
Bone, Cortical, Ovine 2.18 11.78 1.05 5
2.67 11.54
3.26 11.299
Lung inflated, Ovine 2.07 20.09 1.01 3
2.95 19.59
Bone, cortical, 2 8.4 1.01 4.5
Human 3 8.35
Skull, Ovine 1.08 12.44 1.05 5
3.99 10.96
Bone marrow 3.99 7.9 1.01 4.5
(infiltrated), Ovine
Bone Cancellous, 1.2 19.31 1.01 3
Ovine (skull) 4 17.76
Bone 1 18.0 1.01 3
marrow(Infiltrated),
Calf (femur and tibis)

It is evident from table 1 that the dtelectric loss factor of the

proposed material is only around 2, while it is around 10 for the

conventionally used coupling media viz. water at ISM band. The variation

of conductivity with frequency is as shown in Fig. 3. It is observed that
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the conductivity is consistent through out the band and so the material can
be an effective coupling medium in multi-frequency imaging. Also the
conductvity 1s found to be lesser than that of water, which indicates that

the SMS gel samples are more efficient in coupling electromagnetic energy.

(0.5 [ o tetmtmtrmmi i i e bt 2t 2 e - e e e o4 s A it

04
P ! -6-RD1.01pH3
E 0.3 i -B-RD1.01pH4.5
'S . - RD1.069pH3
° i % RD1.069pH4.5:
3 o2 . —&-RD1.05pH5
5 i -6-RD1.02pH3.5
Q :

0.1 B—_’_EM

4}

2200 2300 2400 2500 2600 2700 2800 2900 3000

Frequency(MHz)
Fig. 3 Variation of conductivity (¢ ) with frequency

Varation of heating coefficient (J) with frequency for different
samples, which depicts the loss of energy due to dielectric heating, is as
shown in Fig 4. Lower value of heating coefficient than that of water is
indicative of more efficient transmission of energy through the medium.

Variation of absorption coefficient (x in m™) with frequency is
shown in Fig.5. The absorpti.on coefficient of a material is a measure of
the transparency of the electromagnetic wave through it. The material

shows a Jower value of the coefficient indicating a better coupling of

cnergy.
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Fig. 5 Variation of absorption coefficient (o) with frequency
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B-6  Conclusion

A study of dielectric properties of SMS gel at microwave
frequencies (S band) 1s carried out. The dielectric constants are found to be
in match with that of the various biological tissues. The properues of
selecuvity of dielectric constant coupled with low dielectric loss,
conductivity, heating coefficient and absorptuion coefficient enable this
material to be a very good coupling medium as well as a proper phantom
model constituent for imaging purposes. The fact that the material can be
easily prepared, cheap and non-toxic makes it an ideal candidate in
microwave medical tomographic applications.

Besides, microwave medical tomography is promising as a novel non-
hazardous method of imaging for the detection of tumors in soft tissues.
The tomographic set up consists of antennas, coupling media and the
object to be imaged. The antenna must be operated at ISM frequency. The
purpose of coupling media is to enhance the coupling of electromagnetic
energy between the antenna and the object to be imaged. The object 1s
placed at the center of the imaging set up from where the scattered
microwave data is collected and analyzed at the various locations of the
recetver and the orientaton of the object. As the HDRA antenna
developed in the core work of the thesis operates at 2.4GHz-1ISM
frequency, with compact structure and low losses, it can be well used in

tomographic set up as well.
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ERRATA

1) Since we had only one hexagonal die in our lab, we fabricated DRs
of the same side length “a”, but of different heights throughout the thesis

2) pp- 24: Eqn. 1.1, X is the root of the characteristic equation
J(X.p) = 0 or J (X ,np) = 0 and J, is the n* order Bessel function of
the first kind, ], is the first derivative of ],

3) pp- 25, Ref. for Q-minimum, Dielectric resonators, Edited by D.
Kajfez and Pierre Guillon, Artech House, 1986

4) pp. 27, Ref. for the relation between Q and dielectric constant: R.
K Mongia and P. Bhartia, Dielectric Resonator Antennas-A Review and
General Design Relations for Resonant Frequency and Bandwidth, Inter.
Journal of Microwave and Millimeter-Wave Computer- aided Engineering,
Vol4, pp. 230-247, July 1994

5) pp- 28, 2™ sentence after Eq. 1.6: read as “Low Q-factor occurs for
small values of dielectric constant”

0) pp- 36: Ref {9] should be read as Ref {11].

7 pp. 71, line 4 from the bottom, “special” should be replaced by
“spatial”.

8) Section (3.4.4), The polarisation of the test antenna is measured by
manually rotating the horn antenna about its axis, not by using the position
controller.

9 pp- 76-79: “dye” should be replaced by “die” that is the device
used for producing a shaped DR from the material powder.

10) For section (4.2) refer, A. J. Moulson and J. M. Herbert, Chapter 3
— Processing of Ceramics in  Electroceramics: Materials, Properties, Applications,
2™ edition, Wiley

11) pp. 150: denominator of Eq. 6.42 1s Ay instead of Ax.

12)  pp. 159: Don’t get confused with the sides of the cross section of
the DR that seem unequal in Fig. 6.3 (d). All are of equal length “a”.
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