INVESTIGATIONS ON PHOTOCONDUCTIVITY AND
ELECTRICAL SWITCHING IN SELECTED
CHALCOGENIDE GLASSES

THESIS SUBMITTED TO
COCHIN UNIVERSITY OF SCIENCE AND TECHNOLOGY
FOR THE AWARD OF THE DEGREE OF

DOCTOR OF PHILOSOPHY

GREGORIOS MATHEW

DEPARTMENT OF INSTRUMENTATION
COCHIN UNIVERSITY OF SCIENCE AND TECHNOLOGY
COCHIN- 682 022 INDIA

DECEMBER 1998



CERTIFICATE

Certified that the work presented in this thesis is based on the bona fide work done
by Mr. Gregorios Mathew under my guidance in the Department of Instrumentation,
Cochin University of Science and Technology, and has not been included in any other

thesis submitted previously for the award of any degree.

Cochin - 682 022
22 December 1998

DECLARATION

Certified that the work presented in this thesis is based on the original work done
by me under the guidance of Dr. Jacob Philip, Professor and Head, Department of
Instrumentation, Cochin University of Science and Technology, and has not been included

in any other thesis submitted previously for the award of any degree.

Cochin - 682 022 Gregorios Mathew
22 December 1998



Contents

Preface

Acknowledgements

1 Introduction

Part A: Review of Amorphous Semiconductors

1.1
1.2
1.3

1.4

1.5

1.6

1.7

Introductory remarks

Features of the amorphous state

Structural models

1.3.1 Network models (CRN and COCN)
1.3.2 Mechanical threshold model

Band structure of amorphous semiconductors
1.4.1 General characteristics

1.4.2 Cohen-Fritzsche-Ovishnsky (CFO) model
1.4.3 Davis and Mott (DM) model
Models related to defects

1.5.1 Street and Mott model

1.5.2 KAF model

Properties of amorphous semiconductors
1.6.1 Structural properties

1.6.2 Electrical properties

1.6.3 Thermal properties

1.6.4 Optical properties

Preparation and classification of amorphous semiconductors

WIX

XV

o oo L A AP

.11
.12
12
.13
.13
.13
.14
LT
.18




Contents

1.7.1
1.7.2
1.7.3
1.7.4

Methods of preparation
Glass formation
Classification of amorphous semiconductors

Chalcogenide glasses

1.8  Applications of amorphous semiconductors

Part B: Photoconductivity, Electrical switching and

X-ray photoelectron spectral analysis

1.9  Photoconductivity in amorphous semiconductors

1.9.1
1.9.2
1.9.3
1.94
1.9.5

The phenomenomenon of photoconductivity
Parameters related to photoconductivity
Spectral variation of photoconductivity

The ABFH model for photoconductivity
Analysis based on ABFH model

1.10 Electrical switching in amorphous semiconductors

1.10.1
1.10.2

Threshold and memory switching

Switching models

1.11  X-ray photoelectron spectroscopy (XPS)

1.12 References

Experimental method and instrumentation

2.1 Introduction

2.2 The photoconductivity setup

2.2.1
222
223

Radiation source and monochromator
Intensity modulator/Optical chopper

Photoconductivity cell

2.3 Measurement of photoconductivity

2.3.1

d.c method

.20
.21
.23
.23
.25

.27

.27
.27
..30
.32
.32
.35
41
.42
.43
.45
AT

.54

.54
.54
.55
.56
.56
.58
.58




Contents

24
2.5
2.6
2.7

232 a.c method

Electrical switching measurements

X-ray photoelectron spectral analysis(XPS)
Preparation of samples

References

Photoconductivity in Ge-In-Se glasses

3.1
32
33

34
3.5
3.6

Introduction

Sample preparation and experimental details

Results and discussion

3.3.1 Pulsed excitation(a.c) and steady state(d.c)
photoconductivity measurements

332 Composition dependence of photoconductivity

333 Spectral variation of photoconductivity and quantum
efficiency

334 Frequency resolved photoconductivity (FRPC)
measurements and carrier lifetime

XPS analysis

Conclusions

References

Photoconductivity in Ge-Bi-Se glasses

4.1
4.2
43

Introduction

Experimental method

Results and discussion

4.3.1 Temperature, intensity and spectral dependence

432 Frequency resolved photoconductivity measurements

.61
.63
.64
...66
.67

.81

...103

Vi



Contents

44
4.5
4.6

433 Composition dependence of photoconductivity
XPS analysis of Ge-Bi-Se glasses
Conclusions

References

Photoconductivity in As-Sb-Se glasses

5.1
5.2
53

54
5.5

5.6

Introduction

Experimental details

Results and discussion

5.3.1 Photoconductivity measurements by a.c and d.c
methods

532 Composition dependence of photoconductivity

533 Frequency resolved photoconductivity measurements

XPS analysis

Conclusions

References

Photoconductivity in amorphous Ge-Sb-Se thin films

6.1
6.2
6.3

6.4
6.5

Introduction

Experimental method

Results and discussion

6.3.1 Temperature and intensity dependence of
photoconductivity

6.3.2 Composition dependence of photoconductivity

Conclusions

References

.. 107
112
.. 114
..116

..139
...146
.. 148
...149

Vii



Contents

7

Electrical switching in In-Te glasses

7.1
7.2
73

7.4
7.5

Introduction

Experimental details

Results and discussion

7.3.1 OFF state behaviour and switching

7.3.2 Composition, temperature and thickness dependence
of switching behaviour

Conclusions

References

Summary and conclusions

Scope for further work

...157
...163
..164

...165

...169

Vil



Preface

Amorphous semiconductors form an important class of materials from the points of view
of fundamental condensed matter research as well as technological applications. Although
they have been investigated extensively, many of their electronic, optical and thermal
properties have posed and still do pose an enigma for any kind of complete description.
They do not exhibit long range order as in crystalline materials having a well defined
periodicity. The wave vector k, which has critical importance in describing electronic
behaviour of crystalline semiconductors, no longer has any significance for a disordered
material.

Amorphous semiconductors can be divided into two groups as tetrahedrally
coordinated silicon like materials and two-fold coordinated chalcogenide glasses.
Chalcogenide glasses contain one or more of the chalcogens of the sixth column of the
periodic table; sulphur, selenium or tellurium. The four-fold coordination in Si leads to
symmetrical bonding and the formation of rigid structures. On the other hand, two-fold
coordination in chalcogens is highly asymmetrical and the structure gives rise to greater
degree of flexibility.

Chalcogenide glasses can be prepared in bulk as well as in thin film forms while Si
type materials can only be prepared in the thin film form. The chalcogenides cover a wide
range of compositions. Their physical properties vary appreciably from sample to sample
and in some cases among samples of the same material. The greatest advantage of these
glasses is the composition dependent tunability of their properties which enables one to
design materials for specific requirements. The interest in chalcogenide glasses among
scientists and engineers is mainly due to their potential technological applications arising
out of their optical, electrical and photosensitivity properties. These glasses generally do
not absorb IR radiations and so they are suitable for IR optical elements such as prisms,
lenses, windows and other accessories. Though a large number of investigations have
already been carried out on these materials by various research workers, still there are
many chalcogenide glass systems which are not yet investigated in detail, particularly with

regard to some of their properties.



Preface

In this thesis, we present the results of our investigations on the photoconducting
and electrical switching properties of selected chalcogenide glass systems. We have used
XRD and X-ray photoelectron spectroscopy (XPS) analysis for confirming the amorphous
nature of these materials and for confirming their constituents respectively.

Photoconductivity is the enhancement in electrical conductivity of materials
brought about by the motion of charge carriers excited by absorbed radiation. The
phenomenon involves absorption, photogeneration, recombination and transport processes
and it gives good insight into the density of states in the energy gap of solids due to the
presence of impurities and lattice defects. Photoconductivity measurements lead to the
determination of such important parameters as quantum efficiency, photosensitivity,
spectral sensitivity and carrier lifetime. Extensive research work on photoconducting
properties of amorphous semiconductors has resulted in the development of a variery of
very sensitive photodetectors. Photoconductors are finding newer and newer uses every
day. CdS, CdSe, SbaS3, Se, ZnO etc. are typical photoconducting materials which are used
in devices like vidicons, light amplifiers, xerography equipment etc.

Electrical switching is another interesting and important property possessed by
several Te based chalcogenides. Switching is the rapid and reversible transition between a
highly resistive OFF state, driven by an external electric field and characterized by a
threshold voltage, and a low resistivity ON state. Switching can be either threshold type
or memory type. The phenomenon of switching could find applications in areas like
information storage, electrical power control etc. Investigations on electrical switching in
chalcogenide glasses help in understanding the mechanism of switching which is
necessary to select and modify materials for specific switching applications.

Analysis of XRD pattern gives no further information about amorphous materials
than revealing their disordered structure whereas x-ray photoelectron spectroscopy(XPS)

provides information about the different constituents present in the material. Also it gives
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binding energies (b.e.) of an element in different compounds and hence b.e. shift from the
elemental form.

Our investigations have been concentrated on the bulk glasses, Ge-In-Se, Ge-Bi-Se
and As-Sb-Se for photoconductivity measurements and In-Te for electrical switching. The
photoconducting properties of Ge-Sb-Se thin films prepared by sputtering technique have
also been studied. The bulk glasses for the present investigations are prepared by the melt
quenching technique and are annealed for half an hour at temperatures just below their
respective glass transition temperatures. The dependence of photoconducting properties on
composition and temperature are investigated in each system. The electrical switching
characteristics of In-Te system are also studied with different compositions and by varying
the temperature. A chapter wise description of the work presented in the thesis are given
below.

Chapter 1 is devoted to an introduction to the work done in the thesis. It outlines
the properties of amorphous semiconductors. especially those of amorphous chalcogenides
and various theoretical models that have been proposed to explain the characteristics of
these materials and their applications. In addition, this chapter gives an idea about the
phenomena of photoconductivity and electrical switching and their important applications.
The popular models explaining these phenomena are also discussed.

The details of sample preparation and analysis as well as the instrumentation for
the experiments done in the thesis are discussed in chapter 2. The experimental setup for
studying photoconductivity and electrical switching are explained with the help of block
diagrams. The design and fabrication details of a photoconductivity cell used in the present
work are also discussed. Relevant technical details of x-ray photoelectron spectrum
analysis are also outlined in this chapter.

Results of photoconductivity measurements on Ge,InsSegs., glasses are presented
discussed in chapter 3. The average coordination numbers(Z) of the compositions studied

in this system varies from 2.39 to 2.79. The speciality of this system is that the two

X1
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topological thresholds and the chemical threshold occur at different Z values. It is an ideal
system which enables one to isolate the effects of chemical ordering from those of
topological origin. The temperature and composition dependence of photoconductivity
have been studied by both d.c and a.c methods. Carrier life times of different compositions
are obtained from frequency resolved photocurrent (FRPC) measurements. The spectral
dependence of photoconductivity is also investigated and spectral sensitivity and quantum
efficiency are calculated. The structural features are explained on the basis of the
Chemically Ordered Covalent Network Model (COCNM) and topological models. ABFH
(Amoldussen-Bube-Fagen-and Holmberg) model is used for explaining the
photoconductivity behaviour. Results of XPS studies of three compositions are presented
along with the results on photoconductivity.

The Bi doped Ge-Se glasses exhibit a carrier type reversal (p— n transition) at 7
atomic percent of Bi. In chapter 4, we focus our attention on the photoconducting
properties of the GeyoBixSegp-x (x = 2- 12) svstem. The composition dependent varation
of photoconductivity has a sharp change corresponding to the composition with X = 7.
Carrier lifetimes of different compositions are calculated from FRPC measurements. The
XPS analysis of two compositions are also presented in this chapter.

Chapter 5 deals with the photoconductivity characteristics of As,Sb;sSess.y and
As,SbioSeqo.x systems. The dependence of photoconductivity on composition and
temperature has been analysed. Carrier lifetime has been measured by FRPC method. Two
compositions are analysed by XPS.

The characteristics of photoconductivity of amorphous GeSboSego-« thin films are
presented in chapter 6. The steady state photoconductivity of this system is analysed in
detail on the basis of ABFH model. The Ge-Sb-Se system shows a behaviour very ciose to
that of a Type I photoconductor, as classified by the ABFH model. At the same time it
shows some characteristics of a Type II photoconductor. The results on compasition

dependence are explained with the help of the COCN model.

X1l
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The work done on the electrical switching properties of In Tego.x glasses are
outlined in chapter 7. This system exhibits memory type electrical switching under the
action of an external electric field. The dependence of switching characteristics on
temperature, composition and thickness are analysed. The results are explained on the
basis of the electrothermal model. The OFF state behaviour of the material is also
analysed.

The last chapter summarises the overall conclusions drawn from the work
presented in earlier chapters. The scope for doing further work in this area is also
outlined.
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Chapter 1

Introduction

Part A: Review of Amorphous Semiconductors

1.1 Introductory remarks

The general characteristics of semiconductors are the following, : (i) Resistivity less than
that of an insulator, but more than that of a conductor (ii) Temperature coefficient of
resistance is negative, ie, their resistivity decreases with increase of temperature. Many of
the semiconductors become conductors at high temperatures. (iii) Properties may be
changed by adding suitable impurities. On the basis of energy bands, a much more
comprehensive definition can be given to semiconductors. They are materials which have
almost filled valence band and nearly empty conduction band with energy gap generally in
the range of 1to 2 eV.

Semiconductors which are characterised by the absence of long range order in the
arrangement of atoms, compared to their crystalline counterparts, are called amorphous
semiconductors. Amorphous semiconductors include chalcogenide glasses and
tetrahedrally coordinated materials like Si and Ge.

The study of physical properties of amorphous semiconductors is an active field of
research in solid state physics. In particular, the nature of electronic transport in these
materials has attracted much attention of research workers. The interest arose from the
point of view of technological applications and fundamental research. Their properties like
electrical switching, IR transmission, photoconductivity and photovoltaic effect have
raised a great deal of interest in the areas of electronics and optoelectronics.

From the fundamental point of view amorphous materials are of considerable

intrinsic interest. For many years crystalline solids have been studied well which has led to
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a good understanding of their physical properties. Crystalline state is characterised by a
regular periodicity in the atom or ion position over long distances. The salient features of
crystalline semiconductors, like the existence of sharp edges in the valence and conduction
bands leading to a well defined forbidden energy gap, are direct consequences of short and
long range order. In the case of amorphous semiconductors it is more convenient to define
them by stating what it is not than by precisely specifying what they are[1]. Amorphous
semiconductors are non-crystalline. They lack long range periodic ordering of their
constituent atoms. Although they have been known and investigated to some extent even
longer than well known crystalline semiconductors such as Ge, GaAs etc., many of their
electronic and structural properties have posed and still do pose an enigma for any kind of
complete description. Since they do not exhibit the long range order typical of crystalline
materials, their properties differ significantly from their crystalline counterparts. The wave
vector k so important in describing electronic behaviour in crystalline semiconductors, no
longer has any significance. There is no well defined density of states or sharp forbidden
gap, but rather a continuous range of states throughout what was the forbidden gap in the
corresponding crystalline material. Their conductivity cannot generally be increased
appreciably by the incorporation of impurities, because the random network of atoms can
accommodate an impurity without leading to an extra electron or hole [2-3]. This concept
is based on the fact that the impurity atom can satisfy its valence requirements by adjusting
its nearest neighbour environment and thus exerting little effect on the electrical
properties. Another argument is that the high density of localized states in the forbidden
gap effectively pin the Fermi level so that the properties of the material remain little

affected.

1.2 Features of the amorphous state

In general, the structure of an amorphous solid can never be determined unambiguously

and the uncertainty in the determination is compounded by the fact that the structure of a
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non-crystalline material is both at microscopic and macroscopic levels, often depending on
the method of preparation. Amorphous materials are not completely disordered on the
atomic scale[1]. Short range order, similar to that present in crystalline materials, are
present at very short distances in disordered materials. It is thus useful to do structural
modeling which develops the structure by the repetetion of one or more basic molecular
units in a way that cannot be identified topologically with any known crystalline structure.
The atomic order within a molecular unit might be similar within small bond angle
distortions in both crystalline and amorphous phases. This reveals the importance of short
range in describing the structural behaviour of non-periodic networks. The important
aspects of short range order are the number and type of immediate neighbours and their
spatial arrangement about a given reference atom. Given the short range order (in the range
of 2-5A°) with three parameters, the number of bonds, the bond length, and the bond angle
having well defined values in a narrow range, it 1s possible to construct a model for
amorphous structure.

The structural analysis of a material involves the determination of relative
positions of each of the atoms. The absence of periodicity in a glass makes the concept of
unit cell invalid or one can consider unit cell as infinite which implies that the coordinate
of each and eve;ry atom should be known. The best information one can get from the
diffraction methods for a glass is the radial distribution function (RDF) which expresses
the probability of finding another atom at a given distance from an arbitrary point.

In both amorphous and crystalline materials the chemical forces holding the atoms
together are the same. Therefore the amorphous state is always defined with reference to
the crystalline state[4,5]. From a comparison of the radial distribution functions of
amorphous and crystalline films of silicon, it has been revealed that covalent glasses
exhibit some ordering in their atomic structure. The structural ordering in covalent glasses
can be classified into two types depending upon their length scale[6,7]. They are of short

range order in the range 2-5A° and of medium range order in the range 5-20 A°.
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Structural models play an important role in the determination of structure of
amorphous materials. In the RDF plot of amorphous silicon higher order peaks are not
present in contrast to the crystalline one. This makes structure determination difficult. The
continuous random network (CRN) model, the first model of an ideal glass or amorphous
solid proposed by Zachariasen way back in 1932, is the basis[8] for all structural models.
Various structural models are used to explain the structure related properties of covalent
glasses. Electronic properties of amorphous semiconductors are explained on the basis of
band models. The various band models suggested are mainly concerned with the existence
of localized states in the tails of the valence and conduction bands and of a mobility edge
separating the extended states from localized states. The various models for amorphous

semiconductors are discussed in the following sections.

1.3 Structural models

1.3.1 Network models (CRN and COCN)

CRN (Covalent Random Network) model assumes a definite short range order as each of
its atoms fulfill its chemical valence requirements according to Mott’s 8-n rule [9] where n
is the number of valence electrons of the particular atom. The underlying principle of this
model is that a closed outer shell of eight electrons is the most stable structure. Small
variations introduced in bond lengths and bond angles lead to disorder in the glassy
matrix. The major source of randomness is the variations in bond angles. Variation in
bond length is much less and are within 1% to those found in crystals. For two fold
coordinated chalcogens the flexibility of covalent bond angles is largest compared to
tetrahedrally coordinated Si type materials. CRN model generates the amorphous structure
without taking into account structural defects such as dangling bonds and voids. It is not
adequate to account for features observed in medium range order. However, this model is

found to be suitable for glasses such as a -Si, Si0, and As,Sea.




Chapter 1 Introduction Part A

The random covalent network (RCN) [1,10-11] and chemically ordered covalent
network (COCN) models describe the structure of chalcogenide glass more appreciably
The RCN and COCN models differ only in their approach to to the distribution of bonds.

Chalcogenide glasses can be prepared over a wide range of compositions. This
allows glasses from non-stoichiometric compositions which contain wrong bonds or bonds
between like atoms. Consider the case of a simple binary system A,Bi,. , where A and B
atoms belong to say column ‘a’ and column ‘b’ of the periodic table respectively. It is
essential to estimate the fraction of A-A, A-B, and B-B bonds as they determine a number
of physical properties. A statistical estimation of these fractions is given by the RCN
model. In RCN model different types of bonds are considered to be equally probable and
neglects the relative bond energies. The bond distribution is determined by the local
coordinates of A and B and their concentration x. So A-A, A-B and B-B bonds are
equally preferred at all compositions except at x = 0 and x = 1. On the other hand, COCN
model counts heteropolar bonds by considering the bond energies. Thermodynamically A-
B bonds are preferred over A-A bonds and B-B bonds. So at all compositions A-B bonds
are maximised first and then A-A and B-B bonds are favoured depending upon the
concentrations of A and B. There exists a critical composition at which only A-B bonds
are present. A completely chemically ordered phase occurs at this critical composition X,
= Zp/Za+Zp, where Z, and Zg are the coordination of A and B atoms respectively. GeSe,
and As,Ses are the critical compositions in Ge,Se;; and As,Se;, systems respectively
[11]. At critical compositions of many systems, anomalous variations are observed in

their physical properties{12-15].

1.3.2 Mechanical threshold model
Phillips and Thorpe [11] as well as Tanaka[16-18] interpreted the dynamical properties of

chalcogenide glasses, which form an important class in amorphous semiconductors in
terms of the average coordination number Z. They equated the total number of interatomic

force field constraints per atom (N.) to the number of degrees of freedom per atom (Ny).
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The model attempts to relate the glass forming tendency with the number of constraints
acting on the network. The glass structure is maximally optimised when the number of
degrees of freedom (Ng) available for the atoms equals the number of constraints (N.) in
the network (Ng = N).

The number of constraints (N¢) can be written according to Phillips-Thorpe model
as
N=2/2 + (2Z--3) (1.1
where Z/2 is the bond stretching constraints and (2Z-3) is the bond bending constraints for
the system with Z bonds. For a 3D system a structural phase transition at the critical value
Z =241 is predicted at which the network changes from a floppy to rigid type, thereby
possessing mechanically optimized structures. Tanaka modified the concepts of Phillips
and Thorpe model, by arguing that medium range order also should be considered in the
constraint balancing conditions as evidenced by characteristic features in the composition
dependence of certain physical properties at Z =2.67, which can be connected to the
formation of stable layer structures in the network[16]. As per this modification, the bond
bending term 2Z-3 in eqn.(1) reduces to Z-1, because for a planar cluster in the x-y plane
an atom bonded to another at the origin has a freedom over the angle 6 alone. Hence
eqn.( 1) gets modified to Ny = Z/2 +Z-1, predicting another composition driven structural
phase transition at Z = 2.67. 2D layered structures are fully evolved at this critical value
and for higher values of Z, due to the increase in the number of cross-linked sites, there is
a transition to a 3D network.

Transition from an underconstrained to an overconstrained network has been
interpreted by Thorpe [18-19] in terms of percolation of rigidity in an inhomogeneous
medium containing both rigid and floppy regions. In his concept , there are glassy regions
or islands which are rigid and spread out in a soft or floppy region, as shown in Fig.1.1.
These regions increase in size as the average coordination number is increased. In other

words, the rigid regions start percolating (grow in size and get interconnected) and at Zav
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I Polymeric Glass I Amorphous  Solid

Fig.1.1 Rigid and floppy regions in the network of polymeric glass and amorphous solid

= 2.41 the system transforms into a mechanically rigid amorphous solid. This point at
which the threshold occurs is termed the mechanical or rigidity percolation threshold.

Anomalous features in many physical properties have been reported around Z =
241 and Z = 2.67 as well as at the chemical threshold in several systems, which have
helped in verifying the validity of the above mentioned model in different systems of
glasses.

The CRN, COCN and mechanical threshold models discussed above are generally
applicable to chalcogenide glasses which obey Mott’s 8-n rule[9]. Liu and Taylor proposed
a phenomenological model [20] which correlated the glass transition in metal
chalcogenide glasses with short range order. This model, called the formal valence shell
model, generalises the Mott’s rule to include metal atoms. Based on the average
coordination number, a classification of non-crystalline solids is shown in Fig 1.2 [21].

The average coordination number Z,, decreases from left to right. Towards the left hand
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Fig.1.2 Classification of non-crystalline solids based on the average cooordination number.

side the internal strain increases with Z,,. Towrads the right, the entropy increases with
decreasing Z,,, because the material becomes sufficiently cross linked. Glasses are
normally restricted to 3 >Z,, >2. Materials with higher connectivity 4 >Z,,>3 are
overconstrained amorphous whereas those having lower connectivity Z,, < 2 are under
crosslinked amorphous. The mean coordination number Z,,=4 separates non-crystalline
metals that have close packed structures from covalently bonded semiconductors or

insulators.
1.4 Band structure of amorphous semiconductors

1.4.1 General characteristics.
The band structure and hence the electrical properties of amorphous semiconductors are
influenced by the long range disorder in their structure. The various models suggested for

the energy distribution or the density of states is mainly concerned with the important
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question of the existence of localized states in the tails of valence band and conduction
band and of a mobility edge separating the extended states from the localized states. A
type of conduction unique to amorphous semiconductors is variable range hopping in
localized states close to the Fermi level.

If short range order is the same in amorphous state as in the crystalline one, some
basic features of the electronic structure can be preserved. In order to account for the
translational disorder accompanied by a possible compositional disorder in
multicomponent systems, modifications have been proposed for the band structure of
amorphous solids. These are the well known Cohen-Fritzsche-Ovshinsky (CFO) and
Davis -Mott models. They introduced the basic idea of the presence of localized states in
the band extremities. These models have been widely used to interpret experimental data
on electrical and optical properties.

Experimental data on electrical transport properties can only be properly
interpreted if a model for electronic structure is available. For semiconductors the main
features of energy distribution of the density of electronic states N(E) of crystalline solids
are the sharp structure of the valence band and conduction band and the abrupt
terminations at the valence band maximum and conduction band minimum. This sharp
edges in the density of states produce a well defined forbidden energy gap. Within the
band the states are extended, which means that the wave function occupies the entire
volume. Specific features of the band structure are the consequences of the perfect short
range and long range order of the crystal. In an amorphous solid the long range order is
lacking whereas the short range order is only slightly modified. The concept of density of
states is also applicable to non-crystalline solids. According to Mott, the spatial fluctuation
in the potential caused by configurational disorder in amorphous materials may lead to the
formation of localized states, which do not occupy all the different energies in the band,
but form a tail above and below the normal band. Mott postulated further that there should

be sharp boundary between the energy ranges of extended and localized states. These
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states are said to be localized in the sense that an electron placed in a region will not

diffuse at zero temperature to other regions with corresponding potential fluctuation.
Several models have been proposed for the electronic band structure of amorphous

semiconductors. These models are almost similar as they use the concept of localized

states in the band tails.

1.4.2 Cohen-Fritzsche-Ovshinsky (CFO) model
The energy states as described by CFO model [22] are shown in Fig.1.3. In this model it is

assumed that the extensive tailing of band edges occurs due to the compositional and
topological disorders. The extensive tailing makes the conduction and valence band tails
overlap in the midgap, leaving an appreciable density of states. As a consequence, there
are filled states in the valence band which have higher energies than the unfilled states in
the conduction band as shown in the figure.

CFO model was specifically proposed for multicomponent chalcogenide glasses
exhibiting switching properties. A redistribution of charges takes place, forming negatively
charged filled states in the conduction band and postively charged empty states in the
valence band. This ensures self compensation and pinning of the Fermi level near the
midgap, as required by experimental observations on electrical properties[23-24].

One of the major objections against the CFO model has been the high transparency
of amorphous chalcogenides below a well defined absorption edge. This leads to the
conclusion that, the extent of tailing is only a few tenths of an electron volt in the gap[25].
Another is that, according to this model, the elemental semiconductors like a-Si, a-Ge. a-
As etc. should not have the extensive band tailing as they are free from compositional

disorder{26].
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Fig.1.3 Schematic density of states for amorphous semiconductors (a) The CFO model (b) Davis -
Mott model showing a band of compensated levels near the middle of the gap.(c) Modified Davis-

Mott model (d) the "real” glass with defect states

1.4.3 Davis and Mott (DM) model

According to this model{26-28], the tails of localized states should be rather narrow and

should extend a few tenths of an electron volt into the forbidden gap. Davis and Mott

proposed further more the existence of a band of compensated levels near the middle of

the gap originating from the defects in the random network, like dangling bonds, vacancies

etc. Fig!.3 also outlines the DM model, where E, and E, represent the energies
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which separates the ranges where the states are localized and extended. The centre of the
band may be split into a donor and an acceptor bands, which will also pin the Fermi
level(Fig 1.3). Transition from extended to localized states drops the mobility by several
orders of magnitude producing a mobility edge. The interval between the energies E. and
Ea act as pseudo gap and is defined as the mobility gap. Experimental evidences, mainly
coming from photoconductivity, luminescence and drift mobility measurements, have been
found for the existence of various localized gap states associated with defect centres,
which are split off from the tail states and are located at well defined energies in the gap.
The model explains three processes, which deal with electrical conduction in amorphous
semiconductors. The details of these three processes are explained in section 1.6.2 of this

chapter.

1.5 Models related to defects

1.5.1 Street and Mott model

Based on Anderson’s idea[29] of negative correlation energy(Uey) and experimental
observations, Street and Mott [30-31] suggested that specific defects are the origin of
important localized states. According to this model, chalcogenide glasses contain 10'3-10"
em? dangling bonds. The bonds are point defects, where normal coordination is not
satisfied due to the constraints of local topography. The energy (Uey) formed by the
removal of an electron from a dangling bond is sufficient to overcome the Coulomb
repulsion resulting from the addition of an extra bond to a different dangling bond.

The major objection to this model is the assumption of high density of dangling
bonds. Also the model does not explain why large negative U characterises chalcogenide

glasses and is absent in tetrahedrally bonded amorphous materials[32]
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1.5.2 KAF model

This model has been suggested by Kastner, Adler and Fritzsche[33). The attraction of this
model is that it can identify the exact nature of specific defects believed to be present in
the band gap. Thermodynamic arguments require that at finite temperatures all crystals
contain defects[34]. If Gy is the free energy of creation of a defect and N, is the number of
sites in the solid then the number of defects will be N = N, exp(-G¢/kT).

The defect density in crystals does not continue to decrease to zero with
decreasing temperature, but freezes in near a temperature at which healing of such defects
by diffusion and lattice concentration ceases. By the same argument , only those specific
defects which are thermodynamically favored will be present in the glass. In glasses, the
lowest temperature at which the defects anneal away is the glass transition temperature T,
Thus the density of defects depends upon G¢and T,.

In KAF model ,the lowest energy bonding configuration (the ideal network) is
determined. The various possible deviations from ideal network are then identified and

ordered according to increasing energy of formations.

1.6 Properties of amorphous semiconductors

1.6.1 Structural properties

In amorphous solids, the structure is developed by the repetetion of one or more basic
molecular units that cannot be identified topologically with any known crystalline
structure or with any infinite array. There are many discussions on the type of structural
models that can be used to explain amorphous solids[30]. Eventhough three dimensional
periodicity is absent, one can not say that the structure is completely random like that in
liquid or a gas. Moreover, the binding forces between atoms are similar in crystals and
amorphous materials. Generally in amorphous materials short range order of a few lattice

spacings can be expected. Even within the restraints imposed by individual atoms and
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short range order, there is an infinite number of allowed structures for an amorphous
material. XRD, IR absorption , electron diffraction and Raman spectroscopy can be used
for the detailed investigation of the structure of these materials. Based on the results of
such investigations several random network models have been suggested for their
structure[8, 36-38]. Structure of stoichiometric melt quenched network glasses show that
they are not that random. The diffraction patterns suggest medium range order of the scale
15-30A° as observed in GeSe; and As,;Ses[39].

The experimental methods used to determine the structure fall under four major
categories; viz diffraction methods, vibrational spectroscopy, photoemission spectroscopy
and hyperfine interactions{40-43]. The RDF of amorphous semiconductors give evidence
for short range and medium range orders. EXAFs help to determine the local arrangement
of each type of atom separately. IR absorption, Raman Scattering, x-ray and uv
photoemission techniques are very useful in structural studies. Hyperfine interaction
techniques include NMR, quadrupole resonance, Mossbauer effect etc. Differential
thermal analysis provides information about changes in structure with variation of

temperature[44].

1.6.2 Electrical properties
At room temperature the activation energy for electrical conduction in most of the
amorphous semiconductors is approximately equal to 50% of the optical band gap energy.
There is a band of localized states which exists near the centre of the band gap of
amorphous semiconductors. These localized states arise from specific defect
characteristics of the material like dangling bonds, interstitials etc., the number of which
depends on the conditions of sample preparation and subsequent annealing treatments.

The d.c conductivity of amorphous semiconductors can be well understood within
the frame work of Davis and Mott model[26-28]. The model predicts three regions of
conductivity as follows (i) conduction in extended states (i1) conduction in band tails and

(iii) conduction in localized states at Fermi energy Ep.
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Conductivity in extended states is characterised by large mobility which decreases
sharply at the mobility edge. Assuming a constant density of states and constant mobility,

the conductivity is shown to vary as [45]

0 = 0,.exp[(-Ec-Ep)/KkT)] (1.2)
where the pre-exponential factor ¢, is given by
0, = eN(E)k.T . (1.3)
N(E.) is the density of states at the mobility edge E. and . is the mobility. Electrons at
and above E. can move freely, while those below it can not except through activated
hopping.[40]. The mobility in this region is of the order of 10 em?* Vst

Conduction via band tails takes place by exchange of energy with a phonon. If the

current is carried mainly by holes and conduction is by hopping, then

6 = 0; exp {(-Er-Eg+AW,)/KT} (1.4)

where AW is the activation energy for hopping and Ep is the energy at the band edge. o;
is expected to be less than 6, by a factor of 10%to 10*.

In the third region (conduction in localized states), carriers move between states
located at Eg via phonon assisted tunneling process which is analogous to impurity
conduction observed in a heavily doped and highly compensated semiconductor at low
temperatures. Conductivity in this region is given by
01=0, exp{-Aw,/kT} (1.5)
where 0, <6 ; and Aw; is the hopping energy of the order of half the width of the defect
band shown in Fig 1.4. As temperature is lowered and the carriers tunnel to more distant

cites, conductivity behaves as

Ino= A-BT" (1.6)
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This variable range hopping at low temperatures is one of the interesting properties of
amorphous semiconductors. As one goes from extended to localized states, mobility
decreases by a factor of 10% .This drop in mobility is called mobility shoulder[2].

The three mechanisms of charge transport that contribute to d.c current can also
contribute to a.c conductivity. The first is due to transport by carriers excited to the

extended states near E. or E, . Conductivity could be given by a formula of the Drude type,

Ow= 0(0)/(1+ 0.)21'2) (17)

Es%——\—_j_-_— %

(b)

L(E) (DR

Fig.1.4 Density of states and mobility as a function of energy in amorphous semiconductors

where 1 is the relaxation time. The second is due to transport by carriers excited to
localized states at the edges of valence or conduction bands. Since transport here is by
hopping, conductivity increases with frequency as «@>® The third is the transport by

carriers with energies near the Fermi level. This again increases with frequency in the

same manner as in the second case. Measurement of thermoelectric power as a function of
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temperature provides the most direct way of determining the temperature coefficient of
activation energy for conduction. Measurement of thermoelectric power in amorphous
chalcogenides have shown them to be p type in majority of cases. Hall coefficient yields a
sign for carriers that is frequently in contradiction with thermoelectric power
measurements which are explained by the theory of Friedman{40]. Magnetoresistance [2],
which is the fractional change of resistivity in a magnectic field, can also be used, like Hall
effect, to determine the carrier mobilities. Magnetoresistance of several amorphous
semiconductors are found to be negative over a wide range of temperature. Only at very
low magnetic fields and low temperatures it is found to be positive. Studies of transient
photoconductivity in several amorphous semiconductors indicate that the response is fast
with rise times measured in microseconds at low temperatures and fractions of micro

seconds at higher temperatures[46-47].

1.6.3 Thermal properties

For amorphous materials, the phonon mean free path is shorter than that in crystals and
correspondingly thermal conductivity is low[48-52]. At low temperatures amorphous
materials exhibit a markedly different behaviour from their crystalline counterparts in
phonon related properties such as specific heat capacity, thermal conductivity and acoustic
absorption.[52-53]. At low temperatures the thermal conductivity decreases slowly with
decreasing temperature. Thermal conductivity is weakly temperature dependent near 10 K
showing a plateau region and a T* dependence at temperatures below 10 K. The magnitude
of the temperature dependence appear to depend on the amorphous structure of the
material rather than the chemical composition. Hence the thermal transport below 10K is
provided by phonons[54]. Acoustic and dielectric absorption in amorphous solids is
strongly enhanced at low temperatures and in many glasses large absorption peak is found
around liquid nitrogen temperature. The anomalous features observed in specific heat,
thermal conductivity, acoustic and dielectric absorption below 4K etc. are interpreted

using the two level system (TLS) model proposed by Phillips [48] et.al and Anderson et.al

17



Chapter ] Introduction Part A

{49]. At high temperatures the atoms forming the TLS change the configuration by means
of thermally activated process by hopping over barriers while at low temperatures
tunneling through the barriers dominates. The process of glass transition is another aspect
that has been receiving continued attention all the time. Glass transitions are usually
characterised by a phenomenological value T, of the critical temperature and by a width
AT, of the so called glass transition region around T,. In this region the diffusive motion of
the melt begins to freeze in, before a glassy structure is achieved , with viscosity values
typical of solids. Both T; and AT, depend smoothly on the cooling rate[45]. AT,/T,
provides a rough estimate of the nonequilibrium effects occurring at glass transition:
AT /T, < < 1 is a necessary condition for any thermodynamical approach. In good glass
forming systems, the above mentioned condition is usually fulfilled at relatively low
cooling rates. Nonisothermal heating studies such as differential scanning calorimetry
(DSC) could provide great deal of information about thermal properties of glasses like the
kinetics of crystallisation and thermal stability of glasses against crystallisation apart from

being an indispensable characterisation tool to investigate glass transition.

1.6.4 Optical properties
Amorphous materials are optically isotropic. The sharp feature present in the spectra of
crystals are absent in them even at low temperatures. The spectral fine structure is a
consequence of k conservation in the crystallisation state. In amorphous solids the
vibrational modes are no longer plane waves while in crystals they are plane. Though k is
not a valid concept in glasses, the concept of vibrational density of states retains its
validity.

Optical absorption in amorphous semiconductors can be separated into three

I lem! <p < 10* cm™

regions with absorption coefficients as noted below: p > 10* cm’
and B < 1 cm™ as shown in Fig 1.5. Regions B and C are due to transitions within the

fully coordinated system, perturbed to some extent by defects while region A arises from
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transitions involving the defect states directly. The absorption edge has a defect induced
tail at lower energies, an exponential region at intermediate energies and a power law
region at higher energies. The defects occur in numerous ways like voids arising from
preparation techniques, occurence of like bonds , or occasional occurence of coordination

variations.
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Fig.1.5 Schematic representation of the absorption spectrum of amorphous semiconductors
showing three different regions A, B and C.

In the high absorption region, the absorption is governed by a power law of the
type B = const.(hv-E,)P where p=2 for amorphous semiconductors under the assumption of
parabolic bands. Amorphous semiconductors continue to absorb strongly beyond the
fundamental absorption edge also. Since the k conservation rule is relaxed, all pairs of

extended states with energy difference hv can contribute to optical absorption. A plot of
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12

B"? versus hv yields a straight line and the extrapolated hv at which B tends to zero

gives the value of E,, which can be used to define the optical gap. The exponential tail in B
is associated with intrinsic disorder in amorphous semiconductors in the intermediate
range of absorption coefficient. It has been suggested that it is due to disorder induced
potential fluctuations [55-56] and strong electron-phonon interaction [57]. In chalcogenide
glasses defects due to coordination variation explains several of the optical properties. In
the weak absorption region, the shape of the absorption tail is found to depend on the
preparation, purity and thermal behaviour of the material[53]. It has been found that the

mobility gap in many amorphous semiconductors correspond to a photon energy at which

the optical absorption coefficient has a value of approximately 10 cm’™

1.7 Preparation and classification of amorphous semi
conductors

1.7.1 Methods of preparation

There are at least a dozen techniques that can be used to prepare materials in the
amorphous state. Thermal evaporation, sputtering, glow discharge decomposition,
chemical vapour deposition and melt quenching are the commonly used techniques to
produce most non-crystalline materials of commercial and academic interest[4]. Also there
exist techniques like Gel desiccation, electrolytic deposition, reaction amorphisation,
iradiation, pressure induced amorphisation solid state diffusion amorphisation etc. Thin
films are usually prepared by vapour deposition or sputtering. Bulk glasses having a well
defined Tg are usually prepared by the melt quenching technique.

The terms glassy or vitreous are often used synonymously for the amorphous or
non-crystalline state. However, in some fields of study, glassy or vitreous connotes the
technical preciseness of a definable thermodynamic phase. The existence of a glass state
with its glass transition temperature has been documented for some chalcogenides but not

for the tetrahedrally bonded amorphous semiconductors. For chalcogenide glasses this is
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reflected in the ability to prepare them from a semiconductor melt by rapid cooling or
quenching to temperatures below the glass transition temperature[46]. For silicon and the
like, quenching from melt is difficult to freeze the melt rapidly to a disordered atomic
arrangement. Polycrystallinity is the more common result in these cases. Amorphous
semiconductors that can not be prepared directly from the melt are usually fabricated in the
form of thin films by an atomic deposition procedure such as evaporation, sputtering,
chemical vapour deposition, plasma decomposition of gases or electroplating.

The reason why some of the materials can be prepared in thin film as well as bulk
forms whereas others can be prepared only in thin film form can be explained by the
nature of the chemical bonds present in these materials. This difference has origin in the
mismatch between constraints and the number of degrees of freedom in three dimensions
and the flexibility required to accommodate the mismatch. The flexibility of covalent bond
angles is largest for two fold coordinated chalcogens and the least for tetrahedrally

coordinated Si type materials.

1.7.2 Glass formation
A glass can be considered as a liquid whose atoms have been frozen in place at the glass
transition temperature. A glass or a substance in the glass or vitreous state is a material
which has been formed by cooling from the normal liquid state and which has shown no
discontinuous change in first order thermodynamic properties such as volume, heat content
and entropy but had become rigid through a progressive increase in its derivative second
order thermodynamic properties like specific heat capacity and thermal expansivity [58].
The temperature at which second order properties change from ‘liquid like’ to ‘solid like’
is known as the glass transition temperature(Ty).

Nearly all materials can, if cooled fast enough and far enough, be prepared as
amorphous solids. The essential ingredient in the preparation of an amorphous solid is

speed. A given material may solidify through either of the two routes indicated in Fig 1.6.

21



Chapter 1 Introduction Part A

As soon as the temperature of the liquid is lowered to Ty, it may take route (1) to the solid
state and crystallise. Crystallisation takes time. In the temperature interval between Ty and
Tg, the liquid is referred to as the undercooled or supercooled. If its temperature can be
taken below T, before crystallisation has had time to occur, the undercooled liquid
solidifies as glass and remains in this form essentially indefinitely. Therefore the formation
of amorphous state is a process of bypassing crystallisation[59].

In order to bypass the crystallisation process, the liquid should be cooled very fast.
It means that nearly all liquids can be driven to the amorphous state if sufficient cooling

! are required to

rate is achieved. Cooling rates of the order of 10> Ksec' to 10° Ksec
freeze the disorder. For pure metals cooling rates of the order of 10° Ksec! are
required.[59]. Details of glass formation and related processes are discussed in many

review articles[60-64].

VOLUME —»
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Fig.1.6 The two general cooling paths by which an assembly of atoms can condense into the solid
state. Route(1) is the path to crystalline state. Route (2) is the rapid quench path to the amorphous

solid state.
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1.7.3 Classification of amorphous semiconductors

Amorphous semiconductors can, in general, be divided into two groups: tetrahedrally
coordinated silicon like materials and two fold coordinated chalcogenide glasses.
Chalcogenide glasses contain one or more of the chalcogens, sulphur, selenium or
tellurium, of the sixth column of the periodic table. The distinction between these two
classes can be well accounted for on the basis of chemical considerations. The four fold
coordination in Si leads to symmetrical bonding and the formation of rigid structures. On
the other hand two fold coordination in chalcogens is highly asymmetrical and the
structure gives rise to greater degree of flexibility. In chalcogens, but not in *Si,” the
valence band is formed from the lone pair electrons. This is very important when we
consider the defect chemistry and various properties that differentiate them from Si like
materials. Chalcogenides can be prepared in bulk as well as thin film forms while Si type

materials can be prepared only in thin film form.

1.7.4 Chalcogenide glasses
Chalcogenide glasses form an important class of materials. These glasses are a recognised
group of materials which always contain one or more of the chalcogen elements, S, Se or
Te but not O, in conjunction with more electropositve elements, most commonly As and
Ge, but also Bi, Sb, P, Si, Sn, Pb, B, Al, Ga, In,Ti, Ag, lanthanides and Na. Chalcogenide
glasses can also contain halogen elements, and include the TeX (X = halogen) glasses[65].
Chalcogenide glasses are generally less robust, more weakly bonded materials than oxide
glasses. Both heteropolar (eg. Ge-Se) and homopolar (eg. Se-Se, Ge-Ge) bonds can form
in them. Thus a glass contain a non-stoichiometric amount of chalcogens, and excess
chalcogen atoms, if any can form chains. The chemical bonding of the matrix is usually
directional and covalent. They are band gap semiconductors and are IR transmitting.

The two fold coordination present in the structure enables chalcogenides to cover a

wide range of compositions. Their physical properties appreciably vary from sample to
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sample and in some cases among samples of the same material. The greatest advantage of
these glasses is the composition dependent tunability of their properties, which helps one
to design materials for specific requirements. The interest in chalcogenide glasses among
scientist and engineers is mainly due to their potential technological applications arising
out of their optical, electrical and photosensing properties.

The field effect and doping experiments in chalcogenide glasses indicate that the
Fermi level of a chalcogenide glass is nearly pinned. Within certain ranges of composition
it is possible to form glasses by combination with one or more of the elements As, Ge, Si,
Te, Pb, P, Bi etc. The problem of the classification of a large variety of ternary and
quaternary systems becomes difficult due to the freedom to depart from stoichiometric
proportions of the constituents. There have been several reports of the effect of impurities
on the electrical conductivity of chalcogenide glasses[66-68]. Sometimes they are quite
marked; for example, the addition of 1% of Ag to As;S; has been reported to raise the
room temperature conductivity by several decades. Eventhough they can not be doped,
impurity concentrations in the range of 1% may play a role in modifying the structure by
cross linking. The effect of this is to increase or decrease the range of localized states at
the band edges and hence change the conductivity. In chalcogenide glasses conduction is
predominantly by carriers hopping between localized states at the band edges. The d.c
conductivity of most of these glasses at room temperature follows the relation 6 =
C exp(-E/KT). The thermoelectric power of chalcogenide glasses are normally positive
indicating that they are p-type conductors. The values are consistent with the idea of a
Fermi energy near the centre of the gap, but nearer to the mobility edge in the valence
band. Measurement of thermoelectric power as a function of temperature gives activation

energies similar to those obtained in electrical conductivity measurements.
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1.8 Applications of amorphous semiconductors

Amorphous or non-crystalline materials have many advantages over their crystalline
counter parts when applications are concerned. Generally it is easy to prepare them. Large
area homogeneous amorphous thin films can be prepared for solar cell applications. Bulk
glasses can often be prepared easily by melt quenching technique.

Amorphous materials have widespread applications in electronic, electrochemical,
optical and magnetic areas of modern technology. Many amorphous semiconductors are
used as passive and active elements in electronic devices{69-70]. The different electronic
applications are in the fabrication of solar cells, thin film transistors and in
electrophotography. The ability of certain ions to diffuse readily in oxide or chalcogenide
glasses in the presence of a concentration gradient or an electric field opens up a range of
electrochemical applications such as solid-state batteries, electrochemical sensors and
electrochromic optical devices [71-72]. The most widespread use of an electrochemical
sensor is in the so called ‘glass electrode’ commonly used to monitor proton activity.
amorphous materials find applications in communication systems. They are extensively
used and being tested for the fabrication of optical fibres, prisms and optical windows.
Also they are used as laser materials and light emitting diodes. Selected alloys of
amorphous materials have found applications in the manufacture of transformer cores and
related materials.

Amorphous chalcogenides have found many applications relating to their
photoconducting property. Photoconductors are finding newer and newer applications
every day. Two major applications are in xerography and photodetection[73]. Photoexcited
charge generation on a metal-photoconductor interface is the basic technique employed in
xerography. Regarding photodetection, amorphous materials are generally used in IR and
visible detection. The sub band gaps in some amorphous materials are useful in the
detection of far IR radiation. Photoconducting materials are finding applications in

vidicons, image intensifiers, light operated relays, switches etc. Very good transmittance

25



Chapter 1 Introduction Part A

of chalcogenide glasses reaching up to the far IR region and the possibility of a continuous
shift of absorption edge make their utilisation possible as IR filters and other IR optical
elements[74].

The application of tellurium rich glasses as computer memory elements exploit a
phenomenon specific to amorphous materials. Electrical switching is actually field induced
crystallisation of the material. When the glass to crystal transformation occurs, it results in
a large increase in electrical conductivity. The interesting fact is that for materials with
memory switching the OFF state may be restored by a short pulse of current, so that the
glass to crystal transition is electrically reversible. Although not yet completely
understood, the switching phenomena can be visualized in the following way. The OFF to
ON and glass to crystal transition results from the Joule heating of the glass which
produces conducting channels. By the application of short pulses, ON to OFF and crystal
to glass transitions occur which ensure the reversibility of switching behaviour. Switching

materials find applications in electrical power control also.
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Part B : Photoconductivity, electrical switching
and X-ray photoelectron spectral analysis.

1.9 Photoconductivty in amorphous semiconductors

1.9.1 The phenomenon of photoconductivity

Photoconductivity is the enhancement in the dark electrical conductivity of materials due
to the absorption of electromagnetic radiation, especially in the visible region. It is
different from conductivity induced by the bombardment of particles. The phenomenon of
photoconductivity was observed by Willoughb Smith in 1873 with a selenium resistor.
Thereafter extensive research had been carried out on different materials to understand this
phenomenon and use it for various applications. As a result many of the photoconductors
including Se, CdSe etc. found applications in various systems. Different models were
suggested to account for the characteristics of photoconductivity in materials[3, 75-77].

The utility of photoconductors arises from the fact that they permit the simple
conversion of radiation into electrical currents. Strictly speaking, any material is a
photoconductor if the absorption of energy from photons increases its conductivity. On
this basis every insulator and semiconductor is a photoconductor, but the number of
materials for which the increase in conductivity is large enough to be useful is fairly
limited. The reason for this is that many of the characteristics of a material which
determine its sensitivity to radiation are associated with imperfections in the crystal
structure. Only in certain materials these imperfections are of such a nature as to permit
the long lifetimes of the excited charge carriers necessary to produce a large increase in
conductivity.

As we have seen, photoconductivity is the improved electrical conductivity of
matter produced by the motion of carriers created by absorbed radiation. In the dark under
conditions of thermal equilibrium, the thermally generated carriers are distributed among
the available energy states in accordance with Fermi-Dirac Statistics. These electrons and

holes occupying conduction bands determine the dark electrical conductivity of the
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material. Under illumination, a steady state is reached in which the rate of photogeneration
is balanced by the various recombination processes, through which the carriers tend to
relax to the normal equilibrium distribution. The phenomenon thus involves absorption,
photogeneration, recombination and transport processes and an intimate relationship exist
between them. This is one reason for the critical role played by photoconductivity in the
development and understanding of the physics of semiconductors. Concurrent with the
basic studies of photoconductivty there have been the emergence and successful
exploitation of a wide range of technologies and devices utilizing this phenomenon. Both
basic and applied science have been driven by the need for the development of better
characterised materials with controlled properties.

While studying photoconductivity of amorphous solids, the profound effect of
disorder on photoelectronic properties bring ample scope for investigations. Carrier
mobilities in amorphous solids are typically much smaller than those in the crystalline
state, reflecting significantly reduced mean free paths. The translational and, in the case of
compounds, compositional disorder introduce large densities of states within the band gap.
These can drastically curtail carrier lifetime and thus photosensitivity. In some materials
considerable fluctuation in observed properties can occur depending on the preparation
conditions, although in the case of certain materials like a-Se and a-Ge significant progress
have been made in understanding and controlling such variations.

The following two simplifying assumptions are generally made during discussions
of photoconductivity : (i) Conductivity is dominated by one of the carriers so that the
contribution of the other can be neglected. (ii) The crystal remains electrically neutral
during photoconductivity process without a build up of appreciable space charge so that An

= Ap. The excess conductivity due to absorbed light is given by

AC = e(An [, + Ap.Jp) (1.8)
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The increase in conductivity is due to the increase in the densities of n and p charge
carriers compared to their values at thermal equilibrium. p represents the mobility of
corresponding carriers. At low temperatures the values of An and Ap may be considerably
higher than the corresponding equilibrium densities ny and p,. Under steady state
conditions, the excess densities are equal to their rate of generation g which is the number
of carriers generated per unit time in unit volume multiplied by their average lifetime 7.

An = g1, and Ap=gT,

The generation rate is governed by the quantum yield 1, which is the number of electron
hole pairs generated by the absorption of a photon.

The non equilibrium charge carriers exist until they disappear by recombination of
a free electron with a free hole, capture of an electron by a centre in which a hole is
localized and capture of a hole by a centre in which there is a bound electron. In steady
state the rates of generation and recombination of carriers are equal. In crystalline
semiconductors steady state photoconductivity has been extremely successful in
determining the recombination centre parameters, in particular, the location of the level in
the forbidden gap

Generally, since only one type of recombination centre is present, the non-
equilibrium life time is governed by the process of electron capture and subsequent hole
capture by the local levels of the dominant centre. Hence the analysis is straight forward
for crystalline semiconductors.

The band structure of a real amorphous semiconductor exhibits descrete energy
levels associated with defect states. Due to this, analysis of experimental data becomes
compléx. Different approaches have been adopted regarding the band structure of
photoconductors. One considers a slow varying trap distribution consistent with CFO
model. When measured as a function of temperature, the photoconductivity of most
amorphous semiconductors show a typical behaviour. In high temperature range (regime I)

photoconductivity increases exponentially with 1/T, showing a well defined activation
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energy. A linear variation of photoconductivity with light intensity is observed here. At
lower temperatures (regime II) photoconductivity decreases with 1/T. At still lower
temperatures , the curves seem to level off to a constant value. The maximum in
temperature dependence generally occurs near the temperature where dark current exceeds
the photocurrent. In order to explain these characteristics Weiser et.al {77] proposed a
recombination model, which assumes that the electrical transport on either side of the
maximum is of the same nature but that the recombination kinetics change in character.
The temperature dependent variations are explained with the aid of monomolecular and
bimolecular recombinations.

A variety of models exist that successfully explains different experimental
findings satisfactorily[78-81] but no model does justice to all the phenomena associated

with phoioconductivity like the ABFH model[82-85].

1.9.2 Parameters related to photoconductivity

Photoconductivity measurements lead to the determination of certain important parameters
like carrier life time, quantum efficiency, photoresponsivity, photodetectivity and spectral
sensitivity. Knowledge of these quantities is essential to decide suitability of a

photoconductor for any specific applications

1) Carrier lifetime:
Carrier lifetime has two different components as outlined below[75].

Excited lifetime: Excited lifetime is the total time that the carrier remains in the state of
excitation. It is the time between the act of excitation and the act of recombination without
replenishment. The excited lifetime includes any time that the carrier may spend in traps. It
is usually longer than free lifetime and is difficult to determine accurately.

Free lifetime : Free lifetime is the time that a charge carrier remains free to contribute to
the conductivity. It is the time that an excited electron spends in the conduction band or

the time that an excited hole spends in the valence band.
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If light falling on a photoconductor creates f electron-hole pairs per second per unit
volume of the photoconductor, then
ft, = An and
ft,=Ap (1.9)
where T, is the free life time of an electron T, is the free lifetime of a hole and n and p are

respectively the additional free electron and hole densities present as a result of the

absorption of light. Photoconductivity is then given by
Ac=fe (WaTh + HpTp) (1.10)

where QL represents the corresponding mobility.

2) Quantum efficiency

It is the number of free electron-hole pairs created per absorbed photon. Quantum
efficiency increases with electric field, temperature, and photon energy. It approaches
unity for high values of these parameters . It saturates for very high values of these

parameters. Quantum efficiency is given by (@6l
n= (Iph/q) / (Pinc/hv) (11 ])

where Iy is the photocurrent generated for an incident light power(Piq.)

3) Photoresponsivity(R)
The responsivity (R) of a photoconductor is defined by

R = Iph/Pinc = qu/hV (112)

4) Photodetectivity (D)

If o is the excess conductivity due to incident radiation and oy is the conductivity under

dark condition then photoconductivity is given by D = opn/0q.  Photodetectivity is also
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referred as photosensitivity. In order that a photoconductor may behave as a sensitive

photodetector the dark conductivity should be low.

5) Spectral Sensitivity (S)
It is the photocurrent generated due to unit change in wave length of incident
radiation , assuming all the wave lengths to be of the same intensity.

S =dl/dA (1.13)

1.9.3 Spectral variation of photoconductivity

Generally, in most crystalline semiconductors, photoconductivity peaks at wavelength
corresponding to the onset of interband electronic transitions. In amorphous
semiconductors the spectral response of photoconductivity rises to a maximum at
approximately the same frequency corresponding to the optical absorption edge and
remains relatively constant at higher energies. As the fall of on the high energy side of the
edge in crystals is attributed to the increased rate of surface recombination for carriers
generated by strongly absorbed light, this observation presumably implies very similar
rates of recombination at the surface and in the bulk. The optical absorption edge of nearly
all amorphous semiconductors is far from sharp and infact is normally characterised by an
absorption constant that rises exponentially with photon energy. These two feature

together make the determination of mobility gaps from photoconductivity data uncertain.

1.9.4 The ABFH model for photoconductivity

Photoconductivity in amorphous chalcogenides has proven to be a valuable tool in
understanding the nature of localized levels and transport in these materials. Based on the
photoconducting behaviour amorphous chalcogenides can be broadly be divided into two
groups , namely Type I and Type II. Most amorphous chalcogenides show Type I

photoconductivity which has the following characteristics: (i) Photoconductivity shows a
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maximum at a temperature Tp,, and it has defined activation energies above (E*) and below
(E") the maximum (ii) It shows a linear variation with light intensity and an exponential
increase with 1/T at temperatures above Ty, (iii) It has a square root variation with light
intensity at high intensities, a linear variation at low intensities and an exponential
decrease with 1/T at low temperatures and (iv) Dark conductivity more than
photoconductivity for T >T, and less for T< Ty, In the case of Type I photoconductors
the maximum is not present and photoconductivity is much smaller than dark conductivity
at all temperatures. Moreover, photoconductivity increases exponentially with temperature
for them.

Although a variety of models exist that describe portions of this behaviour
adequately[77-81], the entire phenomena is explained best with the mode! proposed by
Amoldussen, Bube, Fagen and Holmberg[83-85]. This model, which is referred to as the
ABFH model, has been applied to analyse the behaviour of many IV-V-VI and V-VI
compounds and found best fit with experimental results. The model is found to be
consistent with photoconductivity as well as dark conductivity data[85, 87-88]

The striking conclusion that can be drawn from an extensive survey of
photoconducting properties of amorphous systems is that many of the energy parameters
scale directly with the optical band gap, virtually independently of the specific chemical
composition. The ABFH model incorporates the standard carrier recombination statistics
applicable to semiconductors and a generalised distribution of localized states within the
mobility gap of amorphous semiconductors. Consistency with experimental observations
have been established by including in to the model not only the traditional non localized to
localized state recombination transitions but also localized to localized state recombination
transitions including localized states near the band edges as well as those near the Fermi
level

The basic energy parameters and transition processes are shown in Fig 1.7. The
energy levels of the model are divided into four categories: (a) non localized states above

an energy Eg(all energies are measured from the top of the valence band edge) (b)
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localized states below E,, decreasing rapidly in density or recombination probability below

Ec', (c) arapid increase in density or recombination probability for localized states

Density of effective
recombination

centers

EG
E
=0
Density of .
effective
recombination
centers (a) (b)

Fig.1.7 Proposed simple photoconductivity model for type I photoconductivity in chalcogenide
amorphous semiconductors. (a) Schematic energy level diagram for the proposed model (b)
Typical recombinationtransitions considered in the photoconductivity model.

below E, and (d) non localized states below the top of the valence edge at E= 0. The
localized states between E. and E, are called C states and are neutral when unoccupied
by electrons; the localized states between E, and 0 (E=0) are called V states and are
neutral when occupied by electrons. The density distribution of states between E, and E.
or between E,” and E = 0 is not critical to the results of the model. In the extreme case

discrete levels at EC' and EV' would give equivalent results.
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There are three types of electronic recombination transitions suggested by this
model (1) non localized to localized state transitions such as transitions 1 and 4 (ii)
localized near the conduction edge to localized near the valence edge with recombination
coefficient K as transition 2 and (iii) localized near one of the edges and localized states
near the equilibrium Fermi level as transitions of type 3 with recombination coefficients K
and K .

The various ingredients of this model have been tested for several chalcogenide
systems like AsSeTe,, Sb,Tes;, As;Te;, As,;Se; etc.[89-90]. The study of temperature
variation of photoconductivity presented in this thesis have been analysed on the basis of
this model. The behaviour of Type I and Type II photoconductors mentioned above can be
explained using this model. More detailed features of this model will be analysed later

along with results presented in this thests.

1.9.5 Analysis based on ABFH model

Type I photoconductivity : summary
Quantitatively photoconductivity of Type I materials can be summarised as follows:
(i) For T >Tp, AGph < G4 , 5pn < G, AGp < exp(E*/kT) where G is the rate of

generation of electron-hole pairs

(i) For T>T, AGm o G athighG
AGp, o« G atlow G

ACpy, o< exp(-E/KT)

(iii) Try shifts to lower Tif Ao, o G'?

T is independent of Tif AGpy, o< G
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(iv) For T<< T, AGy >> 04, AGph o< G, AGyy, approaches a constant value.
P P p .

Photoconductivity model

In materials like amorphous chalcogenide semiconductors, the development of a model for
photoconductivty must be a compromise between sufficient detail and necessary
simplicity [3, 88]. Fig.1.7 outlines the characteristics of the ABFH model as applied to
amorphous semiconductors. The formal procedure for calculating the steady state
photoexcited carrier concentration is as follows. (i) Write the steady state occupancy
function for a single localized level, in terms of all possible transitions to other localized
and nonlocalized states. (2) Write the free carrier continuity equation in terms of these
occupancy functions integrated over all localized states.

Consider the rate at which electrons enter and leave a conduction state. In steady
state these two rates must be equal. The occupancy function f.(E), for a conduction state is
given by [3]

Y (R, (1= fAE)gAE) =D (R,,),[.(E)g (E) (1.14)
w'here (Rip); is the product O'f the electron concentration in the initial state 1 and the rate
constant for an electronic transition from state i to a g.(E) state and (Roy); is the product
of the concentration of available final state j and the rate constant for an electronic
transition from a g.(E) state to j. Then

fE) =12, (R, ), + 3. (R, D), 1x

. (1.15)
R+ DR+ 2R 1), + X (R, D)

Here the terms are separated into upward(T) and downward(l) transitions of electrons into
or out of the g.(E) state. A similar expression can be written for Fy(E), the occupancy of
valence states by holes. All of the terms in the above equation can be written out
explicitly.

Y (R, 1), =nCl(E) (1.16)
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Y.(R, 1), = N,C; (E)exp(~E / KT) +

£ (1.17)
2JK(E,E')CXP[(E.—E)/kT][l—f:(E')]gv(E')dE.
0
where fv'(E ) is the occupancy of valence states by holes.
YR, =0G (E)+1JE'K(E E)f g, (E)dE
R M 240 TR (1.18)
YR, = -;—NCCB(E)exp[(E—EG)/kT] (1.19)
i

The factors 1/2 and 2 enter these equations as result of assuming that the localized states
are s like with a spin degeneracy of 2, capable of being occupied by one electronic charge.

The recombination coefficients are explained as follows. C.'(E) is the capture
coefficient for a nonlocalized electron by a hole in a valence level at E, Cy(E! is the
capture coefficient for a nonlocalized hole by an electron in a conduction level at E. C.°(E)
is the capture coefficient for a nonlocalized electron by an empty conduction level at E,
Cy’(E) is the capture coefficient for a nonlocalized hole by an electron occupied valence
level at E, and K(E, E') is the transition rate coefficient for an electron initially in a
conduction state at E recombining with a hole in a valence state at E’

The continuity equation for nonlocalized electrons under steady state excitation is
given in terms of G, the rate of generation of non localized electron hole pairs by incident

light by

Eg
0=G~ [nCHE)I~ f.(E)lg (E)E

0

an_
dr

Eg
--;— [nC: (EYf) (B, (E)ME
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Eg
+-;— JNCCf(E)eXP[(E—EG)/kT]fC(E)gC(E)dE
0

+ [ NG (EYexpl(E - Eg) 1 kTI1- £, (E)lg,(E)E (1.20)
0

A similar equation can be written for nonlocalized holes.

Expressions like those given in equations (1.15) and (1.20) can in principle be
used to calculate the steady state photoexcited densities as a function of temperature and
light intensity provided that certain assumptions are made about the energy dependence
of the densities of localized states and of the rate coefficients. Certain simplifications are
needed for careful evaluation of the significant features of the model.

The energy level diagram shown in Fig 1.7 illustrates one of these simplifications .
In order to obtain an exponential variation of photoconductivity with 1/T above and below
the photoconductivity maximum, it is necessary to limit the distribution of effective
localized states controlling recombination to regions of the mobility gap near the mobility
edges.

The actual shape of the localized state distributions is not critical as long as there is
a rapid change at E. and E,, compared to changes at higher or lower energies. In the
extreme case, E. and E,” could be approximated by discrete energy levels. We therefore
consider a density of localized states G, at and above E. and a density of localized states
G, at and below evacuate. We assume furthermore that mobility of nonlocalized carriers
can be expressed as p = peexp(-E/KT), where E;= E -Ero, where E, is the activation
energy from Inc vs UT plot. Epp can be obtained from thermoelectric power
measurements.

An analysis of all the possibilities provided by the model leads to the conclusion

that, the above equations are consistent with experimental findings on materials possessing
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Type I photoconductivity. We assume that in the high temperature range transitions 1 or 2
dominate, whereas in the intermediate temperature range, transition 2 dominates at high
intensities and transition 3 at low intensities; and in the low temperature region, transition
4 dominates. Under these conditions fairly small expressions can be derived from the
temperature dependence of Ac in the high temperature, intermediate temperatures and low

temperature regimes assuming Ap>>An, as is the case for these materials.

In the high temperature range Ap << p,, and it is formally possible for either
transitions 1 or 2 to dominate. In either case, charge neutrality is controlled by states at the
Fermi level. If transitions 1 dominate, then

Ao, =(Gqp, 1 2kTC,G.)expl(E, — E.o— E,) [ kT] (1.21)

If transitions 2 dominate, then

Ao, =[GquyN, 1 4(kTY KG.G,lexpl(E, —E, —Epq— E, )/ kT) (1.22)

In general, transitions 2 dominate at high temperatures as well as at high intensities
at intermediate temperatures , although major differences in the analysis of densities and
recombination coefficients do not result from using either of the above equations (1.21)
and (1.22) in place of the other.

For intermediate temperatures at high intensities Ap>>p,, transition 2 dominates

and neutrality is determined by localized states near the mobility edges.

1
G 2 quu -
Ao, :{E} {WTO}CXP[—(EV +E#)/kT] (1.23)

At low light intensities in the same temperature range, Ap<<p, , transitions 3 dominate and

neutrality is determined by states at the Fermi level.

GquoN ’
Ao, = | ————— —(E,+E)Y/kT 1.24)
o [NFOK Gva}:xP[ (B, +E,)IKT] (

where Ngg 1s the density of states at the Fermi level.
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Finally at low temperatures Ap>>po, transitions 4 dominate, and neutrality is determined

by states near the mobility edges.

Ao, = [GQ.ULT / C)?G\-E:] (1.25)

where |t is an asymptotic mobility reached at low temperatures.

We have the equations

E®=E -E,
E’=E'+E +Eg|rs (1.26)

where the superscript ‘0’ indicates the value of the quantity at T = 0 K and results from the
fact that it is the value of the energy at T= 0 K that is determined from a measurement of
activation energy if the energy varies linearly with temperatures.

These equations are consistent with the characteristics of Type I photoconductivity.
If they are applied to a series of photoconductivity curves as function of light intensity and
temperature for a given amorphous material, values of N,,G,,G., K Ngo, K”, Ev'® and Ec™
can all be derived provided values are assumed for |1, and Cy°. For Type I photoconductors
using po=10cm?v's! and C,° =107 cm’s”', the values obtained for different materials of
this type are approximately the same. Type I photoconductivity is characterised by
transitions 3. For type II photoconductors transitions 3 dominate photoconductivity over

all the measurable range without transforming to a transition 2 dominant region.

Scaling of parameters

Regardless of the specific composition of the material, it is found that the energy
parameters of chalcogenide glasses scale with the absorption gap E, [90]. A survey of
some 20 amorphous semiconductors showing both typel and type I photoconductivity ,

shows that all of them fall , with some small scatter, about a line representing E, = 0.46E,.

Furthermore, for a small group of materials on which complete photoconductivity , and
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thermoelectric power data are available, show that E. = 0.79Eg, Egy = 0.36E,, E, =
0.11E;, E =0 .49E;andE, = 0.13 E,.

For many of the amorphous materials the magnitude of photoconductivity also
scales with the optical energy gap. An understanding of this behaviour can be obtained by
recognising that the maximum photoconductivity should be describable approximately by
Eqn. (1.23) with T~ Ty, If all the preexponential factors of this equation were roughly the
same for the different materials, then the major temperature dependence of

photoconductivity at T, would be given by the exponential term. Then

Ao,

X

o< exp[—(E," +E,) / kT,

-
o exp| ——= (1.27)

[The value of a is approximately 0.24 using E, =0.1 1Eg and E =0 .13E(]

or TpInAomx o -aE, (1.28)

c

AGmax i1s the maximum photoconductivity at temperature Tr,. A plot between E, and the
product Tp.InOpma for most of the amorphous chalcogenide systems can be fitted to a

straight line. This feature can be used to analyse their behaviour in the light of ABFH

model.

1.10 Electrical switching in amorphous semiconductors

The phenomenon of electrical switching in chalcogenide glasses has been an area of
intense research ever since Ovshinsky reported reversible switching in amorphous

semiconductors[91-101]. Switching could find applications in areas like information
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storage, electrical power control etc. Several tellurium containing amorphous
semiconductors such as CdTe, GaTe, AsTe, As-Te-Se etc. in thin film form are reported
to exhibit current controlled electrical switching[102-107]. Investigations in this area help
in understanding the mechanism of switching which is necessary to select and modify
materials for specific applications.

Switching is the rapid and reversible transition between a highly resistive OFF
state and a conductive ON state driven by an external electric field and characterised by a
threshold field. While analysing the OFF state V-I behaviour of a material possessing
switching property it can be seen that the V-I characteristic is linear only for a small region
at low electric fields. Then the material goes into a quasi equilibrium state where V-I

behaviour shows exponential dependence of the form I o V" where n>2. In this region

the material switches to a highly conductive state.

1.10.1 Threshold and Memory Switching

Depending on the material, switching can be of threshold type (ON state persists only
while a current flows down to a certain holding voltage) or of memory type (ON state
permanent until a suitable reset pulse is applied) . Fig.1.8 shows V-I characteristic of both
threshold and memory switching possessed by materials. In threshold switching materials,
the ON state requires a small holding current (Iy) and a voltage (Vy) to sustain it. Once the
switching current is removed, the material reverts back to the low conducting OFF state.
In materials exhibiting memory type switching the ON state is restrained even after the
removal of the applied field. The application of suitable current pulse will restore the
original OFF state. In both cases, switching occurs with a delay time reaching values of the
order of 10” sec, when the voltage across the sample is about 50% higher than the
threshold voltage[92].

The crystallisation of the glasses from the melt state is important to determine the

switching mechanism rather than from the glassy state. Very easy glass formets may not
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Fig.1.8 The general classification of switching phenomenon exhibited by chalcogenide glasses (a)
negative resistance device (b) switching device (c) negative resistance device with memory (d)
switching device with memory.

exhibit switching under normal conditions as they prefer to go to glassy state upon
cooling. Glasses which can form under very fast cooling may exhibit memory

switching[104-105, 108-114].

1.10.2 Switching Models

Different models have been proposed to account for electrical switching process in
amorphous alloys based on electronic, thermal, and electrothermal mechanisms[110-112].
These models, in general, assume that threshold switching is electronic in origin whereas

memory switching is of thermal origin.
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In the case of chalcogenide semiconductors the switching behaviour depends
primarily on the electronic structure of the material[98]. Glasses that undergo threshold
type switching have relatively large densities[10'%-10" cm™] of positive and negatively
charged traps. Under normal conditions these traps called C;" andC;- sites are present in
equal concentrations in the material, and they pin the Fermi level near the centre of the
energy gap. Once these traps are filled by generation or injection of electrons or holes
under high field conditions, it can be expected that the actual carrier mobility becomes
equal to the conductivity mobility in the OFF state. Then the lifetime of excess carriers
increase abruptly and an avalanche of carriers reach the conduction band. This leads to a
sudden drop in the voltage across the sample and the material switches to a conducting
state.

In threshold type switching a redistribution of charge carriers having very different
mobilities and transmission rates occur through the electrode interfaces. This gives rise to
a space charge and field enhancement near one electrode and to a small value for Vy, the
holding voltage after switching. It has been observed that in general the temperature being
steady, the threshold voltage is not affected significantly upon the creation of high density
of electron-hole pairs by photon or electron bombardment, even though current is
increased considerably. But with increase in temperature threshold voltage is found to
decrease with an increase in current[115-119].

Memory switching is considered as a consequence of the formation of conducting
crystalline channels in the material. The high resistivity of the OFF state resulting from
the trap limited mobility inhibits large Joule heating effects. In addition to Joule heating
effects, the bulk space charge and the presence of large concentrations of crosslinking
atoms together induce crystallisation.

Boer and Ovshinsky[112] presented the concept of electrothermal instability during

switching. They solved the thermal balance equation

CpdT/dt= K.V’T +06.E’ (1.29)
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to calculate the breakdown temperature for switching[119-121]. Here C is the specific heat
capacity, p is the density, E5 is the applied electric field, K is the thermal conductivity
and ¢ is the electrical conductivity.

According to their analysis the actual switching transition transition can not be a
simple thermal runaway (thermistor transition). It would require temperature in the current
channel far in excess of those which can be reached without material destruction, and one

should be able to stabilise the transition with sufficiently large load resistor.

1.11 X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopy is a modern development of early experimentation on

photoelectric effect . Photons of sufficient energy would ionize atoms or molecules as
M+hv —» M' +¢ (1.30)

The kinectic energy of the ejected photoelectron depend only on the wavelength of the
incident photons and not on their intensity. The Einstein photoelectric equation, which is
essentially an energy balance equation, relates the energy of the incident photon, hv with
the ionization potential I of the target and the kinetic energy K.E of the ejected
photoelectron. It is given by

KE = hv-I (1.31)

By analysing the K.E of ejected electrons using appropriate electric fields the ionization
potential is determined, and thereby the binding energy of levels can be evaluated.
XPS is a powerful tool for nondestructive surface analysis of materials and it

enables one to detect the individual atomic constituents of a sample and their chemical
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states. It is extensively used now a days to deduce unknown chemical structures and for
analysing both organic and inorganic species

XPS is a direct method for understanding the electronic structure of molecular
species. Since valence electrons are directly involved in bonding , they are very sensitive
to substituents and other structural features; but since the molecular orbitals they occupy
are multicentred, it is not usually possible to identify the individual elements of a molecule
from its valence shell XPS spectrum. This difficulty is compounded by the fact that many
different types of valence shell orbitals have very similar energies with resultant overlap
of adjescent bonds in the photoelectron spectra. However, core electrons within a
molecule do retain their atomic identity to a great extent so that XPS can still be used to
perform an elemental analysis of molecular species. The presence of a particular element is
inferred from the XPS spectrum by the presence of a peak characteristic of the K-shell or
other inner shell electrons of the element[122-124]

XPS data can be used to determine the binding energies and relative concentrations
of the constituent elements of a compound. It can provide information about the presence
of nonbonding electrons, bonding states and the energy values separating bonding and
non-bonding states[125-128]. Details of XPS data analysis and interpretation are available
in literature[ 129-132].

In the case of chalcogenides, atoms are covalently bonded and are arranged in an
open network with interaction extending upto the third or fourth nearest neighbours. The
most important aspect of this short range order is that the number and type of immediate
neighbours and their spatial arrangement about a given reference atom do affect the energy
levels of its electrons and the corresponding changes can not be predetermined. Other
spectroscopies like UV-Vis-NIR can not give information about the binding energy of

different electronic levels.
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Chapter 2

Experimental method and instrumentation

2.1 Introduction

The details of experimental technique used for the investigations presented in this work
are described in this chapter. Experimental setups for a.c and d.c photoconductivity
measurements, setup for electrical switching measurements, details of photoconductivity
cell fabrication, technical details of x-ray photoelectron spectroscopy(XPS) measurements
etc. are outlined in this chapter. The method of preparation of glass samples in the bulk
form is also described. The results presented in chapters 3, 4, 5 6 and 7 have been
obtained by carrying out measurements employing the experimental techniques outlined

in this chapter.

2.2 The photoconductivity setup

The basic requirements for a photoconductivity measurement setup are (i) a radiation
source of sufficient intensity in the required spectral range, (ii) optical unit
such as a monochromator to select the appropriate wavelength of the radiation for
irradiating the sample, (iii) an intensity modulator such as an optical chopper for a.c
measurements, if required. (iv) conductivity cell in which sample is mounted
and irradiated with the light beam and (v) necessary instruments to measure the signal
produced. A general schematic diagram of a typical photoconductivity setup is shown in
Fig.2.1. A more detailed description of each of these units is given in the following

paragraphs.
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! : Conductivity _
é o Monochro— Intensity cell Measurmg
holder

Fig.2.1 A general schematic diagram of photoconductivity measurement setup

2.2.1 Radiation source and monochromator

Incandescent or arc lamps and lasers are the two popular types of light sources that can be
used for photoconductivity measurements. High pressure Xe arc lamps, high pressure Hg
lamps, tungsten lamps etc. are the commonly used polychromatic sources. There are two
major classes of radiation sources used in photoconductivity measurements viz. incoherent
sources and coherent sources.

Incoherent sources in u.v-vis-nir region tend to fall into the following two major
categories (a) incandescent emitters (b) arc sources . The emission of an incandescent
source can be approximated by radiation emanating from a black body at a given
temperature. Tungsten lamp provides one of the simplest and most economical sources of
continuous radiation throughout the visible and near infrared regions. The most popular
incoherent source is the high pressure Xenon lamp. This lamp operates at pressures of 50-
70 atm. and is a very efficient emitter of intense radiation from 230 to 700 nm. The most
promising source of tunable coherent radiation in uv-visible region is a dye laser. A
suitable monochromator can be used to select the appropriate wavelength of the radiation.
Both prism and grating monochromators are popular. A suitable lamp-monochromator

combination can provide continuous tunability of wavelength from the near infrared to the
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ultraviolet. Obviously, suitable optical elements need to be selected depending on the
wavelength range of interest.

In our measurements the light sources used are a 300 W tungsten lamp and a 1| kW
Xe arc lamp. A McPherson monochromator(Mod.275) has been used for obtaining the
desired wavelength for irradiating the sample. This monochromator has a concave
holographic grating as the dispersive element and provides a resolution better than 0.1

nim.

2.2.2 Intensity modulator/Optical chopper

A mechanical chopper driven by a motor whose speed can be controlled precisley is the
most popular light intensity modulator for a.c photoconductivity measurements. Such
choppers provide an almost 100% modulation depth. The optical chopper used in the
present measurements is an SRS Model 540 which provides a maximum modulation
frequency of 4 kHz. The chopper control unit provides a synchronous signal at the

frequency of the chopper with which a lock-in amplifier can be triggered.

2.2.3 Photoconductivity cell

The photoconducting properties of bulk chalcogenide glasses have dependence on
composition of the material, temperature, incident wavelength, intensity of light etc.[1]. In
order to to carry out these investigations systematically , a versatile photconductivity cell
has been designe\d and fabricated, the details of which are outlined below. A sketch of the
cell is given in Fig.2.2. Various parts of the photoconductivity cells are listed in this
figure.

Photoconductivity cell mainly consists of the following parts (i) an outer chamber
(i1) a cylindrical tube which acts as liquid nitrogen reservoir for the purpose of making low
ternperature measurements (iii) a sample holder and a glass window. The outer chamber is

made of an M.S pipe of outer diameter 20 cm , thickness 6 mm and height 40 cm. M.S
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Fig.2.2 A schematic diagram of the photoconductivity cell

1) Sample holder, 2) Heater, 3) Glass window, 4) Heater supply, S) Connector for temperature
sensor, 6 ) Liquid nitrogen reservoir, 7) BNC connectors, 8) Connector to vacuum pump.

flanges are welded at the top and bottom of this pipe. The flanges have O ring grooves.
The chamber is provided with a vacuum line which can be connected to a rotary pump so
that the cell can be evacuated whenever necessary.

External electrical connections to the cell are provided through a port provided on

the top of the plate of the chamber. This port is provided with four BNC connectors for
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connections from the sample, a D-type connector for taking the signal from the
temperature sensor and another connector for heater supply.

The liquid nitrogen reservoir is made of an SS tube which is welded at the center of
the top plate. The sample holder which is made of copper is attached to bottom of this
reservoir. Since copper is a good thermal conductor with a high value for specific heat
capacity, temperature gradients will be minimum across the sample holder. The mass of
the sample holder is a critical factor in controlling the temperature. High thermal mass
enables one to achieve in very slow rates of heating and cooling. The mass of the sample
holder is evaluated after considering the specific heat capacity, power delivered by the
temperature controller to the heater, the required rate of rise of temperature and the heat
loss from the different portions of the unit. The quantity of liquid nitrogen required to
cool the sample to 77 K is also a factor while designing the system for doing low

temperature measurements.

2.3 Measurement of photoconductivity

Photoconductivity measurements can be carried out either by d.c (steady state) method or
by a.c (pusled excitation) method. These two methods are described separately in the

following paragraphs.

2.3.1 d.c Method

In the steady state method, the dark current(ly) and the d.c photocurrent under steady state
illumination(y;) are measured. The photocurrent (Igy)is given by[2]

Ih = Tin-Ig.

The block diagrams of the experimental setups for measuring d.c photoconductivity are
shown in figures 2.3 and 2.4. It can be done either by the two probe or the four
probe method depending on the resistivity and geometry of the sample. Contact resistance

can be neglected in the case of samples with high resistivity and two probe technique is

58



Chapter 2 Experimental.....

sufficient if the sample has a regular shape. For samples with low resistance, contact
resistance can not be neglected and for them four probe technique is preferred. This

method eliminates the effect of contact resistance. Moreover, this is more suitable

Battery
Sample
holder
Mono
Xe-arc | __, [Filters , |chrom- 3 —s ] Pico
lamp and ator amme-
lenses lens ter
sample sensor
Te