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PREFACE 

Surface characterization IS an essential branch of materials sCIence. Many 

different and complementary techniques currently used in the field of surface 

and thin film analysis. 

Most of these methods involve bombarding the sample with an incoming 

(incident) particle and monitoring an ejected particle. Each of the methods 

wherein the incident particle is either an electron or an ion measures must be 

taken to insure that the sample surface is electrically conductive. Thus, for 

insulating materials and fi.lms such as oxides, glasses, and polymers, the 

experiments are not straight forward. Many of them have limitations on the 

sample form and sizes. On the instrumentation side, most Of these techniques 

employ ultra high vacuums, require sophisticated components and hence are 

very costly. Time taken for measurement and analysis are prohibitively high. 

Photothennal spectroscopy is a group of high sensitivity methods used to 

measure optical absorption and thennal characteristics of a sample. The basis 

of photothermal spectroscopy is a photo-induced change in the thermal state of 

the sample. Light energy absorbed and not lost by subsequent emission results 

in sample heating. This heating results in a temperature change as well as 

changes in thermodynamic parameters of the sample which are related to 

temperature. Measurements of the temperature, pressure, or density changes 

that occur due to optical abso'1Jtion are ultimately the basis for the 

photothennal spectroscopic methods. 



Preface 

Sample heating is a direct consequence of optical absorption and so 

photothennal spectroscopy signals are directly dependent on light absorption. 

Scattering and reflection losses do not produce photothermal signals. 

Subsequently, photothermal spectroscopy more accurately measures optical 

absorption in scattering solutions, in solids, and at interfaces. This aspect 

makes it particularly attractive for application to surface and solid absorption 

studies, and studies in scattering media 

Photothermal spectroscopy can be used to measure acoustic velocities, thennal 

diffusion coefficients, sample temperatures, bulk sample flow rates, specific 

heats, volume expansIOn coefficients, and heterogeneous thennal 

conductivities in solids. In particular, a technique called thermal wave imaging 

allows nondestructive material inspection by measuring the rate of heat 

transfer in heterogeneous materials. 

In this work we present the results of our attempt to build a compact 

photothennal spectrometer capable of both manual and automated mode of 

operation. The design has been extended to incorporate other complementary 

optical spectroscopic schemes like eHipsometry, PL and LBIC. Data 

acquisition and analysis has been automated through indigenization and 

implementation of 'Lock-in-Amplifier' using Pc. The spectrometer has then 

been put to use to analyse single and multi layer semiconductor thin films, 

transparent oxides, polymer samples. 

CHAPTER ONE is a very brief introduction to surface analysis techniques 

and comparison of strengths and weaknesses. The need for a low cost, 

11 



Preface 

complementary and versatile technlqHe for surface analysis is identified. We 

justify the selection of thermal wave techniques for surface analysis and 

introduce the fundamentals of signal generation. detection. An overview is 

presented of the recent advances and developments. This includes the 

development of theoretical models ill the time and frequency domains, and the 

fundamental mechanisms involved in photoacoustic, photothermal and 

photochemical processes. The analysis of these phenomena by different ex­

perimental techniques and their app1tca~ion in spectroscopy, the field of transport 

processes, and non destructive evaluation, etc., is discussed. 

CHAPTER T'''O presents photothennal and photoacoustic effect in thin 

films. Signa) generation proce3S is outlined. Photothermal and photoacoustic 

spectroscopy requires an ll'1derstanding of the signal generation process so that 

detection methods can be carc1uHy chosen .. The various detection schemes are 

outlined. This naturally 1cadsinto the discussion on the choice of 

instrumentation. A very generic phototh~rmal spectrorneter is discussed. 

Spectroscopy of thin films, ~;emiconducting films, dielectric and metallic films, 

spectroscopy of layered fi]m~ and nonradiative quantum yield which are the 

broad spectrum application areas are briefly highlighted. The chapter further 

goes on to highlight thennal analysis of thin films resulting in computation of 

thennal diffusivity and fihn thickness and id~ntification of phase transitions. 

The chapter wind up with the application of the techniq.ue in nondestructive 

evaluation of thin films partjwlaIly depth profiling, imagjng and other 

miscellaneous thin film applkCltions. 

11! 
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CHAPTER THREE describes the design and fabrication of our compact 

photothermal spectrometer and the results of analysis of single and multilayer 

thin films and polymer samples. The fabrication of the vibration isolation table 

and its characterization is discussed. Detection electronics is also outlined. 

Studies on In2S3, CulnSe2, Culns2 and ion implanted CdS samples and results 

on their thermal diffusivity, thickness and mobility are reported. Additive of 

fillers on polymers to modify their properties is well studied. We report the 

synergy of finer addition on the thennal properties of Poly Urethane and 

Rubber. 

Signal recovery from noise had always been a chaJtenge in spectroscopy. In 

CHAPTER FOUR is about the indigenization of the 'Lock-in­

Amplifier'(LlA), a powerful too} in signa} recovery in frequency modulated 

experiments. Fundamental building blocks of LIA are illustrated and their 

software counter parts discussed. Finally our implementation of a software LIA 

is discussed. 

The summary of the work done and the scope for including other 

complementary techniques in the photothermal spectrometer is the content of 

the concluding chapter. The integration VASE (Variable Angle Spectroscopic 

Ellipsometer), Photoluminescence (PL) and photoconductivity into the same 

instrumentation with theoretical integration of information content derived 

from these techniques would fonn the core of future work. 

IV 
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Chapter 1 

Introduction 

Surface is a special state of condensed matter, and it is the boundary of 

materials with vacuum. In the semiconductor device industry, for example, 

techniques are needed to control surface structures in order to control some 

specific transport properties. Epitaxial growth of thin films is becoming an 

indispensable technique for synthesizing new materials, such as 

superconductor thin films, semiconductor superlattices. metallic superlattices 

(or multi layers) and diamond films, which have important applications in 

advanced technologies. Therefore, surface characterization is an essential 

branch of materials science. Techniques which have been applied to investigate 

surface strnctures <!re classified into the fonowing categories: Surface 

crystal1ography, Diffraction and imaging, Electron spectroscopy, Incident ion 

techniques, Desorption spectroscopy, Tunneling microscopy, Work function 

techniques, Atomic and molecular beam scattering, Vibration spectroscopy 

etc. Many different and complementary techniques currently used in the field 

of surface and thin film analysis. The table below lists the information content 

of various surface analysis techniques. 

• What do we want to know? 

What does th~ sample look like? 

• on a macroscopic scale 
• on a microscopic scale 

,How do we find this out? 

• optical microscopy 
• scanning electron microscopy 

(SEM) 
• transmission electron 

microscopy (TEM) 



Chapter J Inllroduction 

\. on an atomic scale -I. scanning probe microscopies 
i I (STM, AFM ... ) 

I I __ """ .. ,"""""1
1 

1"-"---'--"-"---"-""--""--""-------" "_ .. _--"- r"-" '-:---x -ray diff;~cti~~-(XRD) 

i 1 • stylus profilometry I' 
!What is the structure of the sample? I • quartz crystal monitors (QCM) 

I I • ellipsometry I 
I • internal structure! • low energy electron diffraction 
Id' I 
i • enslty . t (LEED) 
I • microscopic and atomIC scales! • reflection high energy electron 

! I diffraction (RI-IEED) I , 

i ! , I , 

What is the sample made of? 

• 
• 
• 

elemental composition 
impurities 
chemical states 

. . ....... _- .".. ... -~ _ .. -

:Wh~t are the 'optical properties of the 
i sample? 

• 
• 
• 

refractive index, absorption 
dielectric properties 
as a function of wavelength 

: What are the electrical properties of 
: the sample? 

• device properties 

1 

I ."- "---""" ------ -----"" "" -, '---"-'""'-- '"'"---"'"'""'-""- i 
• Auger Electron Spectroscopy I 

(AES) 1I 

• Energy Dispersive Analysis of 
X-rays (EDAX) I 

• X-ray Photoelectron ! 

Spectroscopy (XPS) ! 

• Secondary Ion Mass I 
Spectrometry (SIMS) 11 

• Rutherford Backscattering 
(RBS) I 

• 

• 
• 

eUipsometry 

resistance - four point probe 
capacitance 

"I 

I 
1 

i 
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I- material properties ------- -.... -- r------·---·---·---------'--'-----I 
! 0 ~~~~~~:~e 11, 
I 0 capacitance 
I 
I I 
r- -- - r--·------·------- ---I I What are the magnetic properties of • magneto-optical Kerr effect I 
I the sample? (MOKE) " 

I
· • ferromagnetic resonance 

• hysteresis loops (FMR) [ 
I I 
I .... _. ________ .. ___ . __ .. __ .. _ ... _. ____ . __ . __ . __ . ___ .. _ .. 1 

fWh~t-~;~-th~~e~h~~-~-ai-~;~~;rti~~ of I 
! the sample? 

• internal stress in films / 
substrates 

• friction 
• adhesion 

• stress curvature measurements 
• pin on disk friction test 
• adhesion tests 

Most of these methods involve bombarding the sample with an incoming 

(incident) particle and monitoring an ejected particle as shown. The precise 

method being employed is differentiated from the others according to the 

identity of the respective particles. Figure 1 illustrates the basic principles and 

Table 1 lists the most common techniques and their ?cronyms. 

1.3 
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Incident 

X-ray 

X-ray 

EJectron 

iElectron 

Ion 

Ar, Xe, Cs,O) 

on 

Ar, Xe, Cs,O) 

He ion 

photon 
~bon 

Ion 
atom 

Ejected 

!Electron 

iX-ray 

EJectron 

X-ray 

Sample ion 

Sample atom 

!He ion 

In:froductiO!1 

Sample 

photon 
electron 
Ion 

atom 

Technique 

iX-ray photoelectron spectroscopy 

IElectron spectroscopy for chemical 

~nalysis 

IX-ray fluoresc~nce spectrometry 

lAuger electron spectroscopy 

IElectron probe microanalysis 

lSecondary ion mass spectrometry 

Sputtered neutral mass spectrometry 

tR,utherford backscattering 

~pectrometry 

, lA 

Acronym 

XPS 

ESCA 

XRF 

AES 

EPMA 

EDAX) 

SIMS 

SNMS 

RBS 
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~echnique ~pplication' Comments I 
iSIMS depth profiling lMeasurement of: The most sensitive chemica 

RBS 

XPS 

Auger 

• Dopant concentrations profiling techniqut 

• Impurity (co-implant Quantification for dilutE 

concentrations 

• Diffusion effects 

mpurities In dilute matrice~ 

~ith use of reference materials 

puantitative analysis of: lWithout standard~ 

• Oxides and Nitrides 

• Silicides 

• Compound 

semiconductors 

• Optical coatings 

• Metallurgical coatings 

Analysis of: Provides chemical statt: 

• Polymers ·nformation 

• Oxides, nitrides anc 

other compounds 

• Contamination issues 

• High resolutior ~ot suitable for analysis 0 

chemical mapping jnsulators 

• Depth profiling 

• Small area analysis 

1.5 
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!Analytical method IXpS V\ES SIMS 

~lement identification iZ>2 iZ>2 ~11 elements 

~ompound identification rossible areIy !possible 

~tmcture information loo phys. imaging IPhys. imaging 

. nfonnation depth ~-8nm 5-8nm I< 1 nm 

~epth profile !possible good "nherent 

!depth resolution 20nm 20nm 25 nm 

~ateral resolution none 2Jlm 150 Jlm 

~uantification possible possible ~arely 

~ample form solid/powder solid ~olid/powder 

~ample size 8-20 mm 2-20 mm ~-20mm 

loon-conducting samples good difficult possible 

ILime for measurement 2h-Id 2h-Id ~-5h 

ime for analysis 4 h - 5 d 4 h - 5 d ~h-ld 

These techniques yield subsurface infonnation through the removal of sample 

material through sputtering with a high energy partic1e beams. The sputtering 

rates are of the order of 10 nmImin which mean films of greater than 5 micron 

thicknes~ '~'1':'::.: ~--:~~~:.~::.. ~-r"m!.;; of time for analysis. Also these 

instmments are to be maintained at high vacuums. In short l1J'-j ,:"".-i v~rv 

sophisticated components and trained personnel. to work on them. As a result 

these instruments cost a lot. 

1.6 
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Photothermal methods possess. what is known as the zero-baseline advantage. 

In plain language, this means signals are generated only if there is an optical 

absorption event and subsequent conversion to thermal-wave energy above an 

otherwise zero background signal, even in the presence of large, non-converted 

optical fields. This feature, coupled with the strong spatial damping of 

optically generated thermal waves in the vicinity of photon deposition 

followed by coherent thermal conversion, can yield extremely localized 

detection of ultraweak absorptions in thin films and fluids at unprecedented 

sensitivity limits6 for absorptances, in the range below 10-6. Because of the 

extraordinary improvement in dynamic range measurements, significant new 

physics and industrial and clinical applications have become possible in the 

past 30 years as a result of combinations of the unique abilities of photothermal 

techniques and instruments. The applications below are typical of the 

considerable potential of emerging photothermal diagnostic technologies to 

successfully address widely disparate scientific and engineering disciplines, 

including photonic materials science, metallurgical non-destructive depth 

profiJometry, and semiconductor thermoelectronic imaging, through signal­

generation processes that yield results that are far superior to those that can be 

obtained using purely optical techniques 

This chapter provides an elementary introduction to the characteristic features of 

photoacoustic, photothermal and photochemical processes occurring in 

heterogeneous sy~tems and their detection and analysis. This includes the 

development of theoretical models in the time and frequency domains, and the 

fundamental mechanisms involved in photoacoustic, photothermal and 

photochemical processes. The analysis of these phenomena by different ex-

1.7 
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perimental techniques and their application in spectroscopy, the field of transport 

processes, and nondestructive evaluation, etc., is discussed. 

1.1 Laser Excitation and Induced Processes 

1.1.1 Laser Excitation 

Lasers are fmding a wide variety of applications in the investigation of 

photoacoustic, photothermal and photochemical processes at interfaces. With 

their specific qualities, the ability to deliver light of extremely high power, 

extremely high spectral purity and/or extremely short duration, they are the most 

important radiation sources in the field today. 

One of the most important properties is that of high spectral purity. The laser 

wavelength determines the nature of the excitation process. Electronic excitation 

in adsorbate systems including the excitation of surface plasma resonances in 

small metal particles adsorbed on a substrate, the resonant excitation of molecular 

multilayer systems from the IR to the UV spectral region and vibrational 

excitation in the IR and electronic excitation in the VIS and UV regions are the 

processes investigated in the majority of the studies. The high directionality and 

beam quality of many laser sources provides the basis not only for localized 

excitation and heating, but also for localized optical detection of density 

gradients, geometrical changes of shapes, etc. This will be discussed in more 

detail in the section considering experimental techniques. 
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Fig 1.1 Temporal behavior oflaser radiation for time domain, frequency 
domain and combined time and frequency domain analysis 

The temporal properties of the laser radiation employed detennine the princi­

ples of detection and analysis. Short laser pulses are used for detection in the 

time domain as shown in Fig. 1.1. Even microsecond to nanosecond laser 

pulses enable time-resolved detection of many processes such as transport 

phenomena. In the near future, ultra short laser pulses will become increasingly 

available commercially and this will have an important impact on future 

developments. Of course, there is a trade off which relates the duration of light 

pulses to their spectral purity by the uncertainty principle. Thus, a picosecond 

pulse covers a frequency range of 5 cm'] and a femtosecond pulse,S x 103 cm'] . 

This spread over a larger frequency range, however, does not create problems 

in many photothennal and photoacoustic experiments, As shown schematically 
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in Fig. 1.1, cw laser radiation is also employed for photothermal and 

photoacoustic analysis. The cw radiation is either modulated with a single 

frequency, to perform analysis in the frequency domain, or the modulation 

frequency is varied as indicated in Fig. 1.1. The latter technique is relatively new 

and possesses features intermediate between the frequency and time domains. 

1.1.2 Laser-Induced Processes 

With laser radiation a variety of processes can be induced at surfaces 

and in thin films. Figure 1.2 gives an overview, illustrating schematic ally a 

large number of effects that may be stimulated by laser radiation. The absorption 

of one or several photons can lead to direct quantum effects, e.g., the dissociation 

of the absorbing molecule and the desorption of the fragments. It has been proved 

that direct photochemical decomposition of an adsorbed molecule by a laser 

photon is possible and that multiphoton photoemission of electrons occurs at 

metal surfaces. 
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Fig 1.2 Scheme of the processes induced by laser radiation either directly or 
indirectly by heating 

Recent experimental results indicate a limited efficiency of these quantum 

processes. Direct photodecomposition and high-order multi photon 

photoemission seem to be confined to the surface region. This is also true for 

the direct emission of photons following the excitation process and it is 

therefore difficult to observe IR and UV fluorescence from the surface. The 

energy exchange between the excited state and other states and degrees of 

freedom often occurs on the picosecond time scale in condensed phases. Thus, 

laser irradiation normally leads to transient heating in the irradiated zone. This 

transient and localized heating process causes a series of effects as indicated in 

Fig. 1.2. Transient heating results in variations of the infrared thermal radiation 

emitted from the irradiated sample region. This effect is used in photothermal 
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radiometry for remote sensing and nondestructive testing. Another collective 

effect connected with transient or modulated heating is the creation of thermal 

waves. The special properties of these thermal waves and their application in 

thin film analysis, depth profiling and nondestructive evaluation are reviewed 

extensively in literature. The disadvantage of thermal waves is their efficient 

attenuation. The detector has to probe the temperature within one thermal 

diffusion length of the excited area. Therefore, it is often advantageous to detect 

the acoustic waves generated by the transient temperature profile. The latter 

causes thennal expansion and a corresponding stress profile leading to the 

generation of sound waves. These sound waves are essentially unattenuated and 

thus propagate over long distances. Special types of these acoustic waves are 

confined to the surface and they are therefore called surface acoustic waves 

(SAWs). 

1.2 Detection Schemes 

1.2.1 Temporal Variation of Radiation Intensity 

The temporal behavior of the perturbation applied to a system by the impinging 

radiation determines the nature of the resulting effects and the appropriate 

detection scheme. Pulse methods use an impulse perturbation and the response 

of the system is monitored in the time domain (Fig. 1.I). In the quantitative 

description, the input waveform is modified by the impulse response function, 

giving the output wavefonn by a convolution integra). The physical basis of these 

pulsed methods is the fact that a narrow pulse contains many frequencies probing 

the sampJe simultaneously. The high peak powers of pulsed laser sources can be 

used to produce intense thermal transient, and time-gated detection a]Jows 
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effective discrimination against spUIious signals. On the other hand, pulse 

measurements possess a low duty cycle of excitation. 

Frequency domain measurements are realized by applying a single modulation 

frequency to a continuous laser beam (Fig. 1.1). The effect of the system 

consiStS in a modification of the amplitude and phase. This is described 

quantitatively by the system t'ansfer function. Multiplication of the mput 

spectrum by this transfer function directly yields the output spectrum. Thus, 

analysis is simpler in the frequency domain. The much more efficient duty cycle 

of this method penuits a reduction of the amount of energy absorbed by the 

sample per unit time, and thus, its application to fragile materials. 

As mentioned previously, multi frequency modulation can be perfonned to realize 

a technique intennediate behveen the frequency and time domains. This 

technique uses a variable modulation frequency sweeping linearly over the 

same range in a short frequency chirp, as shown in Fig. 1.1. An important 

advantage of this method is its ability to yield infom1ation in both domains 

simultaneously. 

1.2.2 Detection Methods 

An advantage of the pulse methods is the high optical power density that can 

be achieved. This enables the experimenter to study nonlinear processes such as 

multi photon excitation. The intense thennal transients may also induce phase 

changes, desorption and ablation of material etc. Figure l.3a shows 

schernatically the emission of differen1 particles, including electrons, ions, 

molecules and dusters, following irradiation with a narrow high power pulse. 

One of the most important methods of detecting these processes is time-of-flight 
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mass spectrometry, which presents information on the chemical nature, yield 

and kinetic energy of emitted species. This technique also elucidates the 

mechanism involved, e.g., the photochemical or photothermal features. A 

number of detection methods utilize a second low-power probe laser beam to 

observe photothermal effects induced by the excitation laser. The probe laser 

beam either travels parallel to the surface or monitors the refractive index 

gradient caused by a temperature gradient or acoustic wave front, or the probe 

beam hits the surface and is deflected by the buckling surface as indicated. 
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Fig 1.3 Laser induced effects and their analysis (a) particle emission (b) pump 

-probe detection (c) photothennaI radiometry (d) photoacoustic detection 

Another optical detection method is that of photothermal radiometry based on 

blackbody radiation emitted from the heated spot. As shown in Fig. 1.3c, the 

lR detector may be positioned at the side of the excitation source or on the 

other side of a thin sample. 
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Figure 1.3d presents three different configurations for the detection of 

acoustic waves with a pressure sensor. If the irradiated sample is in contact 

with a gas atmosphere, a cheap electret microphone can be used for detection. 

Surface acoustic waves can be detected with a piezopolymer (PVDF) in 

contact with the irradiated surface. In a similar way, bulk sound waves can be 

monitored with piezoelectric transducers in contact with any surface of the 

sample 

1.3 Interface Systems 

1.3.1 Homogeneous Phases with Ideal Boundaries 

A simple model for treating photothemlaJ and photoacoustic phenomena in 

iuterf?-ce systems is to assume two semi-infinite homogeneous phases, e.g., a gas 

and a solid, separated by an ideai surface as shown in Fig. 1.4. This means that 

spatiaIJy homogeneous optical and thennal properties are assumed for each phase. 

To describe heat diffusion, for example, the classical Fourier equation is used in 

the isotropic media and interfaces are taken into account by appropriate 

boundary conditions. 
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(ideal surfaces, 
homogeneous media) 

Fig lA Schematic representation of several interface systems 
including homogenous phases with an ideal interface, 

random media and a multi layer system 

Energy deposition is governed by the opticaJ properties and the energy absorbed 

by the sample contributes to signal formation. Only the heat generated within 

one thermal diffusion length of the sample will be able to reach the surface and 

influence the signal detected there. The thennal diffusion length, however, is a 

function not on1y of the material properties but also of the modulation frequency, 

and it decreases with increasing modulation frequency. Thus, a smaller dep~h is 

probed in this case. This is the basis of the depth profiling capability of this 

method. 
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1.3.2 Random Media 

The photothermal or photoacoustic signal depends on the energy absorbed by 

the sample, as mentioned previously. Therefore, materials with low optical 

quality such as rough samples or opaque substrates can be investigated. 

Disordered structures such as amorphous or sintered materials, as shown 

schematicaHy in Fig. 1.4, play an increasing role in materials science. Thus, 

there is considerable interest in describing the properties of such random media. 

New concepts in the theoretical treatment of diffusion in random media like 

the concept of fractal geometry to the description of rough surfaces and to 

their thennal behavior when acting as a heat source have been developed. To 

analyze heat diffusion in random structures, the dimensionality of the 

diffusion process is introduced and is discussed in the framework of 

percolation them"'}. It is shown that geometrical parameters such as the fractal 

dimensions of the surface and network can be obtained from simple 

photothennal experiments. Experimental data is obtained by observation of the 

average surface temperature evolution at an opaque sample surface with an IR 

detector, after irradiation with short laser pulses. 

1.3.3 Films and Layered Structures 

An important application of the photothennal and photoacoustic techniques is in 

the analysis of thin films. The observation of thennal and acoustic wave 

phenomena allows the determination of thermophysical film properties, while 

optical properties may be obtained by varying the laser wavelength. The 

influence of the thermal diffusion length on the signal generation process makes 

depth profiling and the inspection of subsurface features possible, but limits the 
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photothermal analysis to a thin layer near the sample surface. These techniques 

are thus especially suited to thin film analysis. 

In many cases, more complicated layered materials with two or more layers 

have to be analyzed, as indicated schematic ally in Fig. 1.4. One well-studied 

example is the characterization of ferromagnetic films and layers. The great 

interest in these films is due to the different magnetic properties of the films 

compared to the bulk material. To optimize specific properties, for example, 

sandwich layers with alternating magnetic properties can be produced. Several 

thermal wave detection techniques were applied to these ferromagnetic films 

for materials characterization, nondestructive evaluation of their magnetic 

properties and the investigation of the fundamental problems of magnetism. 

Systems with complicated layered or distributed structures are often found in 

biological systems. Here, depth profiling by a nondestructive method is of 

great importance. 

Improved characterization of surfaces and interfaces is of special interest, 

especially with regard to buried interfaces, because the information available 

on these transition regions is rather limited. 

1.4 Applications 

1.4.1 Spectroscopy 

Energy deposition in the sample is determined by the wavelength dependence 

of the optical absorption coefficient. Due to radiationless deactivation, part of 

the absorbed energy is released as heat and creates the signal. As previously 

stated, only the heat released within a diffusion length will be detected at the 

surface. Thus, thermal and also acoustic properties of the sample will affect 
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the observed spectra and complicate their analysis. In most cases, a 

quantitative interpretation of the complicated signal generation and detection 

processes will not be possible. Therefore, the main advantage of these methods 

is not the quantitative signal analysis, yielding, for example, optical absorption 

coefficients, but the investigation of materials and layered structures with low 

optical quality, where conventional transmission spectroscopy cannot be 

applied. This is especially true for biological samples, where a depth profiling 

of the chromophore distribution may only be achievable using photothermal 

techniques. 

1.4.2 Distribution of Energy 

If the absorbed photon ini tiates a quantum process, e.g. quantum desorption, 

a simple quantitative analysis is possible using the jaw of energy conser-ration. 

Measurement Hf the kinetic energy of the desorbed particles using a time-of­

flight technique, for example, allows the determination of the binding energy 

in the case of quantum desorption. 

Efficient energy exchange normally leads to a thermal distribution of at 

least part of the energy in the irradiated region and a quantitative analysis is 

much more difficult. Normally, it is not possible to measure the transient 

temperature generated by light absorption. As a consequence, access not only 

to spectroscopic but also to themophysical sampl~ properties is limited. The 

situation is even more complicated if a certain part of the absorbed photon 

energy induces chemical reactions, while the other part contributes to the 

heating effect, due to effective collisional deactivation. In principle, the 

1.19 



Chapter 1 Jn~troduction 

amount of energy channeled into quantum processes and into energy 

dissipation can be determined from this kind of experiment. 

1.4.3 Transport Processes 

The dissipation of heat from the irradiation regIOn can be described 

quantitatively and yields accurate values for the thermal diffusivlties which 

were determined for several materials employing the multifrequency 

modulation technique. However, heat diffusion can also be studied in 

disordered and highly inhomogeneous materials. These measurements yield 

the experimental data needed for the development of new models for the 

theoretical description of inhomogeneous materials. To compare the concept 

with the experiment, the geometrical aspects of heat diffusion through random 

structures were selected. The advantage of the heat diffusion process in this 

respect is the fact that this transport process can be studied with a relatively 

simple setup in a nondestructive and noncontact experiment. 

1.4.4 Nondestructive Evaluation 

One of the most important and well-developed applications is that of non­

destructive evaluation (NDE). This method is based on the fact that the 

interaction of thermal waves with faults and changes in morphology lead to 

signal changes, which can be used as qualitative criteria for inhomogeneities 

in the material. In this case, depth profiling is not only performed at a single 

spot, but a scan technique is employed, where either the optical beam is 

moved across the sample or the position of the sample is changed. 
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1.5 Discussion of the Literature 

Since the advent of laser radiation sources, the number of papers published 

in the field of photoacoustic and photothermal phenomena at surfaces and in 

thin films has increased- drastically. There are already several books 

available on the subject in the form of review articles written by experts or 

as monographs [1.1-5]. Since the Third International Topical Meeting on 

Photoacoustic and Photothermal Phenomena in 1983, the invited and 

contributed talks have been published [1.6-8]. These proceedings volumes 

give an intermediate review of the activities and progress in this field 
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Chaptet· 2 

Photothermal and PhOlO3{'Oustic Effects and Applications 

In spcctroSI:Opy, [he sample is excited with a hmable light source. In 

CO]l\'l. nti\)J1,l1 :;pcctlW,COpy' the incident. transrnittcd and reflected I i gh t 

int~llsity ilf~ r~cordcd as a ftll!ction of wavelength and from the numerical 

dljrl~renr.;e the light ,:hsor~tion in the sarnple is calculated. If the sample is a 

weak!y abs,)rbing thin film, then rl."\I.' incident and transmitted intensity have to 

Lt,; m<::aSllr;:J with high precision to detcnnine the small absorbed fraction of 

the incidellt light. In photothcnnal detection schemes only energy absorbed in 

the sample I:ontriblllcs towards the signal, making these lechniques the method 

of dlOicc for spcclroscopic studies of thin films. Due to thermal diffusion, only 

the heat deposited within et thin layer of the surface of the sample will be 

dCll:ctablc at tht: surface, ~i feature allows spectroscopy of weakly absorbing 

t h in fi I ms nil an absorbing substrate and optically opaque films can be 

addre~;sed by phototbennal techniques. Spectroscopy ofthin films is, therefore, 

an extremely important area of application for photothermal analysis. 

Since thermal diffusion, sound propagation and possibly oth'~r energy trans­

port processes, s,jch as charge transport or excitomc processes in 

semiconductors, are involved in the generation of the signal, the associated 

material parameters can be studied. 

Compared with more conventional tllermal analysis methods, photothennal 

analysis has the advantage of nonCOlltact generation of a well-defined heat 

source at the surface or in the volume of the sample of interest. With the high 

time resolution of some photothermal detection schemes, the transient 

!emperaturcs at a sample smface or within the volume of the sample can now 
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be determined in real time with vcry high time resolution. This allows LIS to 

study the thermal properties and the temperature dependence of other physical 

properties, of whic;1 phase transitions or charge distributions are ,illst two 

examples. Due to the high sensitivity of many photothennal detection 

schemes, very low intensities suffice for excitation, hence, sample heating is 

negligible and temperature-~ensitive samples or sample properties can be 

studied. 

Laser induced ultrasound allows the convenient noncontact generation of high 

frequency ultrasonic waves in a sample. Compared to conventional ultrasonic 

transducers, photothermal generation is always noncontact and free of 

transducer ringing. Coupling of the sound pulse from the transducer into the 

sample, subject to acoustic impedance matching etc., in the case of a 

transducer is no problem with laser generated ultrasound since the sound is 

generated in the sample, a featw,e which might prove convenient when 

studying bulk samples. For ultrasonic analysis of thin films, the wavelength of 

the probing pulse should be substantially less than the sample thickness. In 

this case, techniques based on conventional ultrasonic transducers arc 

cumbersome, to say the least, due to the above-mentioned acoustical problems. 

With a sufficiently short and powerful laser pulse, absorbed in a thin sample, 

ultrahigh ultrasonic frequencies are' easi Iy generated, making the photoacollstic 

analysis of thin films relatively straightforward. 

In imaging, a large number of techniques compete with photothermal imaging 

and microscopy, Optical microscopy is an extremely well developed. powerful 

and mature analytical technique. The signal-to-noise ratio in microscopy is 

excellent and parallel recording and }?rocessing 0 f a frame is state of the art. 
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Quite clearly, p!Jotothemlal imaging with its relatively low signal-to-noise 

ratio and complicated signal generation and hence contrast mechanism will 

never be able to compete with light microscopy. Thennal wave and ultrasonic 

imaging of thin films are, however, two niches where photothcm1al imaging is 

becoming Cl powerful tool. 

One of the key features of photothenllal excitation is the fact that it does not 

require extensive sample preparation or physical contact with the sample. The 

same is truc for a number of the detection s~hemcs. In many applications, 

excitation and detection of the signal can be accomplished on the same side of 

the sample, enabling single sided, remote monitoring of thc sample under 

study. This feature makes photothermal analysis a good candidate for 

industrial and even military applications. 

A numher of comprehensive books [2.1-4J have reviewed the field of 

photoacoustics and photothermal phenomena and there ar.e also excellent 

review articles [2.5-9] which provide good coverage of the field. Advances on 

the status of the field can be found in special issues of journals that were dedi~ 

cated to photoacoustics [2.t 0, 1 1 j and the proceedings of international confer­

ences on photoncollstics [2.12, 13). The focus of this chapter wi 11 be to to 

enable a prospective user of this technique to critically assess the potential of 

photothennal and photolicoustic method~ in the analysis 0 f t h i n films. 

The physical principles of the signal generation process and selected detection 

schemes are briefly reviewed and various detection schemes arc compared in 

detail. Typical applications in thennal analysis, ultrasonic testing and 

imaging of thin films arc discllssed and examples highlighting the advantages 

and drawbacks of photothennal and photoacoustic techniques are analyzed. 
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2.1.1 Signal Generation Process 

In a prototypal photothennal experiment (Fig. 2.1) a homogeneous thin fi Im 

with thickness T is excited with a modulated or pulsed light source. The light 

absorption in the sample can he characterized by a wavelength dependent 

optical absorption length A(),j 

A(Il) _ 1 
{3(Il) 

2.1 

with !I(A) the commonly used optical absorption coefficient of the sample. Due 

to radiationless processes, part of the absorbed energy is released as heat. With 

the incident energy being either modulated or pulsed, the heat generation will 

show corresponding lime dependence. Via heat diffusion then, a temperature 

profile develops in the sample. For a heat source with the modulation 

frequency f the heat diffusion can be described by the thennal di ffusion length 

2.2 

where k denotes the thennal conductivity, p the density and c the specific heat 

of the sample. With the thennal diffusivity 

k 
a=-

pc 

2.3 

the thermal diffusion length is a function of this material parameter and the 

modulation frequency 
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Fig 2.1 Phutothermal generation process. 

2.4 

The amplitude of a thermal wave is attenuated by a nlctor of exp( - 2n), I.e .. 

2 x 10'.1 , when diffusing one diffusion length [2.14], Therefore, essentially 

only heat generated within one themlal diffusion length of a sample surface 

will be able to reach this surface. If the sample is in contact with another 

medium, thermal waves arc reflected and tran:;mittcd at the interface. Heat 

diffusion cxtends into the second mcdium according to (2.1,2.2) or (2.4) 

with the material parameters of that medium instead of the sample properties. 

For pulsed excitation the thermal transit time t is the relevant parameter. The 

temperature at a distance I from a pulsed heal source reaches its maximum at 

a time t after the excitation. For one-dimensional heat flow rhe thennal 

transit time is given by 
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/" 
T=- 2.5 

2a 

the thermal diffusion length D(t), which is defined as the square root of the 

mean-square distance of thermal energy from the location of a transient point 

source of heat, at a time t after the heat pulse is the given by 

D(l) = .J2al 2.6 

The transient temperature profile in the sample, and where applicable also in 

the adjacent medium, is accompanied by a stress profile due to thermal 

expansion. Sound waves are hence generated in the sample, at the surface 

or interface and in the adjacent material. These sound waves, being 

essentially unattenuated in the frequency range considered here, can (hen 

propagate over long distances. If the heat generation is sufficiently 

localized, the surfaces or interfaces also buckle slightly. 

All detection schemes that detect the temperature at the sample surface di­

rectly will have to deal with the peculiar character of thermal waves. Due to 

the fact that thcmlal waves arc critically damped 

• the detector has to probe the temperature within one thenna! diffusion 

length of the excited area and 

'only energy deposited within this distance is effective in signal generation. 

The first restrictions can be overcome by indirect detection of the surface 

temperature change; sound waves generated by the photothermal phenomenon 

propagate essentially unattenuated over large distances. An acoustic detector 

can therefore be far from the illuminated area of the sample. For moderate 

light intensities, i.e., below the threshold for ablation of sample material, the 

amplitude of the observed acoustic signal will depend on the temperature 
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distributIOn In the heated sample volume and the adjacent medium, both 

determined by the thermal ditfuslOn length /)(/."1) and the optical absorption 

length A().).The sound wave serves as a carner 

of the thermal informa-tion. Due to this diffusive character of thermal waves, 

in formation obtained by the detection or radiation induced thermal and 

acoustic waves is completely different from conventional optical spectra. 

Some of the unique features and problems of photothermal and photoacollstic 

spcctroscopy arise from this difference. 

In an optically opaque sample \vith thickness 7> A (;.), slIch as shown in Fig. 

2.1, the radiation induced heating can always be observed at the illuminated 

side of the samplc. On the back side a temperature increase is, however, only 

noticeable when light is absorbcd within one thennal diffusion length of the 

back side, i.e., when the condition T - A (A.) < O(!: /) is met. This condition is a 

function of material constants of the sample such as /3()'), k, pand c but also of 

an experimental variable, the modulation frequencyf As mentioned above, an 

acoustic transducer will bc able to detect a signal on either side of the sample; 

On the back even if there is 110 sizeable temperature fluctuation rcaching that 

side! Sample thickness is, therd(.>re, only a minor concern for photoacoustic 

spectroscopy. It is, however, important to remember that the sound wave 

serves only as a carrier of the themlal information. The amplitude of the 

observed acoustic signal will depend 011 the telllperature distribution in the 

heated sample volume and the adjacent medium, both determined again by the 

thennal diffusion length D(l t) and the optical absOll1tion length A (),). For 

spcctroscopy, therefore, the rclation betwcen these two parameters has to bc 

analyzed. 
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Whenever the thermal diffusion length D(f: t) is larger than the optical ab­

sorption length A (A), D(/.' t) > A(}.), and the sample thickness T is larger than 

the absorption length, T> A(/~), all the incident energy is absorbed and 

contributes to the observed signal. A small variation of the absorption 

coefficient in this case does not ,change the obser,~ed signal at all. The signal is 

saturated and th~ observed signal is proportional to the incident energy and (I 

- R), R being the reflectivity of the sample. This condi~ion Can be avoided by 

using a thin sample or by increasing the modulation frequency until D(t,' t) < 

A(A.) is achieved. 

A sample with an optical absorption length smaller than the sample thickness, 

A().) <T, absorbs all the incident light, hence no light is transmitted. Such an 

opaque sample is not accessible to conventional transmission spectroscopy. If 

the thennal diffusion lcngth D(f, l)is, however; smaller than the optical 

absorption length A(A), D(/.' t) < A (X), the energy deposited within this thermal 

difTusion length is proportional to the absorption coefficient P of the sample. 

Because the thennal diffusion length decreases wit h increasing modulation 

frequency according to (2.2), this condition can;, at least in principle, be 

fulfilled by modulating at a high enough frequency. Photothennal 

spectroscopy thus allows the recording of spectra a/opaque samples. 

At very high modulation frequencies, only light absorbed in the surface layer 

contributes to the signal. When using a lower modulation frequency the same 

surface layer and the adjacent layer generate the signal. By comparing spectra 

at various modulation frequencies, therefore, surface absorption can be readily 

distinguished from bulk absorption. In principle, the depth profile of a layered 

stmcture can thus be obtained in a nondestructive manner. 
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Fig 2.2 Schematic of photothermal signal generation process in a thermally 
thick sample as a function of Absorption length A. The relation ship between 
Thennal diffusion length D and sample thickness T fort an increasing A(I-IV) 
is shown. For these cases the variation in PT signal with Optical reflection 
coefficient R and absorption coefficient P is given for detection on the front 
and back sides respectively 

In conventional optical transmission spectroscopy, the path length along which 

absorption occurs has to be known to allow a determination of the absorption 

2.9 .r: ' I 

,;:, :0_:: 

l~ i .. ~ , ," 

i" 



Chapler 2 Photothermal Techniques 

coefficient, a task that can be cumbersome for rough samples, fibers or 

powders. In photothcnnal and photoacoustic spectroscopy, however, it is suffi­

cient to ensure that the thennal diffusion length is smaller than the relevant 

sample dimension such as grain size or fiber diameter, to obtain a qualitative 

absorption spectrum. For many practical applications a qualitative analysis is 

sufficient, in which case no sample preparation is required. For quantitative 

analysis, however, and also in PT spcctroscopy, extensive calibration 

procedures are required. 
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Fig 2.3 Schematic of photothermal signal generation process in a thermally 
thick sample as a function of thermal diffusion length D, The relation ship 
between Optical absorption length A and sample thickness T fort an increasing 
D(I-IV) is shown. For these cases the variati()1l in PT signal with Optical 
reflection coefficient R and absorption cocftiCiCllll3 is given for detection on 
the front and back sides respectively 

In spectroscopy, samples \vith a wavelength-variable absorption coefficient 

are, of course, of particular interest. Different parts of the spectrum might then 

have an absorption length A(i.) that could vary from larger than the selected 
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thcnnal diffusion length dow:1 to much shorter (Fig. 2.2). In this case, parts of 

the spectrum where D(f, t) > A(A), i.e., with a large absorption coefficient f3, 

will hc saturated. On the other hand, thc thermal diffusion length D(t: t) is a 

function of the modulation frequency and the thennal properties of the sample. 

According· to the above considerations, spectra of the same sample will be 

dependent on the modulation frequency (Fig. 2:3). FurthemlOre, spectra of 

samples with identical optical but different thennal properties might be quite 

different. The same holds true for samples wi~h igentieallight absorption but 

different fluorescence yields and therefore. di(fercnt . heat generation. 

Photothennal and photoacoustic spectroscopy thus requires particular care in 

thc sclcction of the modulation fi'cqucncy, careful consideration of thermal 

sample parameters and thickness and an understanding of the signal generation 

process. 

Such a scheme of experimentation provides several interesting special features, 

which make PT Spectroscopy a very attractive tool for the Chemist, the 

Physicist, the Materials Scientist and even the industrialist [2.130,131]. 

These features include 

a) the basic simplicity of the experimental set up, 

b) the convenience of studying samples in a variety of physical forms -

crystals, powders, thin films, liquids etc., 

c) the possibility of investigating opaque materials, 

cl) the feasibility of direct measurement nonradiative lifetimes, 

c) the ability to gather information from sub-surface layers, 
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t) the absence of stringent requirement on sample preparation and 

g) the scope to obtain infonnation on thermal parameters of the sample. 

In fact this technique -has been successfully used in a wide variety of 

(lpplicatiol1s rangmg from semiconductor characterization to eye-lens 

degradation studies. 

2.1.2 Detection Methods 

Radiation induced transient effects, thennal as well as mechanical, have been 

studied for quite some time. Detem1ining the temperatmc or the energy of a 

sample has traditionally been the domain of thermometry and calorimetry. 

Radiation induced mechanical effects were studied using interferometry or 

ultrasol1 ic transducers. I n the last few years interest in radiation induced 

thermal and acoustic processes has increased substantially, largely due to 

scienti fic and industrial applications of lasers. The interaction of 

electromagnetic radiation with matter causes absorption, emission, and 

scattering of radiation. Except for emission and scattering, the absorbed 

electromagnetic energy is converted to heat by various nonradiativc processes 

and induces changes in temperature, pressure, and refractive index of the 

medium. In photothermal spectroscopy, the effects caused by these changes 

are monitored by various methods [2.130--140}. The discovery of the 

photothermal effect dates back to Bell's discovery of the photoaeoustic effect 

in 1 XXO [2.141], but it is after the invention of the laser that the photothermal 

spectroscopies became popular. A number of classical detection schemes were 

adapted for this particular type of application and new detection methods were 
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developed. Detectors tie into vanous stages of the signal generation chain 

described above. In photothermal detection schemes the radiation induced 

temperature increase in the sample or at the sample surface is monitored by 

measuring either the temperature directly or a temperature-dependent property 

of the sample or of the adjacent medium. Photo- and optoacoustic methods 

detect the acollstic waves caused hy the r~ldiati()n induced heating of the 

sample itsel f or a gas or a liquid that is in thermal and/or acoustical contact 

wit h the sample. For experiments with the emphasis on surface temperature, 

classical temperature sensors such as thermocouples arc clearly the method of 

choice because they arc easy to calibrate and convenient to use. For 

spectroscopic measurements, however, sensitivity and convenient coupling of 

the detector to the sample are the main concern. 

The transient heating of a pyroelectric material can, for example, be 

detected via the induced electrical charge or current. As a matter of fact, many 

commercially available laser power meters function on this basis. A variation 

of this technique uses a pyroelectric calorimeter as the substrate for the sample 

of interest. 

In contrast, photothermal radiometry can be utilized with bulk samples and is, 

moreover, a noncontact technique. Blackbody radiation from the sample is 

imaged onto a suitable infrared detector [2.19). A change in surface 

temperature then effects a change of the observed signal. According to the 

Stefan - Boltzmann law, the total radiant power of the emitted blackbody 

radiation is proportional to the fourth po\ver of the temperature of the sample. 

The radiometry signal, therefore, increases dramatically with increasing base 

temperature of the sample. This unique feature, together with the fact that 
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remote, single-ended, noncontacl probing of a li,oving sample can be readily 

implemented, makes photothcnnal radiometry the ideal choice for process 

monitoring of thin films, in vacuum systems, in hostile atmospheres or at high 

temperatures. Infran~d detectors require, howewr, cryogenic cooling to reach 

acceptable sensitivities. High sensitivity of the detector is typically 

accompanied by low limc resolution. A sizeable Ilumber of detection schemes 

are' based on particles emitted fi-om the sample surface. Electrons [2.20] and 

atoms [2.21] emitted from a surface that is heated by a short lascr pulse have 

been analyzed to derive the lime-dependent surface temperature of the sample. 

Laser induced c1esorption of adsorbates [2.22, 23} from a surface or the 

analysis of the products of a photothermal reaction during lascr-assisted 

chemical deposition of Cl metal [2.24] has been llsed successfully to measure 

surface temperatures. Most of these methods are of limited general uti li ty 

only, they rcquire UlIV conditions, are restricted to few types of samples and 

arc surface specific. 

A large number of techniques utilize a probe laser to detect thermal 

effects caused by another light source. Thc power of the probe lascr is 

typically orders of magnitudc smaller than that of the excitation source and 

different wavelengths arc commonly used. A change in temperature in the 

sample or the adjacent medium is associated \vith a change in the refractive 

index of that material. This change in refractive index causes a change in the 

reflection or transmission of the probe laser [2.2)1, Recently, variations of 

this technique l2.26, 27] achieved a timc resolution of the order of lOps. The 

refractive index gradient c<luscd by the temperature gradient in the sample or 

the adjacent medium forms a transient thermal lens capable of deflecting a 
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probe laser [2.28]. The same is true for the surface buckling due to localized 

heating [2.29]. In a similar fashion, acoustic wave fronts give rise to refractive 

index gradients, and these, along with surface displacement due to acoustic 

waves can be probed by lasers or other optical techniques [2.30]. All probe 

laser techniques have the advantage of optical excitation and probing and arc 

therefor~ noncontact techniques. They do require, however, careful alignment 

of two lasers, and optically flat samples; criteria that are fairly easy to meet 

with thin films vacuum deposited on to fiat substrates. A large number of 

publications in the semiconductor area report the use of photothermal 

deflection schemes to determine the properties of thin films on wafer 

substrates. 

Piezoelectric transducers [2.31], attached to the sample under study convert 

the sound waves that are' generated in the sample> into an easily recorded· 

electrical signal. Their main drawback is the requi[~mcnt of good 

mechanical contact with the sample and problems inherent in acoustic 

detection, such as matching of the acoustic impedance of sample and 

transducer, susceptibility to acoustic noise and trade-offs between sensitivity 

and time resolution. Transducers using a change in capacitance orindu·~tance 

[2.32] between sample surfa~e and .~ referericeelectrodc or inductor to . 

monitor the surface displacement overcome many of the disadvantages of 

conventional piezoelectric ultrasonic transducers. The main area of ap­

pI i cat i on of ultrasonic detection of photothermal transient signals is in 

ultrasonic material testing; its use in spectroscopy is limited to weakly 

absorbing samples such as adsorbates or transparent materials. The same 

holds true for special transducers employed in the detection of surface 
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acoustic waves [2.33]. If the sample can be in contact with a gas atmosphere, 

microphones are frequently used for detection (see, for example, [2.2]). 

Besides requiring a gas-filled cell to contain the sample, the frequency range 

of microphones is rather limited and the suppression of acollstic noise 

imposes restraints on such systems. 
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Fig 2.4 Various changes in the medium can thus be monitored by photothennal 

methods in order to quantify the effects of the temperature rise upon 

radiationless deactivation 

As shown in Fig 2.4 the temperature fiSC IS measured by laser calorimetl)" 

pressure change is sensed by direct and indirect photoacoustic effects, changes 
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of refractive index are detected by probe beam refraction and diffraction, and 

surface defonnation is quantified by probe beam deflection and optical 

interference [132.134, /36-138]. Furthermore, thermal emission is detected by 

photothermal radiometry, while reflectivity/absorptivity change is sensed by 

transient thennal reflectance, transient piezo-reflectance, and transmission 

measurement. The photothermal method has a number of merits compared 

with other methods [132,134,136-138]. It is high Iy sensitive ann applicable to 

different types of materials (gas, liquid, liquid crystal, and solid), transparent 

and opaque. It can be used in vacuum and in air, and with samples of arbitrary 

shape. Radiation of any wavelength can be used (radio frequency, microwave, 

IR, visible, UV, and X-ray, etc.). 

Lens spectroscopy [133,134,136,138,140] 

Transient lens [TrL] (also known as photothem1al lens, them1a1 blooming, 

thennal lens [TL], thermal lensing, time-resolved thermal lens). When a 

sample is excited with a pump beam that has a spatially Gaussian form, the 

profile of the material response to the light should also be Gaussian. If the 

refractive index or the absorbance is varied by photoexcitation, its behavior 

may be written as in equation below 

where w is the radius of the excitation beam and r is the distance from the 

excitation beam axis. The energy released by nonradiative transitions from 

excited states heats up the material, and the sp-atial profile becomes Gaussian. 

The temperature increase leads to a decrease in the density with corresponding 

change of the refractive index [141]. A similar shape of temperature 

distribution in a cylindrical sample t.ube can be achieved even by un i form 
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illumination of the sample because of the heat flow to the sample wall (similar 

to ph%/herma/ dejlee/ion). The expansion (or focusing) of the light at the 

central portion of the (Jaussian profile can be detected as a changc of the 

spatial profile of the beam or the beam density through a pinhole placed in the 

far (or near) field kading to the transient lens signal. The origin of a transient 

lens signal is the refractive index change and the temlS are obtained by 

replacing "grating" by "lens" in the above definitions. Absorption 

contributions (transient absorption and transient bleach) are also included in 

the transient lens signal, although the main contribution of the transient 

absorption is to decrease the probe light intensity. 

I>hotoinduced acoustic spectroscopy [130,133, I 34,136, 139J 

Photoacoustic spectroscopy [PAS] (also known as optothennal spectroscopy, 

photoacoustic calorimetry, thermal-wave spectroscopy, resonant laser 

photoacoustics). Detects photogenerated acoustic waves. The generation is 

achieved either by amplitude modulation (photoacoustic spectroscopy , PAS) or 

by a pulse (laser-induced optoacoustic spectroscopy, LIOAS, or photoacoustic 

calorimetry, PAC). The pressure wave after photoirradiation is induced not 

only through the thermal expansion, but also through other effects such as 

radiation pressure, e1eetroslriclion, thennoelastic expansion, molecular volume 

change, molecular orientation, gas evolution, boiling, ablation, opJieal 

hreakdown. The separation of the thermal contribution from other sources may 

be achieved by measuring the pressure wave under different conditions, such 

as a different matrix, temperature, polarization of the excitation light, and 

excitation wavelength. However, the complete separation is very difticult to 

obtain experimentally and only few examples have been reported thus far. 
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Therefore, specitic names such as volume acoustic, ablation acoustic have not 

been used so far. This method was previously called optoacoustic 

spectroscopy, but since this name is confusing (acoLlsto-optic effect), 

photoacoLlstic spcctroscopy is preferred. A photoacoustic spectrum consists of 

a plot of the intensity of the acoustic signal detected by a microphone or a 

"piezoelectric" detector, against the excitation wavelength or another quantity 

related to the photon energy of the modulated excitation. Experimentally, there 

are many versions of this spectroscopy. Designs (resonance condition, shape, 

etc.) of the cell, detectors, and excitation methods are subject of modi fications. 

Photothermal radiometry [133,136,137] 

(Pulsed) photothennal radiometry (also known as back-scattering photothennal 

radiometry, direct calorimetry, modulated black-body radiation, Planck 

radiation detection, radiometric spectroscopy, thermometric method, thennal 

emISSIOn detection, thermal radiation detection, transient IR detection, 

transmission photothermal radiometry). Infrared (I R) radiation associated with 

sample heating is detected by an IR detector. The source of IR irradiation is 

treated as a black-body emitter. According to the Stefan-Boltzmann law, the 

radiant excitance (or emitted radiant flux) of a black body, Nthh, is 

proportional to the fourth power of the temperature, T, over an infinite spectral 

detection bandwidth: 

M lx, == aT>! 
where 

a=:2 n5k~/15h\,.}2 = 5.67051 (19) x Ifr "S W 1ll-2 K-4. 
. . IS the Stefan-

Boltzmann constant. In real IR emitters, this equation is replaced by: 

2.20 



Chapter :: Photothermal Teclm;(lIlCs 

:\1 = f(i/~ 
where t: is th~ emittance, a material property. Hence the relative 

change in radiant excitancc, M, arising from a temperature change T induced 

. .. ., . SAl, Tl/iv1(J) = 4;)117: 
by phOlOlrradlal1011 IS. for emlttance, . 

Photothermal calorimetry [133, ]34, \36, 137] 

It is also known as transient thermography. A temperature change after 

photoexcitation IS directly measured by usmg, e.g., thermocouples, 

Ihermistor.~·, or p.vroelectric transducers. 

Photothermal interferometry [133,136,137] 

Interferometric photothermal displacement, interferometry, phase-lluctuation 

heterodyne inlerkromctry, phasc- fluctuation optical heterodyne spectroscopy, 

phase·sensitive optical heterodyne spectrum, photothennal interference, 

photothermal phase-shift spectroscopy arc other popular tcnnino\ogy for this. 

The phase of a monochromatic radiation beam passing through the \ight­

irradiated region relative to the phase of a light beam passing through the 

reference am1 is detected as a change in power at a light detector. Michelson, 

Mach···Zehnder, Jamin, and Fabry·-·Perot interferometers are frequently used. 

The phase difference originates in a refractive index change. The source and 

the applications are similar to the grating spectroscopy and lens .'pecfroscopy. 

Photothermal deflection [133,136,137] 

Photothermal deflection is other wise known as acousto-optical beam 

deflection, mirage detection, mirage effect, optical probing of the acoustic 
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refractive gradient, photothermal beam deflection, surf~tce photothermal 

deflection, probe beam refraction, surface photothermo-elastic effect, 

transverse mirage effect etc. The photothermal deflection method is defined by 

a detection of the deflection of a probe beam induced by photoirradiation of a 

sample. There are two sources of the photothermal deflection effect One is 

induced by crossing a nonuniform spatial profile of the refractive index 

gradient after a photothermal excitation, which is often referred as mirage 

effect or optical probing of the acoustic refractive gradient. When the 

temperature change in the medium is nonuniform, it results in a rcfractive 

index gradient. The temperature change could be also established by thennal 

diffusion. The spatial gradient in the refractive index changes the propagation 

direction of the probe beam. Spatially nonunifonn refractive index distribution 

arises from many sources besides the thennal effect. The other source comes 

from topographical. defonnation of the surface, on which the probe beam is 

deflected. This effect may be called (surface) photothenno-elastic effect or 

surface photothermal dellection. 

Some of the popular detection schemes for det1ection are listed below 

collinear deflection method 

Photothennal deflection method that uses a probe beam that is collinear or 

quasi-coHinear with the pump beam. 

(direct) mirage effect 

Probe-beam deflection for a probe light that passes on the same side of the 

photoilluminated interface, which is induced by a nonuniform spatial profile of 

the refractive index gradient. 

reverse mirage effect 
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Probe-beam dd1cction for a probe light that passes on the opposite side of the 

photoilluminatcd inlerlilce. 

surface (photothermal) deflection 

Probe beam c1eflectcd- from a surface changes direction \"'hen heterogeneous 

expansion occurs O!l the surfi\Ce. 

tnmsverse deflection method 

Photothennai deflection method 111 which the probe-beam propagation 

direction is perpendicular to that of the pump beam. 

Photothermal reflection change [136,137) 

Photothermal reflection change (surface optical reflectance due to the 

photothermal effect, thCrlnOfeflcctancc detection). Change of light intensity 

reflected from the surface clue to the photothermal effect. Similar to 

photothermal deflection, there are two types of signal sources. One effect is 

produced by the tC1l1perature- dependent rctlectivity of a surbce. Similar to 

other refractive-index-sensitive spectroscopies, not only the thermal effect but 

also other sources of refractive index change and absorbance change can also 

affect the reflection. The other source comes from topographical defonnation 

of the surface, on which the probe beam is deflected. This effect may be called 

"(surface) photothermal topographical deflection" or photothennal surface 

reflection. 

An evaluation of the pros and cons of the major photothermal and 

photoacollstic detection schemes shows that each of the detectors has its 

merits, making it the prime choice for certain applications or a particular type 

of sample. As should be evident from the above discussion, the signal 

generation and detection process can be rather complicated and may involve a 
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large nllmber of individual processes, A substantial loss in sensitivity and 

time resolution is associated with each diffusion or conversion process. These 

losses become particularly significant when detection occurs at the end of the 

signal generation chain. Microphone detection in particular has low signal 

generation efficiency nnd time resolution and requires the most elaborate 

theoretical models for the quantitative interpretation of the observed signals. 

However, even with these limitations, high signal-ta-noise spectra can be 

obtained using a microphone. The spectra can be readily interpreted due to 

the long history and large body of literature associated with this approach. If 

highest time resolution is required for studies of extremely thin films, then 

pyro- and piezoelectric deflection schemes excel. Photothermal deflection 

schemes seem to be most popular in all applications dealing with 

semiconductor wafers and thin films on these wafers, i.e., samples of optical 

quality. 

2.1.3 Instrumentation 

A typical photothennal setup comprises a suitable light source, the detector 

and signal recovery electronics (Fig. 2.5). It is important to keep in mind that 

the signal generation process involves optical, thermal and possibly acoustic 

properties of the sample. 

In spectroscopy, it is important, for example, to eliminate thennal and 

acoustic artifacts in the recorded spectra. To account for the wavelength 

dependence of the source, the thcnnal parameters of the sample and the 

characteristics of the detector, a reference sample is nonnally employed. 

Reference data are-obtained in a single beam spectrometer before or after the 

sample spectmm or. in a dual beam arrangement, simultaneously with the 
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sample spectrum. Due to the strong influence of the modulation frequency, it 

is imperative to record both data sets at the same modulation frequency with 

samples of identical or well-known thamal characteristics. 
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Fig 2.5 A generic photothermal spcctrometer 

Similarly, for a thermal and acoll~tic analysis of the sample it is necessary to 

eliminate the influence of optical sample parameters and distinguish 

between the thenmll and acoustical signal. The thennal diffusion process is 

quite different from sound propagation, thennal waves are critically damped 

within one wavelength to less than I % of their in i tia I amplitude; sound 

waves, however, propagate at the frequencies considered here over long 
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distances. The thermal signal can therefore be readily suppressed by a simple 

delay line. I f this is not feasible, the well-defined transit time of a sound 

pulse can then be utilized to discriminate electronically against the thermal 

signal by time gating techniques. Thenna! diffusion across an interface 

depends on the thermal diffusivities of both materials; sound transmission is 

a function of their respective acoustic impedances. Couplers and filters can 

therefore be designed that transmit thennal but no acoustic energy. Another 

important differcnce between thermal and sound ,waves of the same 

frequency is the much longer wavelength of sound waves. For most thin 

film applications, the wavelength of the interrogating wave'should be of the 

order of the mm thickness. The ultrasonic analysis of a film requires, 

therefore. considerably higher modulation frequencies' than the thermal 

analysis of the same film. The cost of high frequency c\ectronics increases 

dramatically with increasing frequency, making photothennal analysis a less 

costly alternative and worth looking into. 

The light source in a typical experiment will be intensity modulated by a sui­

tablc means, slIch as current modulation of a lamp or a mechanical chopper. 

Wavelength or polarization modulations are advantageous when small 

absorptions superimposed on large background absorption are of interest. 

Where appl icablc, modu lation of the absorption properties of the sample (Stark 

modulation) or other physical parameters (temperature) that allow modulation 

of the sample characteristics can be used. 

Most commonly, sinusoidal or square wave modulation of the incident light 

intensity is employed [2.1-4]. In this case a lock-in amplifier is the 

appropriate tool for signal recovery. It should be emphasized that if Cl source 
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of constant intensity is modulated in this way the energy per excitation cycle 

decreases with increasing modulation frequency. The signal at high 

modulation frequencies, desirable, for example, because of the above 

saturation considerations, will then be extremeiy weak. Excitation with a 

short light pulsc has the advantage of generating a higher surface tcmperature 

than with the same energy in a longer pulse or a periodic excitation, due to the 

fact that heat loss during the short pulse can be neglected. This results in a 

superior signal/noise ratio but might damage the sample irreversibly or affect 

temperature-sensitive sample properties. With pulsed excitation, box-car 

integrators arc frequently lIsed to monitor the signa! in a small time window 

[2.34]. Transient digitizers enable one to obtain the complete time domain 

signal and, if desired, transform this into the frequency domain [2.35]. 

Recently, another modulation scheme has emerged using noise modulation 

[2.36] of the light source and transient digitizers for data recording. Time 

domain type results can then be obtained from the data by cross correlation 

[2.37] and frequency domain data by Fourier analysis [2.35]. The advantage of 

this new technique is that many modulation frequencies are probed 

simultaneously and therefore depth profiles can be obtained in a small fraction 

of the time required for recording spectra subsequently at several modulation 

frequencies. If we assume a light source of constant intensity that is 

modulated by an external modulator, noise modulation makes more efficient 

use of the light intensity th,1I1 any other modulation scheme. 

Phutoacoustic detection is frequently employed ill FT-JR studies of thin films 

or powders. Here the intensity modulation due to the interference fringes can 

be utilized when a commercial rapid scanning FT-IR spectrometer is used as 
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the light source. One should, however, be aware of the fact that this results in a 

much lower modulation frequency for the long wavelength side of the spectra 

as compared to the short wavelength part of the same spectrum. Thcreforc a 

spectrum might be partially distorted for high wave riumbers due to saturation. 

With conventional light sources, only a limited spectral, time and depth re­

solution can be obtained. Nevertheless, high sensitivity, instrumental 

simplicity and minimal sample preparation make photothermal detection an 

interesting alternative to more established techniques, such as diffuse or 

internal reflectance spectroscopy [2.38]. Photothennal detection, however, 

offers a unique combination of advantages that are not available with other 

techniques when combined with the high spectral and time resolution possible 

with laser excitation: This is evident for spectroscopy, but is also true for 

thermal and ultrasonic analysis of thin films when using photothermal effects 

to generate the probe that interrogates the sample under study. Photothermal 

methods possess what is known as the zero-baseline advantage. In plain 

language, this means signals are generated only if there is an optical absorption 

event and subsequent conversi0n to thennal-wave energy above an otherwise 

zero background signal, even in the presence of large, non-converted optical 

fields. This feature, coupled with the strong spatial damping of optically 

generated thermal waves in the vicinity of photon deposition followed by 

coherent thennal conversion, can yield extremely localized detection of 

ultrawcak absorptions in thin films and fluids at unprecedented sensitivity 

limits6 for absorptances, in the range below 10-6. Because of the extraordinary 

improvement in dynamic range measurements, significant new physics and 

industrial and clinical applications have become possible in the past 30 years 
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as a result of combinations of the unique abilities of photothermal techniques 

and instruments. The applications below are typical of the considerable 

potential of emerging photothermal diagnostic technologies to successfully 

address widely disparate scientific and engineering disciplines, including 

photonic materials science, metallurgical non-destructive depth profilometry, 

and semiconductor thermoelectronIc imaging, through signal- generation 

processes that yield results that are far superior to those that can be obtained 

using purely optical techniques. In the following section, examples will be 

presented underlining some of the above features. 

2.2 Spectroscopy of Thin Films 

Due to its peculiar signal generation and detection process, photothermal spec­

troscopy has several unique features and is quite different from conventional 

transmission spectroscopy. Photothennal spectra represent only heat released 

within the thermal diffusion length of the sample surface. As outlined above 

this makes photothennal spectroscopy the method of choice for thin film 

studies. Additional advantages of photothennal detection methods are (1) that 

they are not affected by scattered light and (2) the depth profiling capability of 

this technique. If these techniques are so powerful why are they not dominant 

in spectroscopy? Quite clearly, the fact that thennal and acoustic properties of 

the sample affect the observed spectra complicate the interpretation of the data 

considerably. Reference samples with well-defined optical, thennal and 

acoustical properties arc required [2.39} and photothermal spectra of two 

samples with identical optical absorption are identical only if the samples have 

identical thermal and acoustic properties, the same depth profile, the same 
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quantum efficiency for radiationkss dc-excitation and arc recordcd at thc same 

modulation frequcncy, These complications let photothcnnal spectroscopy 

complemcnt convcntional techniques but not rcpbcc them l2.401. 

2.2.1 Semiconducting Films 

ScmicondLlcting powders and wafers have been used for quite some time to 

demonstrate the power of photoacoustic detection, mainly lIsing air-filled 

cells ancl microphones for detection, More recently, phototheImal detlection 

schemes have been introduced into this field. With semiconductors bcing well 

defined and well undcrstood samplcs, these expcriments served at tirst to 

develop an understanding or the photoacoustic and later also of the 

photothermai signal generation process, Later, the advantages of these 

techniques over conventional spectroscopies wcre demonstrated and helped 

to establish credibility in this field, A large number of publications, reviewed 

for examplc in [2.4], show that the mcthod is now well accepted in the 

semiconductor area and methods have been develop~d to derive the optical 

ahsorption cocilieicnt from the data [2.41, 42]. Some of thc key isslICs in 

semiconductor sampics are associated with impurities and defects. Semi­

conductors are characterized by their band gap, and these impurities and 

defects cause additional states in the band gap that affect the electrical 

charactcris[ic~; or semiconductor devices, Due [0 the dramatic change ill 

optical dcnsity in the region close to the edge of the band, conventional 

optical spectroscopies with their rather limited dynamic range and very high 

background are not too suitable for this type of application, Many of the 

samples of interest are amorphous f: Ims, which typically have a rough 

surfacc. With conventional transmission spcctroscopy, numerical corrections 
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have to be introduced to account for the scattered light. Measurements of the 

diffuse reflectance are; however, by no means trivial, cause systematic errors 

in these corrections of the measured optical transmission. Photothennal 

methods exeel here and enable onc to determine the spatial distrihution of the 

defects and to study the relaxation mechanisms of electrons from opt i call y 

excited states to the ground state via nonradiative pathways, an issue of 

burning interest for photovoltaic and solid state laser devices. 

The emphasis in the last few years has been on studies of amorphous 

semiconductor films. Due to interest in xerography and photovoltaics, a 

number of experiments focus on a-Si. Photothennal spectra complement a 

xerographic analysis of the material and [2.43), enable the effect of 

compensation on defects to be studied [2.44] and the derivation of the density 

of gap states in a-Sill to be ascertained [2.45-50). Photoacoustie studies on 

other systems, many of them reported during the International Con/erences 

on Amorphous and Liquid Semiconductors. demonstrate how photothermal 

deflection spectroscopy can be utilized in the study of amorphous Si-Gc 

alloys [2.51], the doping of a-Si films [2.52, 53), the optical properties of a­

Ge films [2.54, 55] or materials such as a-SiN [2.56, 57] or CulnSe2[2.58]. 

Systems such as Cd1-xZnxS have been studied with photothermal deflection 

spectroscopy and the results compared with those of conventional 

transmission spectroscopy [2.59]. Electroluminescent thin films, otherwise 

accessible only to sophisticated techniques such as time resolved fluorescence 

measurements, have been extensively studied with photoacollstic and 

photothermal methods [2.60-(2). 
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As is evident from the large number of recent publications, photoacoustic and 

photothermal detection schemes arc now at a point where they arc able to 

make uniquc contributions towards the understanding of thin semiconducting 

films. 

The measurement of photoexcited excess carrier lifetimes (both surface and 

bulk) and carrier diffusion coefficients in semiconductors is very useful in the 

charactcrization of the quality of semiconductor materials and in evaluating the 

performance of working semiconductor devices. The non-contact method of 

frequency-domain photothermal radiometry (PTR). is promising for remote on­

line or off-line impurity/electronic defect diagnostics. 

S<:miconductor nanostructures are of cllrrent topical interest due to the fact that 

their properties undergo considerable modification from those of the bulk due 

to quantum continement effects. Nanoclusters of these materials embedded in 

dielectric hosts act are known to behave as qualltum dots, described rightly as 

practical examples of 'particle-in-a-box'. Such structures can be prepared by 

several chemical and physical methods SHch as ion-exchange rcactions. 

molecular beam epitaxy, ion-implantation, sol-gel rechniques elc . 

Quantum confinement leads to alterations in the band structure of the bulk. It 

also systematically shifts the band edge towards higher energy as the quantum 

dots get smaller and smaller. This is known as the signature 'blue shi tt' in 

optical absorption and the process as 'bandgap engineering'. 

The physical processes in slIch structures arc governed by their excitonic 

energy levels, which are difficult to be probed by optical spectroscopy due 
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their proximity to band-edge absorption, as the optical densities tend to be very 

large and transmission poor. However, we may seek a technique that directly 

measures the absorbed energy to investigate these systcms. PT spcctroscopy 

has been used successfully to obtain valuable spectroseopic information in 

such cases. 

2.2.2 Dielectric and Metallic Films 

Dielectric and metallic thin films ar~ another area where photothemlal 

detection methods can be advantageous. An example is the first direct 

measurement of the optical ahsorption of polyacetylene [2.63], As a result of 

its complicated fibrillar m()rphology, polyacetylcne is a very complex optical 

medium. Optical absorption spectra that can be compared with various 

theoretical models had to be inferred from transmission spectra of thin films. 

It was found that these films scatter several percent of the incident radiation 

diffusely. Transmission measurements cannot distinguish between scattering 

and absorption. Therefore absorption constants derived from translnission 

measurements, even when using speeular or diffuse reflectance data for 

correction. can exhibit systematic errors that make a comparison between 

various theoretical models ,:ll11ost arbitrary. Photothermal ddlcction spectra 

provided the first reliable measurement of the absorption edge of 

polyacetylene and showed a Urbach-type behavior. 

Electrode supported films ar.e...of considerahle interest in elcctrochemical stu­

dies. One problem with this type of sample is that the sample is deposited onto 

a metal. Since the amplitude of the light intensity vanishes close to the metal, 

conventional spectroscopies suffer from a lack of sensitivity. This effect was 

2.33 



(-'fWjlICl' 2 I 'hi)[olhl'rllwl leclmic/IIL'S 

clearly SL'~1l in FT·I R -:wd!o:s ()r Pr\lSSiall Blue ,\lid l:llpric he;';:lcyallnkrr:lle 011 

various elcctrodt:s 12.()4 J. in another expemncl't r:Ul5j the distance lx:twcen a 

silver SUrl~lCe and the ctJr{)iJ}ojillOn: was v,tried ll:-illlg a varying number of 

transparcllt Langmuir-Bloclgl:tt ~p,>ccr layers. Thus the amplitude of the 

ekctric field vector of the si,mding light wave in front of the silver \vas 

actually m~lppcd. 

Many of the problems in clectrochemistry arc llSUdlly Jddressed ex situ with 

surface sciellTific methods n.'4uiring ultrahigh vacl1um. Ex situ transmission 

and reflection measurements complement these c;~perimems. To ensure that 

the sample preparation is not introducing artibels. ill situ l'xpcrimt:nts arc also 

desirable. Recording pholoacoustic spectra in situ not only of grown 

cicctJ"llclwmical films but alsll :nunitoring (he spectra of grU\ving films was 

~;ucccssftlliy dune l2.6C> j. 

2.2.3 Sprctrosropy of L~Yl'rcd Films 

Photographic color reversal films with their inlricat(: but well-defined layered 

structun:: have: served as a !110dd system to demonstrate the depth-profiiing 

capability of photoacuu~tjc 12.(17] and photothermal [2.(8) detection schemes. 

As discussed in Sect. 2.1.1 ::md shown in Fig 2.3, with decreasing modulation 

frequency a thicker layer of the sample cOlltribules towards the observed 

signal. With a sample sllch a:~ a color rcvcr:;ai film, the ohsl.·rvcd spectra 

depend strongly on the modulmion frequency alld would, at least in principle, 

allow the reconstruction of the depth-profile, i.c, optical density .IS a function 

of wavelength and depth, of the salllplc. 
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2.2.4 Nonradiativc Quantum Yield 

Absorption spectroscopy is the prevalent application of photothermal and pho­

to(lcoustic spcctroscopy. Since radiationless dc-excitation of the electronic 

excited state is a key step in the signal generation chain, the relevant quantum 

yield f()f nonradiative processes can he determined. To demonstrate the 

detennination of nonradiative yields and to highlight the frequency dependence 

of spectra, let us consider a trilaycred sample with a weakly absorbing layer I 

separated from another absorbing layer 3 by a transparent spacer layer 2. The 

spectra were recorded at two different modulation frequencies with a thennal 

detector at the back of the sample [2.69J. At a low modulation frequency, an 

absorption-like spectrum is observed. Light absorbed converted into heat. This 

heat diffuses across the sample and is detected on the back side. At higb 

modulation frequencies the much shorter thermal diffusion length does not 

allow heat generated to reach the detector. Only light that is transmitted by the 

layer 2 and then absorbed by the layer 3 will contribute to the observed signal. 

The observed spectrum is. therefore, (\ transmission spectrum. If the structure 

of the film or its thennal properties are known, additional infonnation can be 

derived from these spectra. The thennal diffusivity or the thickness of the 

spaeer layer can be derived from a comparison of the signals. A more 

important parameter is that of the quantum yield for radiationless de-excitation. 

In the transmission spectrum light that has been ahsorbcd by the layer I is 

ITIlssmg. In the absorption spectrum, only that fraction of the light that has 

been absorhed and converted into heat contributes to the signal. The ratio of 

both signals is then the prohability of nonradiative decay of the optically 

excited state. Since both signals ar£.measured with the same detector and then 
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ratiocd, no calibration of the derector IS required to detenninc the absolute 

quantum yields. This technique allows the measurement of quantum yields of 

thin films and even of monolayer:; (2.651. 

By nature, thermal diffu:,io!l "vavc~ can only be generated following 

conversion of some form of excitation energy 10 heat. For this reason, it is not 

surprising that photothermal signals are linearly dependent on the non-radiative 

quantum efficiency (or qllantum yield), '11l~1\1, of an absorbing sample at the 

excitation wavelength A . The precise spectral measurement of the energetic 

complemenl of this parameter, the radiative quantum yield, I - 1)NPI A,I, is 

extremely imporlant for the asscssmcnt of the optical activity (or the lack 

thereof) and the suitability of photonic solids or liquids as laser or optical 

materials within a desirable emission band. Unfortunately, the spectral 

measurement of l)NI~1 A i has alway~ been difficult at best. The problem is that 

. I' I t' I ' I . hid d I (~i;" 11hIR': A) optlca sIgna s rom suc 1 materIa s contam t, e lar -to- econvo ute ' .. , 

product (optical absorption coefficient). Ultra fast methods can be used to track 

down one or more specific de-excitation pathways, but they cannot track down 

the entire dc-excitation energy manifold and they cannot track across broad 

spectral ranges. Photothermal spcctroscopy as detailed above is capable of 

measuring the complementary spectrum quite easily. The key to success for 

this measurement is in the decol1volution of the Lt! ,~\.I llupl A! product spectrum 

through signals generated by the same instrument. 
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2.3 Thermal Analysis of Thin Films 

Photoacollstic and photothennal spectroscopy can be cumbersome due to the 

thermal diffusion step in the signal generation process. In the thermal analysis 

of thin films the same process is now advantagcou5. Photothermal excitation of 

a light source facilitates ihe implementation of a weli-defined heat source for 
. . . 

the probing of the thennal properties of thin films. The heat source requires no 

mechanical or thermal contact with the sample andcnn be tailored to the 

application by simply changing the temporal shape or wavelength of the light 

source and by changing the size and the location of the illuminated area. 

Combined with the high sensitivity and time resolution of many photoacoustic 

and photothermal detection schemes, the thermal analysis of temperature 

sensitive properties of extremely thin films becomes a viable proposition. 

2.3.1 Thermal Diffusivity 

The thermal diffusivity of a thin film can be determined by generating a 

transient heat source at the fron: of the sample and monitoring the subsequent 

temperature increase at the back. When using amplitude modulation of a light 

source to generate the heat source the amplitude or phase of the transmitted 

temperature wave can be analyzed [2.70]. For a film with thickness I. an 

amplitude decrement 

A = In 0(0) 
0(/) 

2.7 

IS observed, with E)(O) and A(T) being the amplitude of the temperature 

oscillation on the front and back of the sample. For a thin film of diffusivity et . 

the frequency dependence of the amplitude decrement is given hy 
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In addition, a phase Iag /1, where 

/1= (1)(1)- <!J (0) 2.10 

is observed between the temperature at the front al!d the back, with <I) being 

the phase angle between the modulated light source and the observed 

temperatures, with /1 being equal to A .. For very thin films, however, their 

resolution is also insufficient. The solution to this problem is to measure at 

higher frequencies. From the data the thermal diffusivities of thin films can be 

derived using numerical models. Experimental requirements for photoacoustic 

diffusivity measurements of the thermal diffusivity of thin films, first 

introduced by 11dwIIS and Kirkhrighf [2.71 J, are modest. Duc to the limited 

bandwidth of microphollc detection, photothermal methods are currently 

dominating the field. With the sample directly coated onto a pyroelectric 

sensor highest time resolution can be obtained and extremely thin films can be 

studied [2.72-76]. However, this techniquc involvcs special sample 

preparation. Othcr mcthods typilally require optical access to the front and 

the back of the sample [2.75], a problem which can be overcome by 

measuring thc lateml heat now in the samplc [2.74]. Still another way is to 

determine the surface temperature as a function of time while heat diffuses 

from the surface of the sample into the interior. Photothennal radiometry 

[2.76, 77] and photothermal deflection schemes [2. n, 79] have demonstrated 

their utility in this type of noncontact, single-ended measurement. Even 

photoacollstic schemes can be adapted for sampk~; with inaccessible back 
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sides [2.80J and corrections for the geometry of the cell improve accuracy 

considerably [2.81]. 

Laser excitation combined with one of the photothermal detection schemes 

facilitates measurements of themlal transport coefficients in thin films. 

Whereas frequency domain experiments are very straightforward in their 

interpretation, time domain experiments with pulsed light sources for 

excitation requirc extensive analytical or numerical efforts to derive transport 

coefficients from the observed data. 

2.3.2 Film Thickness 

The above discussion on thermal diffusivity assumed that the thickncss of the 

sample can be derived by other methods. But quite clearly (2.8) can he utilized 

to detemline the thickness of a sample with known thermal diffusivity. A large 

number of more conventional techniques, many of them mechanical or optical, 

are available to measure film thickness conveniently and with the desired 

precision. Most of the reported thennal thickness measurements demonstrate 

only the validity of models underlying the derivation of (2.8) and show that 

results detennined with this technique ar~onsistent with other measurements. 

Why bother with a technique whose accessible thickness range is severely 

limited by the thermal diffusion length (2.2) or (2.6)'?One application might be 

the optical measurement of thin films on opaque substrates of low reflectivity 

such as Si02 on Si [2.82]. All of the optical measurements require an 

independent measurement of thc refractive indcx of the material to derive the 

fi Im thickness. By a combination of thermal and optical interferometric 

techniques, the thickness of the film can be determined in situ without an off­

line measurement of the refractive index [2.83J. 
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2.3.3 Phase Transitions 

Heat deposited by a laser beam in a sample can increase the temperature of the 

sample, as dis\.~tlsscd in Sect. 2.3.1 on tJll~nnal diffusivity or, if the sample 

undergoes a first-order phase transition, it can provide the latent heat of that 

transition w·ithout changing Ihe temperature at all. This well-known 

phenomenon was fir:,t observed in the context of photoacoustics by F/orio/1 et 

al. [2.84). Anomalies in the amplitude and the phase of the observed signal 

[2.85-87] were interpreted [2.88) as an oscillation of the liquid-solid phase 

boundary in the sample during the periodic illumination. Photoacoustic 

experiments have been complemented by photopyroelectric measurements of 

phase transitions [2.89]. These experiments on model systems established 

photothermal methods and the associated theory for the study of phase 

transitions. Most recently, these methods have been applied to the glass­

crystal phase transition of semiconductors [2.90} and to real-time studies of 

laser annealing [2.91]. During the laser pulse, the sample, a thin tellurium 

film, is heated by the I:tser and subsequently cools down. With increasing laser 

tluence, the peak temperature of the film does not follow that increase due to 

the latent heat of the melting and boiling transition. At high time resolution 

the sample melts during the lirst part of the lascr pulse and is heated all the 

way up to the boiling point by the remainder of the pulse. During the cool 

down latent heat is released during crystallization, keeping the sample 

temperature constant for an extended period of lime. The amount of latent heat 

is proportional to the amount of material left after boiling off part of the film. 

The crystallization is, therefore, finished earlier for samples of smaller mass, 

i.c., samples that remained at the boiling temperature longer due to larger laser 
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fluence. Compared with frequency domain experiments, time resolved data 

00 not require sophisticated models for their interpretation. Frequency domain 

experiments fostered the understanding of the photoacoustic signal generation 

process but have only limited appeal to users of conventional thermal analysis 

equipment. Time domain studies might, however, be very attractive tools for 

studies of laser induced thermal processes, such as annealing and ablation. 

Their high time resolution combined with excellent sensitivity enables rcal­

time studies of single transient events which ar~ cmeial in that type of 

research. 

2.4 Ultrasonic Analysis of Thin Films 

Pulsed lasers have been used by many authors as a convenient and flexible 

means for the generation of ultrasound in t hi n films or solids; for recent 

reviews on this subject see [2.92-94}, For the ultrasonic analysis of a thin film, 

the wavelength of the sound wave Llsed to monitor the thickness of the sample 

and its acoustic properties should be less than the sample thickness. With g 

sound velocity of the order of 5 x 10 m/s, a film thickness of the order of J ~ 
requires a pulse of less than 200 ps to meet this criterion. Conventional 

techniques ar~very cumbersome at the corresponding frequcncies, whercas 

photothermal techniques arc relatively straightforward. 

As in the photothennal generation of a heat source the key advantage of 

photoacoustic generation of a sound source is the fact that the photoacoustic 

method requires no mechanical contact with the sample. The timing and 

location of the sound source can be selected by simple optical techniques and 

arrays of coherent sources can be readily implemented. A number of 

.. -. 
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photothermal detection schemes are based on optical probing of the sample 

surface [2.30). The detection or the ultrasonic pulse can, therefore, also be 

without mechanical contact with the sample. For semiconductor applications 

this means, amongst other things, thar no contamination will be introduced by 

a coupling medium. In addition, the excitation source as well as the detector 

can be scanned readily across the sample. As long as the intensity of the 

excitation stays well below the thresholds for evaporation or ablation of the 

sample, no irreversible processes arc anticipated and the method can be 

considcred truly nondestructive. 

Conventional piezoelectric ceramic and single crystal transducers arc excellent 

mechanic<ll resonators. When stimulating such a transducer with a short pulse, 

its mechanical resonance is excited, causing the transducer to ring for quire 

some time after the pulse. The time resolution of tht~ transducer and hence the 

thickness of the sample that can be studied is limited by this effect. Numerical 

cOlTections or electronic filters can compensate partially for this transducer 

transfer function. Piezopolymcrs enable one to overcome this problem due to 

the large intcmal damping of th..:se materials f2.9:" 1 associated, however, with 

a much lower conversion of mechanical energy into an electrical signal. 

Coupling of the transducer to the sample of interest is another issue that can be 

eliminated in photothermal studies. C~upling of acollstic energy is a function 

of the acoustic impedance of the sample and the transducer. Impedance 

matching can be accomplished by selecting appropriate materials and 

geometrics. Since the choice of piezoelectric materials is rather limited, it 

might not be possible to match the acoustic impedance of the sample of 

interest by this technique. Antireflection layers, the other alternative, 
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unfortunately have a limited bandwidth and thus cause severe distortions in a 

pulsed mode. At the high frequencies desirable for thin film studies, 

attenuation in the coupling medium can become a serious problem. Light, 

however, can be readily coupled into virtually any material. 

Lasers delivering nanosecond pulses have been available for quite some 

time at a rensonable cost. Generation of ultrasonic pulses with these lasers has, 

therefore, been dominating the literature, references [2.96-9S] serve merely as 

examples of these applications. High power picosccond lasers are just 

becoming available commercially. The cost of picosecond lasers and the fast 

electronics required to take advantage of the ultrashort pulses for the analysis 

of thin films is, however, still rather prohibitive and maintenance of these 

lasers is labor intensive. Researchers [2.99, 100] have been able to take 

advantage of this emerging diagnostic tool. 

2.5 Nondestructive Evaluation of Thin Films 

In a rigorous sense, spectroscopic, thermal and. ultrasonic analysis of a thin 

film constitute nondestructive evaluation of the material, if excitation and 

detection of the probing thennal and ultrasonic waves arc accomplished in a 

nondestructive way, Evaluation in a wider sense refers here to well-developed 

applications that are potentially of industrial interest. Among nondcstructive 

testing (NOT) methodologies, the diffusion-wave technique known as thermal­

wave detection is growing in importance because of its ability to monitor 

subsurface structures and damage in materials well beyond the optical 

penetration depth of illumination sources, i.e .. below the range of optical 

imaging f(x opaque materials. The amplitude and phase of the thennal \vave in 

inhomogeneous materials carry inf(mnation about any heat transport disruption 
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or change below the sllrf~lce. Due to singlllarities in the solution of the thenl1al­

wave inverse problem, great care must be taken in generating appropriate 

mathematical m()(kls for inverting these signal channels so as to yield reliable 

depth reconstructions of the spatially variant thermal diffusivity of the sample. 

In recent years, several successful attempts have been made to invert these data 

and thus reconstruct arbitrary thennal diffilsivity (or conductivity) depth 

profiles. These unique feature of photothermal and photoacoustic techniques 

allow Ilondestructivc mapping of geometrical, optical, thermal and, where 

applicable, acoustic sample properties [2.10 I]. 

2.5.1 Depth Profiling 

The depth profiling capability of photothermal and photoacoustic methods has 

been mentioned several times in th i s chapter. As far as thin films, 

semicondllcting thin films in particular, are concerned, the key issue is to 

distinguish surface absorption from bulk and interface absorption. This 

problem can bc addressed by recording photothemlal or photoacoustic spectra 

of the sample of interest at two or more modulation frequencies (2.4) or at 

different times after pulsed excitation (2.6). Instead of recording these 

spectra, data can be obtained ~ubsequently by modulating the light source with 

several frequencies at the same time and using Fourier transfonn techniques to 

retrieve amplitudes and phases of the individual frequency components [2.35), 

With pulsed excitation, individual time domain signals can be recorded and 

analyzed to distinguish contributions due to the surface and bulk of the sample. 

From these data then, the location of the absorber can be inferred in analogy to 

the procedure lIsed in Sect. 2.2.4. These methods have been utilized to 

determine, for example, the surface passivation of amorphous silicon films 
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[2.102], to separate volume from interfacial absorption in Ti02/Si02 

multilayered films [2.(03) or to establish the influence of subsurface defects on 

plasma-sprayed coatings [2.104). 

Thenmtl and acoustic waves can be utilized to measure or profile tcmperature­

or pressure-dependent properties of the thin film. Pyroelectric [2.105] and 

piezoelectric properties of thin films can be dctcrmincd readily with these 

techniques. Using time resolved measurements, the depth proiilc of charge or 

field distributions can also be determined. Techniques employing laser 

induced thennal [2. J 06] or pressure pulscs [2.96] arc the standard methods for 

measurements of charge or field distributions in dielectric films [2. J 06], Here, 

the htet that only the excited layer of the sample induces an electrical signal 

and that the excitation sweeps across the sampie is utilized to derive (he depth 

profilc. 

Polymer electrets such as [j-polyvinylidenc fluoride (PVDF) are frequcntly 

used in pyro- and piezoelectric transducers for the detection of radi~ltion 

induced transients. Thc polarization profile in these materials dctcnnines the 

ultimate time resolution of the transducer and serves as an example to highlight 

some of thc differences bctwecn thermal and ultrasonic analysis of a sample. 

The rise time of the signal is fast and excitation from the front and back of the 

film results in almost identical signals. This behavior would be expected for a 

homogeneously poled film. The photothennal response of thick unpoled layer 

shows that onc side of the transduccr has a fast rise time and the polarization 

reaches the bulk value only far away from the surface. 
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For a q u a I i ta t i ve interpretation such as above, photothennal analysis has the 

advantage that for the same spatial resolution a much lowcr time resolution 

suffices. With the bandwidth of commercial electronics limited to 

approximately 6 GHz, and that at very substantial expense, photothennal 

anaiysis might be the method of choice rather than photoacoustic analysis. The 

qualitative interpretation of acoustic signals is, however, straightforward. 

While the pressure pulse traverses the sample, it induccs a signal that is a 

direct measure of the polarization. The depth of rhe sample is directly mapped 

into the time dependence of the observed signal. Since thermal pulses diffuse 

into the sample, the main contribution to the signal is always caused by the 

surface. While the pulse diffuses into the sample, successive layers of the 

sample add tip to this surface signal. The deconvolution of the ohserved signal 

into a depth profile is, however, possible by solving the heat diffusion 

equation for this geometry. A number of algorithms have been developed to 

accomplish this deconvolution [2.107), 

2.5.2 Imaging 

Maps of the geometrical, optical, thermal and acoustical features can be 

obtained by scanning the excitation across the sample or by using masks to 

illuminate different combinations of pixels subsequently [2.108, 109]. With 

optical spectroscopy being a well-developed technique and with the parallel 

processing of all pixels, i.e., viewing or recording of one complete picture, now 

being state of the art, photothennal and photoacoustic techniques cannot 

compete in the area of geometry and optical imaging. Thermal and acollstical 

images do, however, bring some of their own unique properties to bear. 
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Due to the complicated signal generation process, interpretation of phototh­

enna1 and photoacoustic images can be ambiguous [2.110, Ill]. The capability 

of these microscopes to image subsurface feature" is, however, of considerahle 

technological interest. Defect maps in thin dielectric films [2.112], maps of 

radiation induced defects [2.113} or thickness measurements of Si membranes 

[2.114] represent just a few examples of applications in thin films. The bulk of 

the application is, however, in the area of integrated circuits and thin film 

devices. Two machines have been marketed successfully using either an 

electron beam [2.IIS} or a laser for excitation [2.116], Detection is 

accomplished with an ultrasonic transducer inserted into a modified electron 

microscope or using laser beam detlection. 

At very high resolution, SEM contrast is too poor for any conclusions 10 he 

drawn. The thermal wave picture clearly shows a subsurface fracture in the 

critical gap area of the head. 

A number of applications in the area of semiconductor process technology can 

be found in the literature [144J. With the use of photothennal technologies, 

researchers have recently discovered that because of the rapid diffusion of 

photo excited carriers to the back surface of the sample, depletion conditions 

there can affcct the cntire spatial-lknsity gradient. This has led to the 

emergence of a new, depth-profilometric, photothennal-clectronic 

("thermoelectromc") lifetime imaging technique. The photothermal signal is 

caused by direct coherent IR photon emission from the damaged rcgion at the 

laser modulation frequency, following difTusion of photocarncrs to the spot 

and enhanced recomhination in defect states introduced by the damage. This 

nascent photothermal technology offers unusual sensitivity to the electronic 
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condition of Si wafer surface~; and intermediary bulk regions, which are 

thennally and optically remote to the upper 1-__ m-deep surface region, where 

active device processing occurs. This unique photothennal capability heralds 

the emergence of a potentially powerful diagnostic imaging technology for 

electronic, depth profilomctric defect mapping in process semiconductors. 

The great potential of this imaging technique would justifY considerable ef­

forts being made to improve equipment and interpretation of the images. 

2.6 Miscellaneous Thin Film Applications 

Besides those applications discllssed previously, a number of publications 

have dealt with the photoacoustic or photothem1al detection of surface 

plasll10ns and the use of ferromagnctic resonance phenomena to excite the 

sample selecti vel y. 

2.6.1 Plasmon Detection 

Plasmons are collective oscillations of electrons that have been extensively 

studied with conventional spectroscopic techniques for quite some time. The 

plasmon surface polariton is extremely sensitive to surface roughness a!1d the 

thickness and dielectric constant of the adjacent materials. Using 

conventional cell-microphone techniques to detect the nonradiative decay, it 

\vas possible to demonstrate that the sensitivity of this method is superior to 

conventional attenuated total reflection measurements and that the influence of 

the dye monolayer on the amplitude and width of the resonance was readily 

observed [2.117]. With the same technique, it was shown that radialive and 

nonradiativc deexcitation channels complement each other [2.11 R]. With 
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diffraction gratings on the sample surface, instead of a prism coupler, the 

photothermal detection of plasmons was further enhanced [2.119.2.120]. The 

field enhancement at a silver surface due to resonant surface plasmon 

excitation has been observed [2.121] and the influence of Langmuir-Blodgett 

monolayer assemblies 011 the resonance has been studied in detail [2.I22J. The 

attention in this field has been focused on the properties of silver island films 

[2.123], on the influence of dye overlayers on these island films [2.124] and on 

the optical absorption of small, oblate silver spheroids [2.125]. After 

demonstrating that photoacoustic methods duplicate results obtained with other 

techniques, the field then developed into experiments that provide data that 

cannot be observed with any other spcctroscopic tool. 

2.6.2 Ferromagnetic Resonance 

rerromagnctic resonance, similar to conventional optical spectroscopy, allows 

one to tailor the excitation sllch that only onc layer is excited in a 

photoacoustic or photothermal experimcnt. Optically opaquc layers can be 

penetrated by microwaves and allow the excitation of a selected layer deep in 

the sample. 

At first, microphones were employed to detect the ferromagnetic resonance 

\vith photoacollstic techniques l2.126), photothermal deflectioll was explored 

next [2.127] and the effects of sinusoidal vcrsus square wave modulation of 

the incident microwave power were compared [2.128]. Later magnetic media 

were imaged with these techniques, demonstrating the power of this 

specialized tool for the three-dimensional mapping of (kfects in complex 

layered structures [2.129]. 
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2.7 Conclusion 

Using well-prepared and characterized test samples, photoacoustic and 

photothennal techniques have been able to establish credibility for the 

experimental methods and interpretation of the data. The thennal diffusion 

process makes these techniques unique in that it limits the access to a thin 

layer at the sample surt~lCC. For thin films, however, thermal diffusion poses 

no major problems. It even allows the monitoring of subsurface features and 

the derivation of depth profiles. Due to the complex signal generation and 

detection process, the interpretation of photothennal and photoacoustic data is 

rarely unambiguous. Nevertheless, many of the applications arc becoming es­

tablished and photothermal and photoacoustic-analysis is nowadays able to 

complement conventional thin film analytical tools. 
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Chapter 3 

Photothermal Spectrometer: design and use 

A compact setup which integrates sample displacement stage, as well as the 

probe laser and optics has been described by Charbonnier and enjoys celebrity 

status as a basic setup upon which a large majority of mirage experiments are 

founded. A commercial version exists, as well as numerous "standard" variants 

for different applications. The block is shown here. 

(d) 
(b) 

Figure 3. 1 

The base of the block serves as housing for the HeNe or diode probe laser (a). 

The beam is directed by aluminum mirrors (b), then passes through a glass lens 

(c) which focuses the beam at the eenter of the sample (d), which is positioned 

by the sample holder and stage (e). The beam then passes through an 
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interference (optical notch) filter (f) which rejects stray reflections and is 

directed onto a photodiode position sensor (g), also positioned on an x-y stage. 

The mirage signal is detected by the position sensor (photodiode pair), 

associated to a Lock-in amplifier. 

This set up houses only the probe and detector assembly and does not include 

pump beam, modulator and its accessories. 

We have designed a compact set up which takes care of the above. The main 

components of our transverse PBD set up are 

> Pump beam which produces the RIG in the sample 

> Mechanical chopper which modulate the pump beam 

> A probe laser beam to detect the RIG 

> The sample, whose properties are to be studied and a 

sample cell containing CC14 

> A detector assembly and the associated electronics to 

measure the deflection ·of the signal 

> All of the above mounted on a vibration isolation table 

In addition this set up can operate in manual as well as automated mode. Ali 

the micrometer movements can be motor driven under the control of a 

computer program. 

The finer details of the main components of the transverse PBD set up are 

given below. 

,3.2 
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3.1.1 THE PUMP SOURCE 

The excitation source should be a light source with sufficient power 

density to produce the RIG. We can use a cw laser, a pulsed dye laser or a 

tungsten arc lamp with a monochromator. When a cw laser or an arc lamp is 

used, a mechanical chopper modulates the output. The chopped light beam 

must be focused upon the sample. Usually a laser is used as the pump beam so 

as to permit tight focusing. 

Tn our experiments we used an Nd-YAG laser of wavelength 5320 AO 

with an output power of 25mW and a He-Ne laser of wavelength 6328Ao with 

an output power of 1 Om W, 

3.1.2 THE MECHANICAL CHOPPER 

The pump beam is modulated with a mechanical chopper so as to detect 

the photothennal effect. A variable frequency chopper is used for the purpose. 

When the pump beam is modulated the deflection produced on the probe beam 

is also modulated at the same frequency. 

The optimum range of the chopper frequencies is governed by the 

characteristic time of the sample. An observable signal is obtained for samples 

even at high frequencies like 250 Hz, 

A mechanical chopper which can be used in the range 0-4 K Hz is used 

'as the modulator in this case. 

3.1.3 THE PROBE BEAM SOURCE 

A weak source must be used as the probe beam because it should not 

cause any heating in the sample. 
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In the present case a He-Ne laser of power ImW is used as the probe 

beam. The probe beam is arranged so that it just grazes through the sample 

surface, perpendicular to the pump beam axis. Using a convex lens such that its 

focal spot is at the point where the pump beam is incident on the sample, the 

signal amplitude can be considerably increased. The focal length of the lens 

was 10 cm. Using this lens the pump beam diameter was reduced to .34mm 

from lmm. 

3.1.4 THE SAMPLE CELL 

The sample cell is such that the sample can be placed easily inside it and the 

cell can be rotated for correct alignment. The selection of the coupling medium 

for the sample is to be done with care. The coupling medium should not react 

with the samples and the temperature coefficient of refractive index should be 

large_ Since the temperature coefficient of refractive index (dnldT) for liquids 

is of the order of 10-4 
/ °c ,3 which is of two orders greater than that for air, it 

is advantageous to use liquids as coupling fluid. 

Carbon tetrachloride satisfies the conditions needed for the coupling 

fluid. It is almost transparent in the whole of visible region and it has 

dn = 5 x to -4 / K 
dT 

The sample must be placed in a closed ceIJ, which is usual1y made of 

materials like quartz, so that the probe beam after passing through the cell is 

not absorbed or scattered by the cell wall. By placing the sample in the cell the 

noise due to room vibrations can be reduced to a considerable extend. The 

sample can be easily introduced into the cell containing CCi4 .The cell is 
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placed at an exact position so that the pump and the probe beams fall at the 

correct position. 

Figure 3.2 

3.1.5 THE DETECTOR ASSEMBLY AND SIGNAL MEASUEMENT 
The probe beam passing through the region of varying index of 

refraction gets deflected and is detected using a position sensor. We use a 

bicell detector (EG&G. UV-140. BQ-2) for the purpose. There are two 

photodiodes. which acts as the position sensors. The position sensors convert 

deflection into a varying output voltage depending upon the deflection of the 

beam. 

The best method to recover the signal is to use a lock in amplifier. 

which will help us to recover even feeble signals .The output of the sensor is 

fed into a lock-in amplifier 5 which extracts the signal. The lock-in amplifiers 

locks the center frequency of the narrow band amplifiers to the modulation 

frequency allowing increased narrow banding without the instability normally 

associated with tuned amplifiers. The output of the lock-in amplifier 

(SR830DSP) can be recorded on a strip-chart or x-y recorder. 
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3.1.6 VIBRATION ISOLATION TABLE 

All the above optical components are placed on an optical breadboard 

placed on a vibration free table. The alignment is made carefully and the 

detection is done. 

When Does an Optical System Require a Table or Breadboard? 

A table is desirable for breadboarding an optical system, test or experiment if 

anyone or more of the following conditions exists or is required. 

1. More than one optical path in the setup 

2. Optical path runs in more than one horizontal direction 

3. Vibration isolation is desired 

4. Components are numerous or are relatively massive 

Typical examples of applications where one should use optical tables are listed 

below. 

1. Multiple-path interferometers-Mach-Zehnder, Twyman Green, Michelson. 

Stability of the mirror separation is critical to a fraction of a micron. Vibration 

isolation is also desirable. 

2. Hologaphy. Long-term vibration isolation IS required. Rigidity and 

maintenance of specific separation between components also are required .. 

3.6 



Chapter 3 Photothermal Spectromeler 

Tables for this use usually contain small inner tubes that provide both 

support and vibration isolation. 

3. Research laser systems. The laser mirrors require rigid mounts to ensure 

stable output. Associated devices such as Q-switches, frequency doubling 

crystals, amplifiers, and optical power meters require a stable mounting 

surface. For convenience, components often are mounted at angles to the 

original laser beam path. 

Figure 3.3. Example of a high-quality optical table. This table has pneumatic 

isolation legs, a lower accessory shelf (for mounting a laser) and beam-steering 

mirrors. 

Vibration isolation: Vibrations induced into the surfaces can cause slight but 

significant movement in the table, and consequently the optical components. 

Vibrations can be induced in the table from . t~e floor through the support 

structure by mechanical vibrations or through the air by acoustic disturbances. 

Vibrations are vertical vibrations (where table ends flex up and down) and 

horizontal vibrations (where the table moves lateral1y). Generally, the 

vibrations of concern are relatively low-frequency (less than 100 hertz). In 
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addition, the tabletop itself can vibrate in a number of torsional and bending 

modes. Several of the lower order modes are shown in Figure. 

Figure 3.4 Low-order bending and torsional modes of a unifonn rectangular 

plate. 

Vibrations that result from motion of the laboratory floor usually occur in 

approximately the 5-Hz to 30-Hz range. Modem isolation optical table systems 

usually are suspended on pneumatic legs that are designed to resonate 

mechanically at about 1 Hz when loaded with a tabletop. The mechanical 

resonance is far lower in frequency than typical floor vibrations. So, little 

energy is transferred from the floor to the table surface. 

The pneumatic isolation support system combined with the metal honeycomb 

damping materials make modem optical tables an excel1ent surface on which 

to conduct vibration-sensitive experiment.s. For these reasons-in addition to 

convenience and cost-steel honeycomb table systems with pneumatic 
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supports have replaced solid metal or granite tabletops in most electro-optical 

laboratories. 

hI many applications, excellent vibration isolation isn't needed, but the 

convenience of a mounting -surface and predrilled holes is desired. In such 

cases, optical "breadboards" often are used as a lower-cost altemative to 

honeycomb isolation tables. Figure shows one example of an optical 

breadboard. 

Figure 3.5 A modem optical breadboard 

Like honeycomb isolation tables, these breadboards come in a variety of stock 

and custom sizes and hole patterns. Typical hole patterns are 114-20 holes on 

I-in centers. But, metric holes (usually M6 on 25-mm centers) are also 

available. The breadboard shown in Figure pennits equipment to be "hung off' 

the side using bolts and captive nuts. 

If you need some degree of vibration isolation, you can suspend breadboards 

on finn tabletops with small-diameter inner tubes or sheets of foam rubber. In 

some cases, these "budget" isolation surfaces make sense as a significantly 

lower-cost alternative to pneumatic isolation tables. 
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As discussed earlier, optical tables are susceptible to induced vertical and 

horizontal vibrations. These vibrations are undesirable in applications that 

involve very precise optical alignment systems because they result in relative 

movement between the optical components mounted to the table. 

One can understand vertical vibrations within the table surface by visualizing a 

very small, periodic bending motion, or flexing, in the table-similar to a 

diving board. These vibrations originate as floor or building resonant 

vibrations. They're induced through the table supports. The Jrequencies oJ 

these vibrations typically range Jrom 5 to 30 Hz. 

We can isolate some vibration in a rigid-frame table support by placing rubber 

pads between the table legs and the floor and between the support and the table 

surface. You'll get much more effective isolation by using air pistons in the 

table legs. (See Figure) These pistons actually "float" the tabletop and provide 

isolation from vertical floor vibrations. Vibration-isolation systems are similar 

to a high-frequency cutoff filter, insofar as they pass low-frequency vibrations 

and isolate all frequencies above some design value. Air pistons provide 

vertical isolation Jor frequencies above 5-J 0 Hz, and generally require a source 

of compressed air in the laboratory. 
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Figure 3.6 Air piston for optical table vibration isolation 

TY't)ical determination of the response of a table in each of the three axis 

directions to an induced vibration is using accelerometer, cable and scope as 

shown in Figure. The accelerometer should be in the vertical position (circular 

end facing up), and directly over the approximate center of the tabletop. This 

will now indicate vibration in the vertical axis. 

Figure 3.7 
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Figure 3.8 Analysis of vibration data 

The attempts by other groups in building low coast vibration isolation are 

outlined below. The table consists of three components; a small piece of 

carpet, a small 12-18 inch diameter inner tube, and a metal plate, see figure 

3.9. The carpet should be 

1 {B" Thicl< Steel Plate 
Approximate Size 24" x 24" 

Small Tire Inner Tube 

Carpet 

Figure 3.9 
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large enough so that the inner tube can lay on it without hanging over the 

edge. The inner tube has just enough air for it to be filled but still remain very 

soft. In other words you could squeeze the sides of it together easily. The top 

metal plate is the working area and should be about the same size as the carpet. 

The metal should be thick enough so that it doesn't flex when components are 

placed on it. The plate used is 3116'! thick. If you cannot get a metal plate you 

can substitute 3/4" or thicker plywood, with a thin sheet of metal adhered to 

the top (working) side. 

In another design the interferometer, specimen mount, associated measuring 

and positioning equ!pment, pulser, and other components were installed on a 

heavy, magnetic tabl~lop originally used for hoiographic dt::monstrations. The 

tabletop in tum was supported by four air-iiJIed inner tubes, which damped out 

vibrations as low as about 5 Hz. Tbe resulting anti-vibration table in turn was 

set on a heavy lab bench top supported by four water-filled inner tubes to 

further damp building vibrations. This homemade arrangement was 

inexpensive and very effective in suppressing building vibrations. 

W. C. Bigelow et al at University of Michigan had reasonably good success 

isolating a SEM from building traffic vibrations by setting it on a platform that 

was suported by four inflated inner tubes from garden tractor tires. One could 

probably work out a similar scheme for a light microscope for very little cost 

and effort, using inflatable cushions or smaller inner tubes. 

The table shown below, suspended on the inner tube, is an air Hotation system 

that will settle out vibrations rapidly and can be used successfully in isolating 

3.13 



Chapter 3 Photothermal Spectrometer 

an object and optical components from vibration up to half the wavelength of 

6328A light. 

4"lI"" Sq. 

Lu",hl' 

I •• er Tu •• ·-... .f 

1.1 ... ·PI~ ..... 
":11 4~ Sq. 

/' .. ;. .-
/ / 

Figure 3.10 

~(.> ~::::, Pia« E.drt 
~ AHea.I,.Cf:lneat 

FkIor of HCMlSf',Carace 
orFICD"Iof,aodB.iWt-c, 

Taking al1 this into stock we designed the table with spring, shock absorber 

combination and air tilled rubber tube. The photograph of the home made 

vibration isolation table is shown. 

1.14 



Chapter 3 Photothermal Speclromeler 

Figure 3.11 

The table support was built with 1" MS pipes as shown. The table top was 

initially isolated from floor pick-up using the spring-damper combination on 

all four legs which supports a MS steel top weighing 40 kg. 

Figure 3.12 
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The next level of isolation is provided by three air filled inner tubes which 

supports a simi lar MS top of same dimension but double the thickness 

weighing 80 kg. 

Figure 3.1 3 

An optical bread board supports our compact photothennal spectrometer. 

Figure 3.14 

The table was studied for isolation against nonnal sources of vibration 

in the lab. The results are also shown. 
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Figure 3.17 Instance of a chair dragged on the floor ofthe lab 
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Figure 3.18 Instance of outer door opening, a person peeping through 

inner door and outer door dosing 
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stopping and receding 
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3.2 RESULTS AND DISCUSSIONS 

The samples analysed were 

Photothermal Speclrometer 

• CulnSe2 samp\cs prepared usmg Chemical Bath Deposition 

Technique 

• In2S3 prepared using Chemical Spray Pyrolysis Technique 

• CuInS2 samples prepared using Chemical Spray Pyrolysis 

Technique 

• Cll Rubber with EPOM 

• Poly Urethane with various fillers 

• He+ implanted CdS 

3.2.1 Culnse2 

Copper Indimn di Selenide is a tcrnary chalcopyrite compound with an ideal 

PV bangap of 1 ev. Solar cells made of them have reported cfficiencies greater 

than 17%. CBO is a simple technique for the deposition of large area solar 

cells These CuInSe2 samples were prepared using Chemical Bath deposition 

techniques. The samples were prepared at room temperature at a pH value of 

6.5 with citrate as the compJexing agent for Copper and Indium and sodium 

selenosulphite. By varying the Indium ratio from 7.5 ml to 10ml, 15 ml, 20 ml, 

25 ml and 30 ml samples labeled C[S I - CIS 7 ",,'ere obtained. Thc volume of 
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Fig 3.21 PTD amplitude vs frequency of various CIS samples 

copper citrate and sodium selenosulphite was kept constant at 7.5 ml and 20 ml 

respectively. 
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The thermal diffusivity variation from sample to sample was calculated from 

the theoretical fit as tabulated below 

Sample Thennal diffusivity ~, 
V~nal!;.,. & O· LA.-· 

CIS 2 1.35 

CIS 3 1.528 

CIS 5 1.68 

CIS 6 2.2 

CIS 7 2.4 

3.2.2 In2S3 thin films 

In2S3 is one of the numerous compounds in the In-S phase system [3.1]. Three 

well defined modifications of In2S3 have been reported in the literature. The 

cubic a-form [3.2] is stable above 693 K and crystallizes in the defect spinet 

structure (a = 10.77 A). The stable room temperature phase is p-In2S3 [3.3]. A 

third modification (y-In2S3) with trigonal symmetry has been reported above 

1047 K [3.4]. 

It belongs to the Ill-VI compounds, is a wide band gap semiconductor 

with high photoconductive and luminescent properties. Thus the material finds 

its application as buffer layer in solar cells. Eventhough CdS is very efficient 

in achieving promising cells, it is undesirable from the point of view of 

environmental safety. Moreover a wider band gap material than CdS can 

reduce optical absorption losses at short wavelengths. 
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The physical propenies and structure of indium sulfide [Fig. 3.22] thin 

films are given below. Indium atoms are in red colour and sulfur in blue 

colour. 

Structure 

Colour 

Appearance 

Melting Point 

Density 

Lattice Parameters 

: Tetragonal 

: Yellow 

: Crystalline solid 

: 1050°C 

: 4450 kg/m' 

: a ~ b ~ 7.6 19 A and c ~ 32.329 A 

Fig. 3.22 structure of in diu m sulfide 

The crystal structure of indium sulfide has been studied by Hahn et al [3 .2] 

who ascribed to it the cubic structure of a disordered cation deficient spine!. C. 

l. X Rooymans [3 .3] found that some "extra lines" in the X-Ray diagram were 

conclusive evidence indicating that InzS3 was in fact tetragonal . The tetragonal 

unit cell is fonned by the superposition of three spinel blocks, a four-fold 

screw axis appears as the result of indium vacancy ordering. 
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Chemical Spray Pyrolysis is a simple and low cost method for the fabrication 

of In2S3 thin films. In the present case photoconductive p-Indium sulfide thin 

films were prepared using Chemical Spray Pyrolysis (CSP) technique at 

different substrate temperatures and various indium to sulfur ratios. The 

knowledge of variation of photosensitivity of this material with deposition, 

structural or stoichiometric parameters are very much essential for photovoltaic 

device application. It is to be specifically noted that in CSP technique, it is 

comparatively easy to make variation in stoichiometry of the sample. A 

detailed study on the structural, compositional, optical and electrical properties 

was done on these films. 

Experimental Details 

Experimental set-up for the deposition is schematically shown in Fig. 3.23 

Cleaned glass slides were placed on a thick iron block (ISx 9xl cm3), which 

can be heated to the required temperature with a controlled heater. 

Temperature of substrate holder was measured using a digital thermometer 

(Thermis, series 4000) and temperature control was achieved using a variable 

transformer. Sprat head and heater with substrate are kept inside a chamber 

provided with a n exhaust fan for removing gaseous by- products and vapour 

of the solvent (here water). During spray, temperature of substrate was kept 

constant with an accuracy of ± 5°C. Pressure of carrier gas was noted using a 

manometer and was kept at 90 ± O.S cm of Hg. Spray rate was 20 ml/min., and 

distance between spray head and substrate was ~ IS cm. In order to get 

uniform composition and thickness, spray head was moved to either side 

manually with uniform speed. 
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In2S3 thin films were deposited o~er glass substrates (37x 12x lA mm3) from 

aqueous solutions of indium chloride (InCh) and thio-urea (CS(NH2)2) using 

compressed air as carrier gas. Thiourea was chosen as the source of sulfur ions 

in spray solution because it avoids precipitation of metallic suI fides and 

hydroxides since it form complexes with indium ions easily [3.5]. Aqueous 

solutions of these salts were prepared in distilled water. lndium to sulfur ratio 

in the solution was varied by varying the molar concentration of InCh and CS 

(NH2h. Total volume of the solution sprayed was 400 ml in all cases. Samples 

were prepared at different substrate temperatures in the range 150°C to 380°C 

with an accuracy of ±5°C keeping In/S ratio at 2/3. Then the molar 

concentration of sulfur in the solution was varied by keeping the indium 

concentration at 2 so that In/S ratio varied from 2/1 to 2/8. For this, molarity of 

indium chloride was kept at 0.025 M and that of thiourea was varied. Later 

keeping the sulfur concentration at 3, 6 and 8, concentration of indium was 

varied from 1.2 to 2.5 with the aim of studying the variation in photoresponse 

of the sample. In all these cases substrate temperature was kept at 300°C. 
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Fig. 3.23 Experimental set-up for spray pyrolysis system 

FOImation of In2S3 results from the chemical reaction: 

Samples having various thicknesses were also prepared by varying the total 

volume of the solution sprayed as 400 ml, 600 ml, 800 rnl and 1000 ml. 

Thickness of the films prepared at 300°C was found to be 1 pm from Stylus 

measurement 

Variation of Thickness 

Thickness of the indium sulfide thin films was varied by varying the total 

volume of the solution sprayed. Volume of the solution was varied as 400 Illl, 

600 ml, 800 ml and 1000 ml. For this the molarity of InCh solution was kept at 
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0.025 M and that of thiourea was kept at 0.0375 M so that the InlS ratio 

becomes 2/3. 

Thicknesses of the samples were measured using stylus method. 

Volume of the solution (m]) Thickness (~m) 

400 1 

600 2.05 

800 

2.11 2.42 

from PTD 

I 1000 4.1 L __ 
Transmission spectra were taken in the wavelength range 450-2500 nm_ The 

percer:iagc of transmittance decreased from ~ 80% to ~ 40% on increasing the 

thickness of the films. The variation in transmittance for different volume of 

the soiution sprayed is shown in Fig.3.24. 

Fig. 3.24 Variation in transmittance for various volumes of the solution 

sprayed 
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In2S) samples of different thickness were analysed using both He-Ne laser and 

Nd-YAG laser. The thennal diffusivity of the sample was found out. The 

samples sprayed with 400ml solution was known to have a thickness of one 

micron. Experiments were perfonned using Nd-Y AG laser on four samples 

sprayed with 40OmI, 600ml, 800ml and IOOOml of the solution. The deflection 

amplitude showed c1ear variation with thickness and using this technique it 

could be inferred that the thickness increased with the amount of the solution 

sprayed. 

DETERMINATION OF THERMAL DIFFUSIVITY 

The sample was scanned along the pump beam profile and the phase was 

recorded from the lock-in amplifier. The plot of phase versus nonna) offset 

was made (Fig 3.25a and b). The slope of the graph was found whose 

reciprocal gives the characteristic length. This will be equal to the thennal 

diffusion length for high diffusivity samples. 

l~ --- -

. slope !if 

The diffusivity of the In2S) was found out to he 0.196 cm1s· I
. This is equal to 

the thennal diffusivity value found in literature. 
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DEPENDENCE OF DEFLECTION AMPLITUDE ON FILM THICKNESS 

The In2S3 samples were irradiated using Nd-Y AG laser and the deflection 

amplitude was noted by increasing the chopping frequency. The deflection 

amp1itude was different for the four samples and the deflection amplitude of 
.~ 

sample sprayed with 1000ml solution was found to be the highest Fig ./ As the 
"­

thickness is increased, the amount of energy absorbed by the sample increases 

and therefore photothermal generation and thus the deflection signal amplitude 

also increases. As the deflection amplitude depends on the film thickness this 

method can be used to check the uniformity of the sample thickness. 

The experiment was repeated for two samples (sprayed with 400ml and 80OmI) 

using He-Ne laser and we obtained the same result. 

DEPENDENCE OF DEFLECTION AMPLITUDE ON FREQUENCY 

As the frequency is increased the deflection amplitude falls off exponentially 

Fig 3.26 a to c . After a particular frequency the change in deflection amplitude 

is negligible. The signals obtained were as expected. 

As explained in chapter 2, the deflection amplitude becomes a constant when 

the film thickness becomes equal to the thermal diffusion length. The thennal 

diffusion lengths were calculated for the frequencies corresponding to the point 

where the deflection amplitude was a minimum. This value would be equal to 

the film thickness. 

3.30 



Chapter 3 

~ .30 

~ 0 .2 5 

~ Q .2 C 

o .1 5 
E 

c: 0 .1 0 
o 

~ 

" 0 . ~ 5 

o 0.00 

• 

\ 
\\~ 

!nS-400m! 
loS-500m! 
InS-aOOm! 
InS-l OOOan I 

Photothermal Spectrometer 

,~. ------'------' .................. > •• tLI....1....L ...... ............... 

I I I 

40 r. 0 BG 100 120 140 

Frequency(!) 

Fig 3.26{ a) Deflection amplitude dependence on frequency 

~ :: I 
3.0 

~ 2 5 

E 2.0 

Cl.5 
.~ 

" 1.0 

0.5 

0.0 

.---.. ---_·_-·-------1 
• 

11 

i 
i 

\ 
I 

\ 
\ • \ -, ., 

InS-400ml I 
fI e-N e laser , 

f=62.6635Hz I 
I 
I 

i 
I .. ~ . . " -.-.-.~ ..... , ... , ... , ....... -., .. . I 

o 20 40 60 80 11/0 120 140 160 

Frequency(!) 

Fig 326( b) Deflection amplitude dependence on frequency 

331 



Chapter 3 

0.4 

~ 0.3 
III 
o 
~ 
~ 
~ 0.2 

§ 
~ 
tt; 0.1 
o 

0.0 

i • .. 

• 
\ 

InS-800ml 
H&-Ne laser 
1=25.69 Hz 

Photothermal Spectrometer 

• 
\ .•.. - ... -.-.-.-------.......... . .-.-.-.-.-

o 20 40 60 80 100 120 140 160 180 

FREQUENCY,/) 

Fig 3.26 (c) Deflection amplitude Vs frequency (He-Ne laser) 

The thickness ofIn2S3-400ml was known to be about 1 micron. The ratIo of the 

thennal diffusion lengths of In2S3-800ml to In2S3-40Oml was found to be 2.42 

Thus the method can be used to compare the film thickness directly, if the 

value of one film is known we can determine the thickness of other samples. 

3.2.3 CuInS2 thin films 

CuInS is a promising material for photovoltaic application due to its optimum 
2 

direct and gap of 1.5eV, ease of type c.onversion and nontoxic constituents. It 

has been successfully used to fabricate both homojunction and hetrojunction 

devices. with appreciable conversion efficiencies. 
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The structure [Fig.3.27] and physical properties of copper indium sulfide thin 

film s are given below. 

Os 
.",,0. 

Oc. 

} A" 
r. 

Fig.3.27 The tetragonal chalcopyrite structure ofCulnS2 

Structure 

Colour 

: Tetragonal cha!copyrite 

Melting Temperature : 1000 - 1050°C 

Density : 4739 kg/m3 

Lattice Parameters : a = b= 5.52 A and c = 

11.1 3 A 

The main function of this component is to absorb light and to convert its 

electromagnetic energy into the energy of electron-hole pairs. This last energy 

is of a chemical nature [3 .6] . CuinS2 possesses several exceptional material 

properties, which make it potentially well suited fo r photovoltaic appl ications. 

The energy gap of the absorbing material should match the spectral region 
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where the cell is expected to operate. CuInS2 is having a direct band gap of 1.5 

e V, which is the optimum value for solar energy conversion. The optical 

absorption coefficient of the absorber material has to be high in order to absorb 

most of the illumination energy within the thin layer. Indirect semiconductors, 

where the energy gap for indirect transitions is smaller than the energy gap for 

the direct ones, usually show too small optical absorption and require a 

complicated light-trapping scheme. Typical chalcopyrite semiconductors for 

solar cell applications like CuInSe2 and CulnS2 (CIS) are direct 

semiconductors, so that large absorption coefficients can be achieved here. 

This material can be prepared both m p-type and n-type form so that 

homojunction is possible. Messe et al predicted theoretical efficiencies 

between 27% and 32% for the CuInS2 homojunction and this is the highest 

figure for any photovoltaic device [3.7]. 

Chemical Spray Pyrolysis (CSP) is a cost effective method by which uniform 

polycrystalline CuInS thin films can be deposited over a large area. As CU/In 
2 

ratio as well as S/Cu ratio in the film directly depends on the concentration of 

CuCI ,InCI and thiourea in the spray solution, one can easily control the 
2 3 

stoichometry of the sample using this technique . CuInS thin films were 
2 

deposited using chemical spray pyrolysis method on glass substrates. 

Experin:ental setup that has been used for deposition is schematically shown in 

the Hg 3.2:.s:::1eaned glass slides are placed on a base plate with heater rods 
' .... - .... ~.-

embedded in it to facilitate heating. The substrate temperature is maintained 

with the help of a feedback circuit that controlles the heat supply. Temperature 

of the substrate can be varied from room temperature to 732K. Spray head and 
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the heater with substrate are kept inside a chamber provided with an exhaust 

fan for removing gaseous byproducts and vapors of solvent. During spray, 

temperature of substrate is kept constant with an accuracy of ± 5K. The carrier 

gas and the solution are fed into the spray nozzle at predetermined and constant 

pressure and flmv rate. Large area unifonn coverage of the substrate is affected 

by scanning spray head employing electromechanical arrangements. In this 

work CulnS
2 

thin film samples of varying thickness is studied. Thickness is 

varied by varying the volume of solution sprayed. The flow rate is kept a 

constant at 1 mllmin a!ld time of spraying j~ varied producing films of different 

thkkness. Films are prepared using 20ml, 30mt, 40mi and 60ml volume of 

soiutioil.S~Jies 'Nere c<Hried out on CulnS2 samples prepared with 20ml, 

3(111), 40mi <1nd 60ml S(;lu~i()p' using Automared spray pyrolysis technique. The 

variation in Thicknc3s, i\.lobi!ity and Thermal diffusivity of each sample was 

analyzed and the re~Hlts are discussed below. 

ANALYSIS OF THICKNESS 

The Thickness was measured for different samples and was found to increase 

with increase in volume of the spray solution taken. A linear variation was 

found between the volume of sprayed solution and thickness as shown in Fig 

3.28. The highest value of thickness was for sample prepared by spraying 60 

ml solution (0.33 )lm) and lowest thickness was for sample prepared from 20 

ml solution (0. 14)lm). The value of thicknesses measured was in agreement 

with the values obtained using standard stylus measurement. 
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ANAL YSIS OF MOBILITY 

Mobilitv of CulnS thin films with different thickness were calculated using 
-' 2 

PTn method. It was seen that mobility increased with increase in volume of 

spray, from 20ml to 30ml . But interestingly mobility calculated for sample 

sprayed using 40 ml showed a decrease. The variation in mobility with volume 

of spray is shown in Fig 3.29. From XRD analysis as shown in Fig 3.30 a and 

b it was observed that this sample was having better crystallinity. The decrease 

in mobility may be attributed to the increase in surface roughness of the sample 

which may be due to the scattering of charge carriers. It was observed that 

films deposited with volume of solution greater than 40ml were highly porous. 

Mobility of sample prepared using 60 ml solution showed a sharp increase 

compared to other samples. This can be due to the difference in the preparation 

method of the sample. We had used multiple spray technique in preparing the 

sample in which CulnS is deposited in 2 layers. During the preparation of the 
2 

sample, at first a 40 ml solution was sprayed and annealed for half an hour and 

was allowed to cool, and over that a film was deposited by spraying 20 ml 

solution. The reported values of mobility measured by Hall method were found 

to be comparable with our measurements. 

ANALYSIS OF THERMAL DIFFUSIVITY 

Thermal diffusivity of CuInS samples was studied for various volumes of 
2 

sprayed solution. The plot for variation in thermal diffusivity with volume of 

spray is shown in Fig 3.31. 
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Fig 3.30 a XRD pattern for samples prepared using single spray. 
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Fig 331 : Variation in Thermal diffusivity with volume of spray 
solution 

Volume of solution Mobility Thermal 
sprayed(ml) 2 Diffusivity (cm Ns) 2 

(cm Is) 
20 1.682 0.004 

30 1.730 0.013 

40 1.409 0.009 

60 3.809 0.018 

Comparison of Mobility and Thermal diffusivity for different samples 
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Volume of solution Thickness measured Thickness measured by 
sprayed (ml) by PTO (~m) Stylus (~m) 

20 0.145 0.13 

30 0.19 0.18 

40 0.23 0.23 

60 0.33 -

Comparison between thicknesses measured using PTO and stylus probe 
for different samples 

Photothermal deflection spectroscopy can be used an efficient tool for the 

detennination of the thickness of thin films .The nondestructive, highly 

sensitive and contactless PBD technique can be used to decide the quality of 

thin films prepared by different methods such as chemical bath deposition, 

spray pyrolysis, and vacuum evaporation method. Based on the principle of 

optical beam deflection, transport parameters- thermal diffusivity and mobility 

of CulnS2 thin films has been measured using Photothennal deflection 

technique. Its use as an effici.ent tool for the detennination of thickness of thin 

films has been successfully demonstrated by this work. The thickness of 

CulnS2 films deposited using the automated spray pyrolysis unit has been 

characterized. A linear dependence between the thickness of the film deposited 

and volume of sprayed solution has been realized. Thus dual beam PTO offers 

a novel means of characterizing thin films . 

. 3.40 



Chapter 3 Photothermal Spectrometer 

3.2.4 Rubbers 

This group includes those materials in the Class A designation (no requirement 

regarding volume swell due to oil) and Types A and B designations (for 

continuous use not exceeding 70 and 100 DC). 

Natural rubber (NR, AA): The commercial base for natural rubber is latex, a 

milklike serum, generated by the tropical tree, Hevea Brasiliensis. The latex is 

collected in much the same fashion as maple sap. However, latex should not be 

confused with the sap of the tree. Latex is secreted in the inner bark of the tree, 

and a tree can be severely harmed if a tapping cut is deep enough to draw sap 

as wen as latex. Naturally occurring latex is a dispersion of rubber in an 

;lql;COUS s,;mm containing various inorganic and organic substances. The 

rubber precipitated out of this solution can be characterized as a coherent 

elastic solid. 

All other rubbers should be measured against natural rubber. For centuries it 

was the only rubber available, and it was used extensively, even before the 

discovery of vulcanization in 1839. 

Synthetic rubbers have been developed either by accident or as the result of 

pressures of political upheaval or wartime restrictions and consequent 

unavailability of the natural product. However, no synthetic material has yet 

equaled the overall engineering characteristics and consequent wide latitude Of 

application available with NR. 

As with other rubbers, many grades and types of NR are available, produced 

by varying impurity levels, col1ection methods, and processing techniques. 

Natural rubber is generally considered to be the best of the general-purpose 
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rubbers -- those having properties and characteristics suitable for broad 

engineering applications. Compounds can be produced over a wider stiffness 

range with natural rubber than with any other material. Natural rubber is often 

the best choice for most applications except where an extreme performance or 

exposure requirement dictates the use of a special-purpose rubber, often at 

som~ sacrifice of other, less-critical characteristics. 

Natural rubber has a large deformability capacity. This, coupled with its ability 

to strain crystallize, gives it added strength while deformed. Its high resilience, 

which is responsible for a very low heat buildup in flexing, makes NR a prime 

candidate for shock and severe dynamic loads. Thus, in applications where 

properties such as flexure, cut resistance, abrasion resistance, and general 

endurance would be adversely affected by heat in less-resilient rubbers, NR is 

recommended because of its low heat buildup. 

NR also has low compression set and stress relaxation; these characteristics 

favor its application in sealing devices where maintenance of sealing forces 

and the surface conformability of high-quality soft stocks are important. 

Further advantages are excellent green (uncured) strength, building tack, and 

general processing characteristics. 

Natural rubber does have some shortcomings. The useful service temperature 

o~ NR ranges generally from -65 to (in special cases) 250°F. Other drawbacks 

of NR such as poor oil, oxidation, and ozone resistance can be minimized, 

either by proper design accommodation and/or by compounding. Degradation 

from such environments are essentially surface effects that can be tolerated or 

minimized by using thicker cross sections, by shielding, or by adding 

antioxidants and antiozonants. 
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Natural rubber can often be the first choice for many high-perfonnance 

applications if it can be made to survive in the service environment. It remains 

the best choice for tires, shock mounts and other energy absorbers, seals, 

i~olators, couplings, bearings, springs, and dynamic applications. 

SynthetiC natural rubber (IR; AA): The synthetic rubber that is closest to 

duplicating tI-)e chemical composition of natural rubber is synthetic 

polyisoprene. It shares with natural rubber the properties of good uncured tack, 

high unreinforced strength, good abrasion resistance, and those characteristics 

that provide good perfonnance in dynamic applications. However, because of 

5cme of the inherent impurities in the natural product that affect vulcanization 

characteristics in a positive fashion, natural mbber scores somewhat better on 

overall ratings. 

A significant disadvantage of IR is its lack of green strength. lR can be used 

interchangeably for natural rubber in all but the most demanding appiications. 

Specific product applications are about the same as those for natural rubber. 

Sty.rene butadiene (SBR; AA, BA): This material emerged as a high-volume 

substitute for NR during World War Il because of its suitability for use in tires. 

Despite the fact that the basic feedstock for SBR is crude oil, it has remained 

competitive in cost because of the extensive production capacity for SBR in 

the V.S. 

SBR continues to be used in many applications. where it replaced NR, even 

though it does not have the overall versatility of natural rubber and the other 

general-purpose materials. For most applications, SBR must be reinforced 
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(hence, stock are stiffer) to have acceptable tensile strength, tear resistance, 

and general durability. SBR is significantly less resilient than NR, so it has 

higher heat buildup on flexing. Further, it does not have the processing and 

fabricating qualities ofNR, lacking both green strength and building tack. 

An important reason for the continued high volume use of SBR is that it did a 

creditable job in passenger car tires, having good abrasion resistance and 

general durability. Recently that picture has changed, however, because of the 

greater need for the green strength and building tack of natural rubber in radial 

tires and for the better low-temperature flexibility of natural rubber for snow 

tires. High-performance tires, such as for trucks and aircraft, have always been 

made from natural rubber if it was available. 

Polybutadiene (BR; AA): This general-purpose, crude-oil-based rubber is 

even more resilient than natural rubber. It was the material that made the solid 

golf ban possible. It is also superior to natural rubber in low-temperature 

flexibility and in having less dynamic heat buildup. However, it lacks the 

toughness, durability, and cut-growth resistance of NR. It can be used as a 

blend in natural rubber or SBR to improve their low-temperature flexibility. 

Sincones have superior low-temperature flexibility, but this is achieved at a 

much higher price and at a sacrifice in other properties such as tensile strength, 

tear resistance, and general durability. 

A large volume of polybutadiene is used in blends with other polymers to 

enhance their resilience and reduce heat buildup. 1t is also used in products 
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requiring high resiliency over a broad temperature range such as industrial tires 

and vibration mounts. 

Butyl (HR, CllR, AA, BA): The two types of rubber in this category are both 

based on crude oil. The first is polyisobuty!ene with an occasional isoprene 

unit inserted in the polymer chain to enhance vulcanization characteristics. Th~ 

second is the same, except that chlorine is added (approximately 1.2% by 

weight), resulting in greater vulcanization flexibility and cure compatibility 

with general-purpose mbbers. 

Butyl rubbers have outstanding impermeability to gases and excellent 

oxidation and ozone resistance. The chemical inertness is further reflected in 

lack of molecuiar-weight breakdown during processing, thus pennitting the use 

of hot-mixing techniques for better polymer/fiiler interaction. 

Flex, tear, and abrasion resistance approach those of natural rubber, and 

moderate-strength (2,000 psi) unreinforced compounds can be made at a 

competitive cost. Butyls lack the toug.lmess and durability, however, of some 

of the genera1-purpose rubbers. 

The attribute responsible for the high-volume use of butyl rubber in automotive 

inner tubes and tubeless tire inter}iners is its excellent impermeability ro air. 

Butyls are also used in belting, steam hose, curing bladders, O-rings, shock and 

vibration products, structural caulks and sealants, water-barrier applications, 

roof coatings, and gas-metering diaphragms. 
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Ethylene propylene (EPR, EPDM; AA, BA, CA): Like the butyls, the EP 

rubbers are of two types. One is a fully saturated (chemically inert) copolymer 

of ethylene and propylene (EPR); the other (EPDM) is the same as this plus a 

third polymer building block (diene monomer) attached to the side of the 

chain. EPDM is chemically reactive and is capable of sulfur vulcanization. The 

copolymer must be cured with peroxide. 

Physical properties of EPR and EPDM are not as good as those obtainable with 

NR. However, property retention is better than that ofNR on exposure to heat, 

oxidation, or ozone. Bonding is somewhat more difficult, especially with EPR. 

These materials have broad resistance to chemicals but not to oils and other 

hydrocarbon fluids. Electrical properties are good. 

Typical applications are automotive hose; body mounts and pads; a-rings; 

conveyor belting; wire and cable insulation and jacketing; window channeling; 

and other products requiring resistance to weathering. EPDM sheeting, either 

unsupported or reinforced, is used in roofing and as liners for water 

conservation and pollution-control systems. 

Photothermal studies were carried out on CIIR / EP samples with varying EP 

content on its impact on the thermal properties. The results are shown below in 

Figures 3.32 and 3.33 
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3.2.5 Poly Urethane with fillers 

Effect of addition of fillers on the thermal properties of Poly Urethane studied 

with Photothermal Spectrometer. 

Sample details 

The sample used for this measurement was from a composition which was 

developed for encapsulating/potting heat generating devices. Polyurethane 

prepared from Empeyol splOl and MOl Cosmonate LK from Manali 

petrochemicals • Chennai was used as the polymer matrix. The thennal 

conductivity ofPU was enhanced by addition offillers[ Fig 3.34]. 

Preparation of sample 

The n:quir~d amf)tlnt of SP 10 1 and Cosmonate LK were weighed outin the 

ratio (100 : 30) to prepare samples. This was mixed thoroughly and filler was 

aJded immediately. Stirring wa:; continued till the filler got dispersed in the 

polymer. Entrapped air was removed by applying vacuum. The mixture is then 

poured into mould for casting samples. The samples were removed after 24 

hours. 
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Sample sample Id Thermal diffusivitytx10·6m2/s1 

PolyUrethaneJPU) 1a 0.00113 

PU+Mica 2a 0.02561 

PU+BN(1g} 3a 0.2951 

PU+BN(0.1 g) 4a 0.1112 

PU+Zn0(1g} 5a 0.0313 

PU+BN(0.5)+Mica(0.5) 6a 0.0503 

PU+BN(0.5)+Silica(0.5} 7a 0.3513 

PU+Silica(1g-ppt) 8a 0.2879 

PU+BN(O.1}+ ZnO(0.9) 9a 0.4115 

PU+BN(0.1)+AI203(0.9) 10a 0.09034 

PU+AI203(1g} 11a 0.1122 

PU+Silica(l9.-Ultrafine} 12a 0.0615 

PU+BN+ZnO(2.5} 13a 0.0485 
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Figure 3.34 Variation in thermal property due to filler addition 

Thus it was proved that the synergy of fillers yielded a low cost alternative to 
Boron Nitride with the addition of ZnO Addition of 0.1 gm of BN to 0.9 gm 
of ZnO yielded the sample with thennal diffusivity higher than that of BN 
alone, 
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3.2.6 H.,.. implanted CdS 

Cadmium sulfide had long been used widely in opto electronics and 

microelectronics due to its good optical and electrical properties. Pure and 

doped monocrystals and thin layers of this material are often used in 

photoconducting, photovoltaic and optoelectronic devices [3.8]. CdS is well 

known for its tendency to fonn nonstoichiometic compound. having excess 

cadmium. leading to n-type conductivity. The kind and number of defects and 

hence the electric, optical and luminescent properties of the material depend on 

the technique of sample preparation and its thennal history [3.9]. Thin films of 

CdS have been prepared by several techniques such as sputtering [3.10). 

evaporation [3.11]. serigraphy [3.12], chemical vapor deposition [3.13], 

chemical spray pyrolsis [3.14] and chemical bath deposition 3.15, 16). 

Production of large surface area CdS thin films by easy and low cost 

techniques for industrial use is of great importance. Chemical spray pyrolysis 

method has proved to be a reliable technique for this [3.17-20] 

He+ ion implantation in CdS thin fIlm samples 

Cu was deposited using vacuum evaporation technique, at pressure of 10-5 tOrT 

over a masked area on "Type I" sample as shown below. 

:=~~;::==~) Cu 1il)'ec(~25run) CdS layer (-1pm) 

I>' SnOz (--o.5pm) 

Sllbslnte (Glass) 

He+ ions were also implanted in this sample, using a low energy accelerator (1-

15 Sames 150 kV accelerator) for various accelerating voltages from 60 keY, 

80 keY, 100 keY and 120 keY maintaining a constant dosage of 5xlOl6 He+ 
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ions/cm2. Beam current was maintained around 0.5 to 0.8 JlA, to avoid heating 

effect during ion implantation. Implantation was carried out at room 

temperature in vacuum (l0-5 tOIT). The idea of increasing the acceleration 

energy of the ions is to penetrate deeper into the material. 

The proposed structure of an ion-implanted semiconductor wafer is 

schematically presented in Fig 3.35. A three-layer structure is assumed: a 

surface layer, an ion-implanted layer, and a substrate layer. The surface layer 

represents a region traversed by the implanted ions. The ions do not reside 

within this region. The thickness of this upper layer depends on the 

implantation species and energy The second region represents the implanted 

layer where damage is maximum. The thicJ.mess of ·this implanted layer 

depends on both the implantation energy and the implantation dose. For a 

given species, the thickness 'is mainly controlled by the implantation energy. 

For a given energy the thickness increases with increasing implantation dose. 

The third region is the remaining wafer and features transport and optical 

properties similar to the intact bulk wafer. The thicknesses of the three layers 

are denoted as Ll ,L2 , and L3 , respectively. 
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laserbeem 

Fig 3.35 Proposed 3 layer model of Ion implanted CdS 
Since the actual damage profile in the substrate material is a continuously 

inhomogeneous region of compromised integrity above a crystalline substrate 

rather than regions with distinct boundaries, the optical and electrical 

properties, as well as the thickness, of the second layer in the assumed model 

represent weighted averages over the region affected by implantation. When 

the thickness of the damaged layer is smaH relative to the carrier diffusion 

length in the material the actual inhomogeneous layer can be expected to have 

effects on the carrier density wave, and consequently the signal, similar to that 

of a discrete homogeneous damaged layer with transport properties t~at are a 

weighted average of the actual property profile and the assumed layer 

thickness. 

Similarly, when the thickness of the damaged region is small relative to the 

optical absorption depth of the excitation source the influence of the actual 

damage profile on the optical intensity as a function of the depth can be 

expected to be similar to that of a homogeneous layer with optical properties 

detennined by some average of the actual optical property profile and the 

assumed layer thickness. 
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Sample structure 

Slightly 
damaged 

Highly damaged 

[Various energies 

LI(~m) L2(~m) 

~keY .21 .83 

80 keY .35 .65 

100 keY 5 51 

120 keY .72 .3 

[Various dosages 

4l~/Q..n,l- L1 (~m) L2(~m) 

IxlO '" 04 0.3 

IxlO'o 0.3 0.3 

IxlO 0.6 043 

Photothermal Spectrometer 

Slightly 
damaged 

f-3(~) 

p.5 

ps 
p.5 

p.5 

f-3(~m) 

p5 

p5 

P4 

Photothennal studies on He+ implanted CdS on the damage model yielded the 

damage distribution as given in table above. Attempts to arrive at appropriate 

theoretical model are on at this point of time. 
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This work was started with the financial support from DST vide a project 

under SERC scheme. 

"Some of the significant and interesting results obtained in ongoing projects 

were as foHows 

o A Photothermal Deflection Spectroscopy (PDS) syst~m to. record 

absorption spectrum in the range 400nm to 2200nm has. been set up at 

the Cochin University of Science and· Technology, Kochi. Several 

samples of ion implanted and amorphous semiconductors have been 

studied. 
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Chapter 4 

Lock in Detection 

4.1 Why locl{ in detection? 
There are many instances in scientific measurement when we are looking for a 

small signal that is often embedded in large amounts of background andlor 

noise. The situation is especially bad when the signals are constant in time, 

because lIf noise becomes very important at low frequencies. To improve the 

ability to measure small signals, one of the most important solutions is to 

modulate the signal in some way. If the desired signal depends on specific 

variabies, then by modulating these variables (intensity, voltage, etc) and 

iockng for the resulting change in signal, the signal-to-noise rmio can be 

improved. 

In a spcctroscopy experiment looking at fluorescence, for example, one could 

modulate the intensity of light impinging on the sample, the wavelength of 

excitation, or the polarization of light (if you expect the signal to be 

polarization dependent, such as spectroscopy at a surface or interlace). In an 

electrical measurement of current, one could modulate the applied voltage. 

There are many quantities that can be varied to produce a modulation of the 

signal one is looking for. The essential point is that by modulating one of these 

quantities 3S a function of time (at a specific frequency), one can put the 

desired signal at that frequency, weB away from important noise sources 

(such as tlf noise, electrical noise, etc.). It is then possible to extract the 

desired signal from the "noise" by using a variety of filtering techniques. The 

most important of these is the use of "synchronous demodulation", which is a 
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way of measuring the component of signal that is synchr(lnized in frequency 

and phase with a reference signal. Synchronous demodulation is often tenns 

"phase-sensitive" detection and is often accomplished with a "lock-in" 

amplifier. 

The modulation of an experimental quantity can be accomplished in a number 

of ways. The simplest method is to modulate the amplitude of a signal, which 

is generically referred to as "amplitude modulation". For slowly-varying 

signals, the modulation can consist of a number of methods. These include: 

a) Modulation the intensity of light using a mechanical chopper or other 

device, 

b) Modulating an applied vo1tage, as in impedance spectroscopy measurements 

In effect, the application of a modulation can be thought of in two different 

regimes: one a "small-amplitude" modulation and the other a "large-scale" 

modulation. 

The second approach to modulation is to use large-amplitude modulation. In 

which a signal is essentially modulated between an "off' state and an "on" 

state. A good example would be the use of an optical chopper to turn a light 

source off and on. 

Once the signal is modulated, it can be amplified, filtered, and processed in a 

number of ways. 

4.2 The basic lock in strategy 

Ultimately, one needs to measure the amplitude of the signal. There are two 

fundamentally distinct ways of doing t.~is: 
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4.2.1 Asynchronous detection: 

In this case, we simply measure the amplitude of the AC signal. The simplest 

way of doing this is to pass the AC signal through a diode, and measure the 

RNIS voltage across the diode. This method is commonly used in radio and 

microwave circuits. 

4.2.2 Synchronous ("lock-in") detection: 

In this case, we measure the amplitude of the signal using reference signal that 

has a well-defined phase with respect io t.l-te signal. Synchronous detection is 

much better at reducing noise. In fact, synchronous detection can even reject 

noise at the same frequency as the signal, because "noise" will have a random 

phase, while the lock-in looks for signals with the same frequency and phase as 

the reference signal. The lock-in amplifier is Ol).e of the most important 

electronic instruments for measuring small signals; it is available as a stand­

alone instrument, and is also built into many common laboratory 

instruments. 

The lock-in amplifier typically consists of the following essential components: 

1) A phase-locked loop, usually also including a phase shifter 

2) A mixer (demodulator) 

3) A low pass filter 

4.3 



Chapter 4 Lock in Detection 

Mixer 

.® Low pass filter 
Signal /\~ 
input I output 

1 I 
Reference PLL with phase 
input shifter 

Fig 4.1 Block diagram of Lock in amplifer 

The purpose of the phase-locked loop is to create a well-defined reference 

signal that is "clean" --meaning that it has a well-defined shape (typically 

either a square wave or a sine wave) and has fixed amplitude. Many times 

when a signal is modulated, the modulation signal Xmod may have a poorly 

defined shape or might have amplitude that is not a precise, fixed value. A 

phase-locked loop is almost always used to create a more precise, fixed­

amplitude reference signal. Additionally, the PLL almost always includes a 

phase shift circuit, in order to make sure that the phase of the reference signal 

matches that of the signal. 

4.2.3 The theory of lock in detection 

The mixer ("synchronous demodulator") is the heart of the lock-in. Its primary 

function is to multiply the cleaned-up reference signal COS(oorett) by the input 
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signal S(t)=COS(CDsigt). In general, the reference signal should be sinusoidal with 

a possible phase shift, R(t)=~COS(CDrett+qJ). 

If the signal Set) is represented as its Fourier series: 

S{tj~ S,-.., + ,j:7coS(td)+ A2",-C-os((2ctt)+~co$((3~)+ 
+BSOfsir.((td)+~~sin((2a)+ B3I11 stn«(3d)+ 4.1 

where we have included both cosine and sine terms. 

Then the product gives: 

RiJ)*~stt)=S~'7COS~)+;t{.cookj)costa)+Awco~{2a)cos(:t)+-A..4'cos{3m)costu)+ .. --

4.2 

If the "reference" and the "signal" have the same frequency but are phase 

shifted, then the output of the lock-in is decreased; when they have exactly the 

same phase the signal is maximized. So, to optimize the response of the single­

phase lock-in amplifier, one must look at the output signal and adjust the 

phase-shifter until the signal is maximized. In many cases this is difficult to do, 

especially for extremely small signals. Consequently, it is common to use a 

dual-phase lock-in amplifier. In this case, a second reference signal is 

generated, 90° out of phase with the first, and the signal is applied to two 

mixers as shown in Fig 4.2 
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Mixer 
Low pass filter 

~----~\~--~I--

90° Dhase shifter I 

Signa} 
input 

Reference 
input 

Mixer 

Low pass filter 

r-~--/\/V'--~I--

PLL with phase 
shifter 

I 
Fig 4.2 Block diagram of Dual phase lock-in amplifier 
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Each mixer sees the same "signal" input, but they see "reference" signals that 

are shifted in phase by 90° with respect to one another. The advantage of the 

dual-phase lock-in is that it simultaneously extracts both the Fourier cosine and 

Fourier sine coefficients of the input signal. Output "X" is the same as the 

singie-phase lock-in, but the second output "Y" gives the out-of-phase 

component. By the Pythagorean theorem, the total magnitude of the signal at 

the reierence frequency can be found as 

4.3 

and if the internal phase shifter is set to zero, then the phase of the signal with 

respect to the input signal can be found as 

. .. -It y \~ rp = tan I-! 
. \<.};) 

4.4 

The primary advantage of the dual-phase lock-in is that if one is only interested 

in the magnitude of the signal, then there is no need to adjust the internal phase 

shifter that is part of the PLL. If the internal phase shifter is adjusted to zero 

(so that the signal applied to the "X" mixer is in phase with the original 

reference signal input), then one can directly extract both the magnitude and 

phase of the signal without any adjustments. 

A fuJl stand-alone lock-in wiH have several other features. Common features , 

include: 

1) Variable gain amplifiers at the input 

2) Internal current-to-voltage converter for measuring currents if desired 

2) Bandpass and/or high-pass filters on the input before the mixer 

3) Additional gain stages after the mixer 
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4.4 Harmonics: 

The functioning of the lock-in is based on the assumption that the reference 

signal consists of a perfect sine wave. If the reference signal has some other 

waveform, then we need to consider all the Fourier components of the 

reference signal as well. Most important is the fact that if Ref(oot) is a square 

wave, then in addition to the component at 00, it contains Fourier components 

at 300, 500, and all other odd harmonics. If such a reference signal is mixed with 

an input signal S(t), then the Fourier components of Ref(t} at 30) will mix with 

the signal components at 30), producing additional, non-zero contributions to 

the averaged output The influence of harmonic signals is reduced by: 

I) using a good-quality sine wave as the reference input, and 

2) Using a bandpass filter on the input signal S(t) centered at the reference 

frequency 0), to attenuate any signals that, when mixed with possible 

hannonics of the reference signal, could generate an output signal at zero 

frequency. 

We assumed that signals that have frequencies different from that of the 

reference signal are averaged away. While is largely true; however, there a~e 

limits. If a "noise" signal is 1 Hz away from our signal, then after mixing the 

"noise" will produce an output signal at 1 Hz; the low-pass filter on the output 

of the lock-in usually has a low cutoff, but in order to rid of these very low­

frequency components, the output filter must be set to be extremely low in 

frequency, which also means very sluggish operation of the lock-in. (If the 

low-pass filter is set to a time constant of 1 sec,?nd, then if the desired input 

signal is varying in time, you must wait approximately 3- 5 times this (i.e., 3 -5 

seconds) before the lock-in output wi1l accurately settle to the final value. The 
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lock-in is essentiaily a filter having a bandpass equal to lIT, where T is the 

time constant of the output filter. Time constants of --0.1 second to -3 seconds 

are commonly used. 

4.5 The Typical Lock-In Amplifier 

The block diagram of a typical lock-in amplifier is shown in figure 4.3. 

Fig 4.3 The block diagram of a typical lock-in amplifier 

4.5.1 Signal Channel 

In the signal channel the input signal, including noise, is amplified by an 

adjustable-gain, AC-coupled amplifier, in order to match it more closely to the 

optimum input signal range of the Mixer or Phase Sensitive Detector (P.S.D). 

Instruments are usually fitted with high impedance inputs for voltage 

measurements. Many also incorporate low impedance inputs for better noise 

matching to current so~rces, aJthough in some cases the best results are 

obtained through the use of a separate external preamplifier. The performance 

of the PSD is usually improved if the bandwidth of the noise voltages reaching 

it is reduced from that of the full frequency range of the instrument. To achieve 

this, the signal is passed through some form of filter, which may be simply a 

band rejection filter centered at the power line frequency and/or its second 
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hannonic to reject line frequency pick-up, or alternatively a more sophisticated 

tracking bandpass filter centered at the reference frequency. 

4.5.2 Reference Channel 

I t has been shown that proper operation of the PSD requires the generation of a 

precision reference signal within the instrument. When a high-level, stable and 

noise-free reference input is provided, this is a relatively simple task. However 

there are many instances where the available reference is far from perfect or 

symmetrical, and in these cases a well designed reference channel circuit is 

very important. Such circuits can be expensive and often account for a 

significant proportion of the total cost of the instrument. The internally 

generated reference is passed through a phaseshifter, which is used to 

compensate for phase differences that may have been introduced between the 

signal and reference inputs by the experiment, before being applied to the PSD. 

4.5.3 Phase-sensitive Detector 

There are currently three common methods of implementing the PSD, these 

being the use of an AnalQg Multiplier, a Digital Switch or a Digital Multiplier. 

4.5.3.1 Analog Multiplier 

In an instrument with an analog multiplier, the PSD comprises an electronic 

circuit which multiplies the applied signal with a sinewave at the same 

frequency as the applied reference signal. Although the technique is very 

simple in principle, in practice it is difficult to manufacture an analog 

mUltiplier which is capable of operating linearly in the presence of large noise, 

or other interfering, signals. Non-linear operation results in poor noise 

rejection and thereby limits the signal recovery capability of the instrument. 
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4.5.3.2 Digital Switching Multiplier 

The switching multiplier uses the simplest form of demodulator consisting of 

an analog polarity-reversing switch driven at the applied reference frequency. 

The great advantage of this approach is that it is very much easier to make such 

a demodulator operate linearly over a very wide range of input signals. 

However, the switching multiplier not only detects signals at the applied 

reference frequency, hut also at its odd harmonics, where the response at each 

harmonic relative to the fundamental is defined by the Fourier analysis of a 

squarewave. Such a response may well be of use if the signal being detected is 

also a squarewave, but can give problems if, for example, the unit is being used 

at I kHz and there happens to be strong interfering signal at 7 kHz. As 

discussed earlier, the use of a tuned low-pass or bandpass filter in the signal 

channel prior to the multiplier modifies the response of the unit so that it 

primarily detects signals at the reference frequency. However, in order to fully 

reject the 3F response, while still offering good performance at the reference 

frequency, very complex and expensive filters would be required. These are 

impractical for commercial instruments, so units fitted with filters tend to show 

some response to signals and noise at the third and fifth harmonics of the 

reference frequency and relatively poor amplitude and phase stability as a 

function of operating frequency. PerkinElmer Instrument's analog lock-in 

amplifiers use an alternative and more sophisticated type of switching 

demodulator which replaces the single analog switch with an assembly of 

several switches driven by a Walsh function. This may be thought of as a 

stepped approximation to a sinewave. Careful selection of components allows 

such a demodulator to offer aB of the advantages of the switching demodulator 
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with one additional benefit, which is the complete rejection of the responses at 

the third and fifth hannonics and reduced responses for higher orders. Such a 

demodulator, when used with a relatively slow roll-off, 4th-order, low-pass 

filter in the signal channel, produces an overall response very near to the ideal. 

In this case the demodulator rejects the third and fifth hannonic responses and 

the higher orders are removed by the signal channel filter. 

4.5.3.3 Digital MultipJier 

In an instrument employing this type of multiplier the input signal is amplified 

and then immediately digitized. This digital representation is then mUltiplied 

by a digital representation of a sinewave at the reference frequency. A digital 

signal processor (DSP) is used for this task and the output is therefore no 

longer an analog voltage but rath-er a series of digital values. The technique 

offers the advantages of a perfect multiplication with no inherent errors and 

minimizes the DC coupled electronics that are needed with other techniques, 

thereby reducing output drift. It has been used for a number of years in such 

applications as swept-frequency spectrum analyzers. There are, however, a 

number of major problems with this method when applied to recovering 

signals buried in noise. The most important of these is dynamic range. 

Consider the case of an input signal in the presence of 100 dB (100,000 times 

larger) of noise. If the signal is to be digiti~ed to an accuracy of "n" bits then 

the input converter must handle a dynamic range of 2n x 100,000 to fully 

accommodate the signal and noise amplitudes. With a typical value for n of 15, 

this equates to a range of 3.2 x 109:1, cO!fesponding to 32 bits. An analog to 

digital converter (ADC) can be built with such an accuracy, but would be 

extremely expensive and quite incapable of the sampling rates needed in a 
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lock-in amplifier operating to 100 kHz. Practical digital lock-in amplifiers use 

a 16 or I8-bit ADC. Consequently, in the presence of strong interfering 

signals, the required signal may only be changing the least significant bits of 

the converter, and indeed may actually be so small that there is no change at all 

in the ADC output. Hence the measurement resolution of an individual output 

sample is very coarse. Resolution may be improved however by averaging 

many such samples. For example 256 samples of I-bit resolution can average 

to 1 sample ef 8-bit resolution, but this is at the expense of reduced response 

time. This averaging only operates predictably if the spectral power 

distribution of the interfering noise is known. If it is not, then noise has to be 

added by the instrument from its own internal noise source to ensure that it 

dominates. The addition of this noise, which is only needed in demanding 

sig.nal recovery situations, tends to lengthen the response time for a given 

measurement accuracy compared to an analog type of instrument. 

4.5.4 Low-pass Filter and Output Amplifier 

As mentioned earlier, the purpose of the output filter is to remove the AC 

components from the desired DC output. Practical instruments employ a wide 

range of output filter types, implemented either as analog circuits or in digital 

signal processors. Most usually, however, these are equivalent to one or more 

stages of simple single-pole "RC" type filters, which exhibit the classic 6 

dB/octave roll-off with increasing frequency. There is usually also some form 

of output amplifier, which may be either a DC-coupled analog circuit or a 

digital multiplier. The use of this amplifier, in conjunction with the input 

amplifier, al10ws the unit to handle a range of signal inputs. When there is little 

accompanying noise, the input amplifier can be operated at high gain without 
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overloading the PSD, in which case little, if any, gain is needed at the output. 

In the case of signals buried in very large noise voltages, the reverse is the 

case. 

4.5.5 Output 

The output from a lock-in amplifier was traditionally a DC voltage which was 

usually displayed on an analog panel meter. Nowadays, especially when the 

instruments are used under computer control, the output is more commonly a 

digital number although the analog DC voltage signal is usually provided as 

well. Units using an analog form of phase-sensitive detector use an ADC to 

generate their digital output, whereas digital multiplying lock-in amplifiers use 

a digital to analog converter (DAC) to generate the analog output. 

4.5.6 Single Phase and Dual Phase 

The discussion above is based around a single-phase instrument. A 

development of this is the dual-phase lock-in amplifier, which is not, as some 

people think, a dual channel unit. Rather it incorporates a second phase­

sensitive detector, which is fed with the same signal input as the first but which 

is driven by a refc(ence signal that is phase-shifted by 90 degrees. This second 

detector is foHowed by a second output filter and amplifier, and is usually 

referred to as the "Y" output channel. The original output being referred to as 

the "X" channel. An advantage of the dual-phase unit is that if the signal 

channel phase changes (but- not its amplitude) then although the output from 

one detector will decrease, that from the second increases. It can be shown, 

however, that the vector magnitude, R, remains constant, where:- R = O(X2 + 

Y2) Hence if the lock-in amplifier is set to display R, changes in the signal 

phase will not affect the reading and the instrument does not require the 
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" 

adjustment of the reference phase-shifter circuit. This capability has led to the 

dual-phase instrument becoming by far the most common type of unit. 

4.5.7 Internal Oscillator 

All lock-in amplifiers use some form of oscillator within their reference 

circuits. Many units however also have a separate internal oscillator which can 

be used to generate an electrical stimulus for the experiment, usually with user­

adjustable frequency and amplitude. 

4.6ThePLL 

A PLL is a circuit which causes a particular system to track with another 

one. More precisely, a PLL is a circuit, synchronizing an output signal 

(generated by oscillator) with a reference or input signal in frequency as well 

as in phase. In the synchronized - often called' locked' - state, the phase error 

between the OSCIllator's output signal and the reference signal is zero or very 

small. 

If a phase error builds up, a control mechanism acts on the oscillator in 

such a way that the phase error is again reduced to a minimum. In such a 

control system the phase of the output signal is actually locked to the phase of 

the reference signal. This is why it is referred to as a Phase- Locked Loop 

4.6.1 Operating Principles of the PLL 

The operating principle is explained by the example of the linear PLL (LPLL). 

There exist other types of PLLs e.g., digital PLLs (OPLL), all -digital PLLs 

(ADPLL) and software PLLs (SPLL). The PLL consists of three basic 

functional blocb-. 

1. A voltage-controlled oscillator (yeO) 

2. A phase detector (PO) 
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3. A loop filter (LF). 

_. Phase .10 
-loop 

'VVV 
!" Detector - Alter 

R aference ~ 

Signal 

\f\N\ Vottage 
Controled ... .... 

Signal Oscillator 

Phase-Locked 
to Reference 

Fig 4.4 Block diagram of PLL 

The signals of interest within the PLL circuit are defined as fiollows : 

• The reference ( or input) signal u] (t) 

• The angular frequency (J)] of the reference signal 

• The output signal U2 (t) of the VCO 

• The angular frequency (J)2 of the output signal 

• The output signal Ud(t) of the phase detector 

• The output signa] ut{t) of the loop filter 

• The phase error ee , defined as the phase difference between signals 

u, (t) and Ul(t) 
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The operation of the three functional blocks is shown in Fig. 4.4. The vea 
oscillates at an angular frequency ffi2, which is determined by the output signal 

Uf of the loop filter. The angular frequency ffi2 is given by 

ffi2 (t) = ffio + ~uJt) 4.5 

Where ffio is the centre (angular) frequency of the veo and Kn is the vea 
gain in s" V". 

The Phase Detector (PD) - also referred to as phase comaprator- compares the 

phase of the output signal with the phase of the reference signal and develops 

an output signal lId (t) which is approximately proportional to the phase error 

8er at least within a limited range of the latter 

4.6 

Here K:! represents the gain of the PD, the physical unit of l«J is volts. The 

output signal Ud(t) of the PD consists ofa dc component and a superimposed ac 

component. The latter is undesired; hence it is cancelled by the loop filter. In 

most cases a first-order, low-pass filter is used. 

First assume that the angular frequency of the input signal u, (t) is equal to 

the centre frequency ffio. The vca then operates at its center frequency ffio and 

the phase error Se is zero. If Se is zero, the out put signal Ud of the PD must 

also be zero. Consequently the output signal of the loop filter Uf will also be 

zero. This is the condition that pennits the yeO to operate at its center 

frequency. 

If the phase error Se were not zero initially, the PD would develop a nonzero 

output signa] Ud. After some delay the loop filter would also produce a finite 
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signal Ufo This would cause the veo to change its operating frequency in such 

a way that the phase error finally vanishes. 

Assume now that the frequency of the input signal is changed suddenly at time 

to by the amount ~(J). The phase of the input signal then starts leading the phase 

of the output signal. A phase error is built up and increases with time. The PD 

develops a signal Ud(t) which also rise. This causes the veo to in crease its 

frequency. The phase error becomes smaller now, and after some settling time 

the veo will oscillate at a frequency that is exactly the frequency of the input 

signal. Depending on then type of loop filter used, the final phase error will be 

reduced to a fmite value. 

The yea now operates at a frequency which is greater than frequency by 

an amount ~co. This will force the signal at a final value OfUF ~ co/Ko. If 

the ceriter frequency of the input signal is frequency modulated by an arbitrary 

low frequency signal, then the output signal of the loop filter is the 

demodulated signal. The PLL can consequently be used as an (FM) detector. 

One of the most intriguing capabilities of the PLL is its ability to suppress 

noise superimposed on its input signal. Suppose that the input signal of the 

PLL is buried in noise. The PD tries to measure the phase error between input 

and output signals. The noise at the input causes the zero crossings of the 

input signal Ul(t) to be advanced or delayed in a stochastic manner, this 

causes the PD output signal Ud(t) to jitter around the average value and the 

vea will operate in such a way that the phase of the signal U2(t) is equal to 

the average phase of the input Ut(t). Therefore, it can be stated that the PLL 

is able to detect a signal that is buried in noise. 
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4.6.2 Classification of PLL types 

The very first phase locked loops (PLL) were implemented as early as 1982 by 

d BBellesize[4.1] . The PLL found broader industrial applications only when it 

became available as an integrated circuit. The first PLL les appeared around 

1965 and were purely analog devices. An analog multiplier (four-quadrant 

multiplier) W3S used as the phase detector, the loop filter was built from a 

passive or active RC filter, and the well-known voltage-controlled oscillator 

(VeO) was used to generate the output signal of the PLL. This type of PLL 

is refelTed to as the linear PLL (LPLL) today. In the following years the PLL 

drifted slowly but steadily into digital territory, the very first digital PLL 

(DPLL) which apPEared around 1970 was in effect a hybrid device: only the 

phase detector wa~ built from a digital circuit, e.g., from an EXOR gate or a KJ 

- flip-flop, but the remaining blocks still are analog. A few years later, the 

"all -digital" PLL (ADPLL) was invented. The ADPLL is exclusively built 

from digital function blocks, hence does not contain any passive components 

like resistors and capacitors. PLLs can also be implemented" by software" In 

this case, the function of the PLL is no longer performed by a piece of 

specialized hardware, but rather by a computer program. This is referred to as 

SPLL 

Because the software PLL is usually implemented by a micro controller, or 

digital signal processor (OSP) it is generally considered to be an "all-digital" 

vehicle. The SPLL can be programmed to perfonn like an LPLL, a DPLL, or 

an ADPLL, so the SPLL is , the most universal type of PLL. One would 

-. 
, " . ~ : . :. - . 

.. ~ J ./ 
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expect that the SPLL has replaced its hardware counterparts in many cases, but 

this is not the case. The computer algorithm which performs the PLL function 

must be executed at least once in every period of the input signal of the PLL. 

This severely limits the range of frequencies which can be covered by the 

SPLL. 

4.6.3The SPLL 

In the age of microcontrollers and digital signal processors (DSP) it is an 

obvious idea to implement a PLL system by software. When doing so, the 

functions of the PLL are performed by a computer program. 

4.6.3.1 The Hardware-Software Trade-off 

The designer realizing software PLL trades electronic components for 

microseconds of computation time. As the parts count for hardware PLL 

increases with the level of sophistication, the number of computer instructions 

rises with the complexity of the required PLL algorithms. 

Of course the SPLL can complete with a hardware solution only if the required 

algorithms are executing fast enough on the hardware platform which is used 

to run the program. If a given algorithm performs too slowly on a relatively 

cheap microcontroller the designer is forced to resort to more powerful 

hardware (e.g., a DSP), the price trade-off also comes into play. The high 

speed and low cost of available PLL les makes it difficult for the SPLL to 

compete with its hardware counterpart. Nevertheless, SPLLs can offer 

particular advantages, especially when computing power is already available. 
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When comparing SPLLs with hardware PLLs, we should recognize first that 

an LPLL or a DPLL actually is an analog computer which continuously 

perfonns some arithmetic operations. When a computer algorithm has to take 

over that job, it must replace this continuous operation by a discrete-time 

process. From the previous discussion of hardware PLLs, it is clear that every 

signal of such a system contains a fundamental frequency, which can be equal 

to its reference frequency fJ or twice that value. According to the sampling 

theorem, the algorithm of the SPLL must be executed two or ever four times in 

each cycle of the reference signal. If the references frequency is 100 kHz, for 

example, the algorithm must execute 200,000 times per second in the most 

favomble case, which leaves not more than 5 ~s for one pass-through. 

Today's microcontrollers easily work with clock frequencies of 50 MHz or 

more, which says that one machine cycle is 20 ns or less. For most 

microcontrollers, however, one instruction needs more often much more than 

one machine cycle to execute. There is a risk, therefore, that the 

microcontrollers on the lower end of the price scale fail to deliver the required 

computational throughput. 

Using DSPs instead brings us a big step forward, because they not only are 

fast with respect tq clock frequency but offer Harvard-Plus and pipeline 

architecture. Harvard architecture means that the DSP has physically 

separated data and program memories; hence can fetch instructions and data 

within the same machine cycle. In even more sophisticated DSPs, the machine 

can fetch one instruction and several data words at the same time. The term 

"pipeline" implies that the arithmetic and logic units of the machine are fully 
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decoupled, so that the DSP chip is able, for example, to perform one 

instruction fetch, some operand fetches (data fetches), one or more floating­

point additions, one or more floating point multiplications, one or more 

instructions decodings, one or more register-tc-register operations, and 

perhaps even more in one single machine cycle. This greatly enhances 

computational throughput but results in higher cost, of course. 

In the next section we discuss the steps required to check the feasibility and 

economy of an SPLL realization. 

4.6.3.1 Feasibility of an SPLL Design 

An SPLL design offers the most degrees of freedom available in anyone PLL 

design, because the SPLL can be tailored to perform similar to an LPLL or a 

DPLL or to execute a function which none of these hardware variants is able 

to do. To check whether a software implementation can economically be 

justified, we recommend going through the steps described in the following. 

Step 1. Definition ~f the SPLL algorithm. The SPLL design procedure should 

start with the formal presentation of the algorithm(s) to be performed by the 

SPLL. Examples of such algorithms will be given in Sec. 5.3. For the moment 

it is sufficient to write down these algorithms m symbolic form, i.e., by 

algebraic and/or logic equations. Structograms are ideally suited to define the 

sequence of the operations, to describe conditional or unconditional program 

branchings, to describe loops which are repeatedly run through, and the like. 

Examples of structograms are also given in next sections 
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StelJ 2. Definition of the language. Having defined the algorithms, the 

language which will be used to encode them should be defined, at least 

tentatively. The programming effort is minimized when a high-level language 

such as C, FORTRAN, or PASCAL is used. Other frequently used languages 

are FORTH, BASIC, PLIM, and ADA. If the program is required to finally run 

on a microcontroIler, a language must be chosen for which a compiler is 

avr.ilable. Manufacturers of microcontroller or software houses mostly provide 

compilers for C and PLIM. ·When the compiled assembly-language program is 

available, the time required to execute it can be estimated. It should be noted 

that different assembler instructions may require different execution times. 

Not every t:ompiler is able to generate a time-efficient assembly code. If it is 

necessary to use a DSP, this point is even mOle imponant. When the DSP 

makes use of pipeline techniques the compiler must generate parallel assembly 

code, i.e, an assembler program where a number of different instructions are 

executed in anyone instruction. In cases where efficient compiler programs are 

not available, the software designer could even be forced to write the program 

immediately in assembly code. With parallel-computing DSPs this is not a 

simple task, however. Some manufacturers of DSP chips offer signal 

processing libraries written in assembly code, which can be used to perform 

most elementary signal-processing tasks, e.g., digital filtering and the like. 

Whatever language is used, the assembly code must be available to get an 

estimate of the approximate execution time of the algorithm(s). 

Step 3. Estimation of real-time bandwidth. Having estimated the program 

execution time, the designer must calculate the real-time bandwidth of the 

SPLL system. If the execution time of the full SPLL algorithm is 50 J.ls, for 
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example, and two passes are required in one cycle of the reference signal, at 

least 100 Jls of computation time is needed in one reference period. Probably 

the microcontroller or whatever hardware is used wiH need some more time for 

timekeeping, input! output operations, and the like; the real-time bandwidth is 

likely to fall well below 10kHz in this example. 

Step 4. Real-time testing. To check if the system performs as planned, the 

designer will have to implement a breadboard and test its system in "real time." 

Only such a test can make sure that the real system is not even slower than the 

designer imagines. 

4.7 SPLL. Examples 

Because every known LPLL, DPLL, or ADPLL system can be implemented by 

software, the number of variants becomes virtually unlimited. We therefore 

restrict ourselves to a few examples. The required algorithms for the SPLL will 

be described in great detail, so the reader should be able to adopt the methods 

to other SPLL realizations. The PLL simulation program delivered with the 

disk is a good example for SPLLs. because it demonstrates the. ability of 

software to implement a great number of different tinear and digital PLL 

configurations. We should be aware, however, that the simulation program 

does not represent a real time system, since it does not work with real signals 

nor does it execute the algorithms in real time. Nevertheless, it uses a great 

deal of the algorithnl" rlp<:c-rihprl in the followlm~ section<: 
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An LPLL like SPLL 

An SPLL algorithm which performs similar to a hardware LPLL is described. 

To derive the required SPLL algorithm, a signal flow diagram which shows the 

arithmetic operations within the loop is shown (Fig. 5.1). The input signal Ut is 

supposed to be an arbitrary analog signal e.g., a sine wave. It is periodically 

sampled, with the samplingfs =1IT by an analog-to-digital converter (ADC), 

where T is the sampling interval. Thus samples are taken at times t = 0, T, 

2T ..... nT. u/(n) is the simplified notation for the input signal sampled at time t 

= nT, i.e .. , ul(n) = ut{nT). 
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.... Fi \: e-r 

- .. 
ulln~ 

"'21 n) 

0(0 
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.... 

---

Fig 4.5 Block diagram showing the arithmetic operations to be performed by 

an SPLL 

All other signals of the SPLL are sampled signals, too, and must be calculated 

at the sampling instants t = 0, T, 27, ... ,nT. Consequently, all functional 

blocks of the signal flow diagram are working synchronously with the ADC 
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clock. 

In Fig. 4.5 the signals shown by double lines are word signals. The output 

signal of the DCO however, is a bit signal and is therefore represented by a 

single line. 

There are three functional blocks in the signal flow diagram, a digital 

multiplier, a digital filter, and a DCO. The multiplier is used as phase detector 

and corresponds exactly with the already known Nyquist rate PD discussed 

earlier. Its output signal is denoted ud(n). The digital filter serves as loop filter, 

its output signal is ujn). Finally, the DCO is supposed to generate a square­

wave output signal U2(t). which is known only at the sampling instants. The 

sampled, DCO output signal is denoted uln). As seen, the DCO is not able to 

compute U2(t) directly; this signal must, rather be calculated indirectly from the 

pha·se <l>2(t) of the DCO. If a VCO were used instead of the DCO, its 

instantaneous output angular frequency would be given by 

(i)2 (t) = Wo + Kou J (t) 

And the continuous output U2(t) is given by 

uit) = W[<D2{t)tJ 

4.5 

4.6 

where w denotes the Walsh function. The total phase <1>2{t) of the VCO output 

signal then would be 

4.7 

Here only the differential phase 02(t) , which corresponds to the second term 

only on the right side of Eg. (4.7)is dealt with .. The total phase <l>2(t) is used to 

compute the instantaneous value of the DCO output signal U2(t). If one assigns 

the values + 1 and -1 to the square-wave signal-, it follows from the definition of 
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the Walsh function that U2(t) is, +1, when the phase ct>2(t} is either in the interval 

o <= <1>2 <n or in the interval 2 1t<= 92 <31t etc. In all other cases, U2 = -1. This 

computation scheme is adapted to the time-discrete case we are dealing with. 

Vlhen it is known that ihe d~gital filter output sjgnall~An) at sampling instant 

t = nT and assuming furthermore that it stays constant during the time interval 

nT t (n + 1) T, the total phase of the DCO output signal will change by an 

amount 

4.8 

in that interval. If the phase <P2(n} at sampling instant t == nT were known, the 

total phase $2(n + } )<:an be extrapolated at sampling instant 1== (n + 1) T from 

92 (n + I) = ~2(n)+[coo + KOuf(n}JT 4.9 

This comput~tion is possible because the total phase can be initialized with 

<1>2(0) == 0- before the SPLL algorithm is started. Hence one can extrapolate 

<1>2(1)at time t = () . T, <1>2(2} at t = 1 . T, etc. Given u2(n+l)we can also 

extrapolate the value of u2(n + l} at t == (n + 1)7: 

u2(n+ 1)= 1 if 2k1tS ct>2(n+l) < (2k+ l)nor 

u2(n + 1) = -1 if (2k-l)n S <l>2(n+ I) < 2k:n, k == integer 4.10 

The signals of the SPLL are depicted in Fig. 4.6. The dashed lines represent 

continuous signals. The sampled signals are piotted as dots. Only the 

continuous signal u/(t} really exists; aB others are only fictive. The required 

algorithm is easily derived from these wavefonns. At a given sampling instant 

t = nT, the output signal ua(n) of the mu}tipl-ier has to be computed by 

Ud(n) = K;uJ(n) ul(n) 4.11 

where Ka is the gain of the phase detector. Given ud(n), a new sample of utn) 
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must be computed; the corresponding filter algorithm will be given below. 

Given ufin), the value of <l>2(n + 1) at the next sampling instant is extrapolated. 

This enables us. to extrapolate u2(n + 1) aiso. This value must be known, 

because u2(n) is needed in the following sampling instant to compute the next 

value of ud(n). 

The SPLL algorithm is now represented symbolically in the structogram of 

Fig. 4.7. When the algorithm is started, initial values are assigned to all 

relevant variables. The program enters an endless cycle thereafter; i.e., the 

algorithm within the box is repeatedly executed, until the system is halted or 

switched off. It is assumed that the clock signal periodically generates 

interrupts in the microcontroller or whatever hardware is used. Thus interrupt 

requests show up at time instants t = T, 2T, ... , nT. As soon as the interrupt is 

recognized by the hardware, the SPLL algorithm is executed. It starts with the 

acquisition of a sample of the input signal Ul(t). The next three statements of 

the strudogram correspond with the computation scheme already described. 

Finally when al1 the variables of the SPLL have been updated, they must be 

delayed (or shifted in time). The variable lId(n-l) is overwritten by the value 

ud(n},which means that the "new" value of ud(n) computed in this cycle will be 

the "old" value ud(n - 1) in the next cycle. The same holds true for all other 

variables. 

Knowing what has to he calculated in every step, we can develop the algorithm 

in mathematical terms. The full procedure is listed in Fig. 4.8. First all relevant 

variables are initialized with o. Depending on the particular application, other 

values can be appropriate. The operation of the multiplier is trivial. 
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Figure 4.6 Plot of the signals which have to he calculated by the 

SPLL algorithm. 
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Fig 4.7 Flowchart of SPLL implementation-levell 

The next statement is the digital filter algorithm. 

U f (n) = -alu f (n -1) + bO!ld (n)+ b,ud (n -J) 

" 

4.12 

This is the recursion of a first-order digital filter. As pointed out ear1ier an 

analog filter is described by its transfer function 

4.13 
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Fig 4,8 Flowchart of SPLL implementation-level2 

where s is the Laplace operator and Vjs) and Vis) are the Laplace transforms 

of the continuous signals u;(t} and ua{t), respectively. To get a digital filter 

performing nearly the same function F(s) is usually transformed into the z­

domain, 

4.14 

There are a number of transfonns which can be used to convert F(s) into F(z). 
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The most often used is called bilinear z-transJorm .. Before the digital filter is 

designed, the (fictive) analog filter is defined. Because the active PI filter 

offers best PLL performance, F(s) is assumed to be the transfer function of the 

active PI filter. Using the bilinear z-transform, 

F(z):o:: bo + b1z- r 

1+ arz-· 

where the filter coefficients are given by 

a1=-1 

bo =_T_" [1+ __ 1_-l 
21". tan(T I 2T 2) 

b - ~[1~ } ] 
• - 21". tan(TI2T 2 ) 

4.15 

and T is the sampling interval. Transforming back into time domain, we get the 

recursIon 

U j(n) = -a.u,(n)+ bOud{n}+ b.ud{n -I) 4.16 

which is also listed in the structogram of Fig. 4.8. Using Eq. (4.9) the total 

phase of the DCO output signal at the next sampling instant will be 

'2 (n + 1):0:: ~2 (n)+ [wo + Kou f(n)]T 4.17 

When the algorithm is executed over an extended period of time, the values of 

<1>2(n + 1) will become very large and could soon exceed the allowab]e range 

of a floating number in the processor used. To avoid arithmetic overflow (/>2 is 

limited to the range ~11 S <1>2< 11. Whenever the computed value of $2(n + 1) 

exceeds 11, 21t is subtracted to confine it to that range. Now the value of 
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u2(n + 1) is easily computed by checking the sign of the range-limited total 

phase. If (/>2(n + 1) 2: 0, u2(n + 1) = 1; otherwise u2(n + 1) = -1. Finally, the 

calculated values of u"n). etc., are delayed by one sampling interval, i.e. 

ud(n - 1) = ud(n) etc. 

When simulating the LPLL on the PC, the sampling rate Is for this SPLL 

algorithm must be chosen at least 4 times the reference frequency in order to 

avoid aliasing of signal spectra. 

A DPLL-like SPLL 

When the input signal UI of a PLL is a binary signal, it is more adequate to 

implement an SPLL which performs like a DPLL. An algorithm performing 

like the DPLL using the phase-frequency detector and a passive lag filter is 

developed. Though the mathematical and logical operations within such a 

DPLL seem simpler compared with an LPLL, it turns out that the algorithm for 

the corresponding SPLL becomes much more complicated. 

The required functions are represented by a signal flow diagram (Fig. 4.9). It 

essentially consists of three functional blocks, a PFD algorithm, a digital filter, 

and a DCO. The digital filter is required to operate like the passive lag filter in 

a DPLL. Before going into details, we consider the signals of this SPLL (Fig. 

4.10). The only signal which physically exis.ts-at least at the beginning-is the 

input signal Ui(t). a square whose frequency can vary within the frequency 

range of the DCO. The (fictive) output signal U2(t) of the PLL would be a 

square wave, too. As we know from Sec. 3.1> the logic state Q of the PFD 

depends on the positive edges of these two signals (or from the negative edges, 

whatever definition is made). When the PLL has settled to a steady state, the 

signals UI(t) and U2(t) are nearly in phase. The output Q of the PFD is then in 
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Figure 4.9 Block diagram showing the arithmetic and logic operations to 

be performed by an SPLL whose perfonnance is similar to the DPLL. 

the 0 state most of the time. Should the output frequency of the DCa drift 

away, the PFD would generate correction pulses; i.e., Q would become + } or 

-1 for a very short time. The width of the correction pulses is mostly less than 

111 000 of one period of the reference signal. If we tried to detect the edges of 

UI(t) and U2(t) by sampling these signals, the sampling frequency would have to 

be at least 1000 times the reference frequency, which is highly unrealistic. An­

other scheme must be used, therefore, to detect the instants where the state of 

UJ and U2 is changing. Because we need to know the times where UJ and U2 are 

s.witching from low to high, the (positive and negative} edges of uJ(t) are used 
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to generate interrupt requests to the computer; refer to the signal INT_REQ in 

Figs. 4.9 and 4.10. The computer is supposed to have a timer/counter chip such 

as the Intel 8253 or the AMD 9513. As soon as the interrupt is recognized, a 

"time stamp" is taken; i.e., the .time where the interrupt occurred is stored. The 

instants where intemlpts have been detected are calJed t(O), t(l), ... , t(n), .... 

Three of them are marked on top of Fig. 4.10. Before the SPLL algorithm can 

be discussed, a number of signals have to be defined: refer to Fig. 4.10. ul(n) is 

the sampled version of the continuous reference signal UI(t) immediately after 

occurrence of the interrupt request. At time t(n - 1), e.g., ul(n) = 1, and at time 

t(n), ul(n) = o. <P2(t) is the (fictive) continuous phase of the DCO output signal. 

(fJ2 (n) is the sampled version of (/>}(t). Of course, the samples are also taken at 

the instants where an interrupt oceUiTed. 1.12(1) is the (fictive) continuous output 

signal of the DCO. 1t will be calculated from the phase (fJ2(t). Q(t) is the 

(fictive) continuous output signal (or state) of the PFD. It can have the values -

1, 0, or 1. Q(n) is a sampled version of Q(t) and is defined to be the state of the 

PFD just prior to occurrence of the interrupt at time t(n). For example, 

Q(n - 1) has the value 0, because Q(t) was in the (} state before the interrupt at t 

= t(n - 1) was issued. T(n) is defined to be the time interval between the time of 

the most recent interrupt t(n) and the time of the preceding interrupt at t= t(n -

I}; thus T(I1) = t(n) - t(n - 1). When Q(t) is in the + 1 state in a fraction of the 

T(n) interval, the corresponding duration is stored in the variable t+ln), as 

shown by the arrow in Fig. 4.10. When Q(t) is in the -I state in a fraction of the 

T(n} interval, however, the corresponding duration is stored in the variable t. 

J(n); this is indicated by another arrow on Fig. 4.10. 
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Figure 4.10 Plot of the signals which have to be calculated by the SPLL 

algorithm 

FinaHy, uc(n) is used to denote the signal on the (fictive) capacitor C ; uin) is 

used to denote the sampled output signal of the digital filter in Fig. 5.5. With 

reference to Fig. 5.6, uin) is nearly identical with uJn) but can slightly differ 

when "current" flows in the (fictive} resistor R2. 

The enumeration of that large set of variables has been quite cumbersome, 
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but the elaboration of the algorithms will be even more fatiguing. The 

structogram of Fig. 4.11 shows what has to be done on every interrupt service. 

The signals appearing in the algorithm are shown in Fig. 4.10 

The uppermost portion of the SPLL algorithm is trivial and lists the 

initialization of some variables. As in the previous example, the program then 

enters an endless loop, where it first waits for the next interrupt. When the 

interrupt has been detected, the time lapsed since the last interrupt is taken, 

T(n} = t(n) - t(n - 1). Next, the current value of the reference signal uJ(I) is 

sampled, u;(n) = lIJ(t). This is necessary because one need to know whether we 

are in the positive or negative half-cycle of the square wave ult}. We assume 

that the current time t is t(n) right now, which corresponds to the second 

intcn1.lpt request shown in the middle of Fig. 4.9. In contrast to the previous 

SPLL example, the valu~ of the phase <bit) is not known at that time. The 

reason for this is simple: At time t = l{n - I} the vatue of the digital filter 

output signal uln - 1) could be calculated, and consequently we also knew the 

instamaneous (angular) frequency win - 1) of the DCO. But since one did not 

yet knOVl at time t = t(n - 1) how long the duration of the following ha1f-cycle 

of udt) would be, one could not extrapolate cp.2(n) but had to postpone that 

until 1=I{n}. Only now at t = t(nj, <l>2(n) can be computed from 

4.18 

Note that the phase <l>2(n-l) at time t = t(n-l ) was known, because the phase 

of the signal is computed recursively and was initialized with 
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Figure 4.11 Structogram defining the arithmetic and logic operations 

within the SPLL of Fig 5.5. 
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<1>2(0) = 0 at t = O. Next it must be detennined whether or not the (fictive) 

signal u:;{t) showed up a positive edge in the interval T(n). This is the case 

when the continuous phase ~ignal <1>2(t) "crossed" the value 0 or 27t during 

interval T(n); this is sketched in the wavefonns of Fig. 4.10. Positive edges 

Rlso would occur at phase crossing with 4rr, 6rr, ... ,etc. The total phase is 

periodically reduced by 21t whenever it becomes larger than 21t. This is 

necessary to avoid arithmetic overflow in the computer. When the phase 

crossed such a boundary, the corresponding time [i.e., the time interval from 

t(n - 1) to the crossing is stored in the variable tcross(n). When no crossing was 

detected, taoss(n) is set ().. The algorithm for the computation of tcro.,s(n) is 

indicated in the structogram of Fig. 4.12. It starts with the "nomlalization" of 

the phase signal <1>2(t) . 

The state Q(t) of the PFD can now be computed during the interval T(n). The 

signal QU) depends on a number of other variables. First of all, the state of 

Q(n - 1) prior to time t = ten - 1) must be known. If, as sketched in Fig. 5.7, 

Q(n - I) was 0 and UI(t) made a positive transition at t = t(n - 1), Q(t) goes into 

the + 1 state. When U2(t) also makes a positive transition thereafter, Q(t) goes 

back to the 0 state. If Q(n - I} had already been in the + 1 state at 

t = t(n - 1 ),however, it coukl not have changed its state on the positive edge of 

u,(tj. The behavior of the PFD is therefore case-sensitive; the algorithm in 

Fig. 4.13 demonstrates that as many as nine different cases are possible. This 

algorithm detennines the values of tq(n) and ll(n) and also computes the state 

of Q atthe end of the T(n} interval. 
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Fig 4.12 .Detailed structograms of the algorithms to be performed by the SPLL 

of Fig. 4.9; Algorithm to determine the variable tcross(n) (time when output 

phase cl>{t) crosses bOundary of 0 or 2n 

t,~··· . 

Fig 4.13 Algorithm for the PFD 
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Fig 4.14 Algorithm for the digital filter 

i u, !nl' u, (0-11 

I UI [Ill' oI,lnl 

, 
.1. 

This state will be used as initial condition Q(n - 1) in the next interrupt service. 

When it tums out that t+r(n) is greater than zero, this means that the "supply 

voltage Ue" must be applied during interval t.; I(n} to the RC filter. When './(n) 

is nonzero, however, the "capacitor" C would have to be discharged to ground 

during the interval tJ(n). The digital filter algorithm in Fig. 4.14 explains how 

the voltage uc(n) on capacitor C must be computed from the previous value 

uc(n - 1), 

If no current Howed into or out of the capacitor C, the output signal uin) 

would be identical with capacitor voltage uc(n). In the intervals where current 

flows, however, uJ(n) can be higher or lower than uc(n), depending on the 

polarity of the current. Because uJ..t) is non constant in the interval T(n), we 

define u;(n) to be the average of u;(t} in the interval t(n - I) :s t < t(n). This 

yields the expression listed in Fig. 4.14. When deriving the equations in this 

algorithm, it \ ... as assumed that the duration of a T(n) cycle (half a cycle of the 

reference signal) is much smaller than the filter time constant 'tl. Under this 

J. .~' .. 't j 
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Set all filter parameters 
III ,l~, Ua ,IUQ,K a ... 1 

Initi:ltize YQriatlles 
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Q (n-l1= 6 
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Sample input 5ignol u, (nl 
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I 
Algerilhm for 'cr ... [n) (Fig. 5- 90 I 

.t>.lqcrithm for Pfl) [Fiq. S·9\)) 

Atg()tilhm for digital fitter (Fig. S-9c) 
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Ut [n-H = u. In} 

ulln-11 : utlni 
111'1-11, Un} 

UNTIt abort 

Fig 4.15 Structogr~m showing the complete algorithm of the SPLL of Fig.4.9 

l;uuti~.;~_. +l..<> rnrrent flowing into or out from capacitor C remains constant 

during the charging or dischargiI'c : .... tp.rva)s. This assumption leads to simpler 

expressions for u.:;{n) and uin). 

The algorithm used to compute the filter output uln) ditTers considerably from 
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conventional digital filter algorithms. In a classical filter algorithm, the sample 

ujn) of the output signal is calculated from a number of delayed samples of 

the output signal and from a number of deJayed samples of its input signaL 

This scheme does not apply, however, to the current example, because the 

input signal of this circuit is applied only during a fraction of the sampling 

interval. The input is "floating" in the remaining time. Hence the output signal 

must be calculated like the output of an analog filter, where the input is 

applied continuously. 

All computations of one interrupt service are done now. Because most of the 

computed samples at t "" I(n) will be used as starting values in the next 

interrupt service, they must be shifted in time. Tnis is indicated in the bottom 

of the structogram of Fig. 4.l1. Finally, the stmctogram of Fig. 4.15 lists the 

full algorithm in mathematic<lJ statements. To avoid overloading the graph, the 

algorithms for tcross(n) for the PFD and for the digital filter are shown 

separately (Fig. 4.12-4.14). 

4.9 Implementation 

We have tried to indigenize the costly imported lock-in-amplifier using a PC 

and an add-on DSP processor card based on Analog Devices ADSP 2} 05 with 

a12 bit ADC card (Mls Vi Micro Systems, Chennai -VDSP-2105 with VAD-

112 ADCIDAC) and a digital filter design package(Vi-DFDP) which generates 

the assembly code of ADSP2105. The implementation is described in this 

section 
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The generic block of a PC lock-in-amplifier is shown below and the functional 
blocks are described (Fig 4.16 and Fig 4.17). 

Software 
Processes 
Refen~rc8 gella!'3tlUfI Ptnse 
ClXU(;I. fr:pJI· HE'l 
mJl~lt:ation. LoJ'!' pass 
f'lI:ef(rJ/erogrgJ Md DC OJ[ 

DAC 1 - t--t--~ 
Ref. o~ 

OAC2· 
DCout r-+-~ 

t~ _____ ~ 

Detector 

Fig 4.16 Generic PC LIA 

Signal 

Fig. 4.17 Functional Block diagram 

Ref 

I.PGA - An auto ranging programmable amplifier stage to increase the 
dynamic range. 
2.Bandpass filter - Implemented in software 
3.Ref. Out - Reference sine wave output. DAC module 

4.44 



Chapter 4 Lock in Detection 

4.Phase Control- To compensate for phase difference between the Reference 
out and the Signal In. This is implemented in software 
5.Mixer - This is implemented in software 
6.Lo .. " pass filter - This could be implemented in hardware module, but then it 
requires a high resolution OAC and a filter. It is much simpler to do this using 
software. 
7.DC out - Puts out the DC value proportional to the input signal.This can be 
implemented using DAC module 

Fig. 4.18 a Main Program Loop 

The main program loop takes care of an initializations, enable interrupt and 
within the interrupt scaling of averager value occurs to fit within the 8-bit 
DAC2 output to produce the DC output. (Fig. 4.18 a) 
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Fig 4.18 b Reference generation 

Lock in Detection 

The reference signal is generated using the counter interrupt. The sine wave 
tabJe value pointed by the 'index' variable is put out ofDAC1.The system then 
reads the ADC, performs the multiplication of the input value and the sine 
table value pointed by 'index-phase' to correct for delays (Figure 4.18 b) 
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The 'lock jn _amplifier' routine tries to find the correct phase to lock onto. The 
interrupt is generating a sine wave and also averaging the input and reference 
multiplication all the while. The routine scans through the entire sine table 
array to find the 'index' at which the 'averager' value is at a maximum (Fig 
4.18c) 
The development of software-driven instrumentation is revolutionizing the 
extraction of small AC signals that are either partially or completely buried in 
noise. PC technology improvements continue to push the frontiers of 
instrumentation. More and more software-based instruments make it easy for 
engineers and scientists to customize applications to particular needs and 
leverage new developments from the PC industry. The software 
implementations of lock-in amplifier described here is a testament of virtual 
instrumentation that delivers versatile, low-cost digital lock-in amplifiers. 

4.48 



Chapter 4 Lock in Detection 

REFERENCES 

4.1 M. Stachel, "The Lock-in Amplifier: Exploring Noise Reduction and 
Phase," http://www.lockin.de/. An excellent web-based introduction to 
lock-in detection, complete with Java simulations. 

4.2 P. Tempie, Am. 1. Phys. 43(9), 801 (1975). 
4.J "About Lock-in Amplifiers" Application Note. 

Systems, Sunnyvale, CA, 1999. 
http://w . .vw.srsys.comlhtmllapplication_notes.htm}. 
description oflock-in amplifiers. 

Stanford Research 
Available at 

A functional 

4.4 Lock-in Applications Anthology, ed. Douglas Malchow. EG&G 
Princeton Applied Research, Princeton, NJ, 1985. A freely available 
guide to applications of the lock-in analyzer. 

4.5 D. W. Preston and E.R. Dietz, The Art of Experimental Physics. John 
Wiley & Sons, New York, 1991. Discusses lock-in detection on pp. 
367-375. 

4.6 T H Wilmhurst, Signal Recovery from noise in electronic 
instrumentation, Institute of Physics Publishing, 1990 

4.7 R E Best, Phase-Locked Loops-Theory, Design and applications, 
McGraw Hill, 1993 

4.8 M L Meade, Lock-in Amplifiers: principles and applications, Peter 
Peregrinus, UK, 1983 

4.49 



Summary) Conclusion and Scope for future work 

A photothennal spectrometer has been set up in the Applied Optics division of 

Depa11ment of Physics, Cochin University of Science and Technology. The 

salient features of the system include the ability to analyse thin film, powder 

and polymer samples. The tool has been in use to investigate thermal, optical 

and transport properties. Binary and ternary semiconducting thin films were 

analysed for their thermal diffusivities. The ~ystem could perfonn thickness 

measurements nondestructively. Ion implanted semiconductors arc widely 

studied for the effect of radiation induced defects. We could perform 

nondestructive imaging of defects using our spcctrometer. Dr. M P:lUlraj, 

currently a post doctoral scholar at the thin film lab of Dept. of Instrumentation 

at the Indian Institute of Science, Bangalore was awarded his doctoral degree, 

(CUSAT, Dept. of Physics, 2005) for his studies on Ar+, He+ implanted CdS 

as well as Cu doped CdS. The results reported in his thesis on the above in 

addition to studies on In2S3 and transparent conducting oxide ZnD have been 

achieved with this spectrometer. Various polymer samples have been easily 

analysed for their thennal diftusivities. The technique provided ease of 

analysis not achieved with conventional techniques like TGA and DSC. 

Industrial application of the too} has also been proved by analyzing defects of 

welded joints and adhesion of paints. Indigenization of the expensive lock-in­

amplifier and automation has been the significant achievement in the course of 

this dissertation. We are on our way to prove the noise rejection capabilities of 

ollr PC LIA. 
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Scope for Future \Vork 

The ability of conventional single-ended photothennal techniques to detect 

weak inhomogeneities in a given material is mainly limited by two 

instrumental factors: the signal-to-noise ratio and the amplitude dynamic 

range. The amplitude level is limited by the output signal baseline, and may be 

too high to monitor relatively small variations introduced by the presence of 

weak inhomogeneities. A novel photothermal signal generation methodology, 

the principle of which can be broadly applied to any technique utilizing a Jock­

in analyzer demodulation scheme of periodic .signal wave fonns can be tried 

out. Unlike the conventional single-ended periodic excitation wave form, 

which uses a 50% duty-cycle square wave or sinusoidal modulation of the 

pump laser heating beam, a more complicated periodic modulation wave form 

can be employed, resulting in the equivalent of differential-signal 

demodulation. The new wave form takes advantage of the real-time differential 

action performed by the lock-in amplifier weighing function over the two half 

periods of the modulated signal. This results in enhanced signal dynamic range 

due to the efficient suppression of the baseline and a substantial improvement 

in the SNR. The main features of this technique can be investigated with a 

theoretical model for an arbitrary repetitive signal wave form and, in particular, 

for a photothermal signal. The technique known as lock-in common-mode 

rejection demodulation signal methodology can be used as an alternative to 

the single-ended techniques. This signal generation: scheme, when coupled to a 

photothermal detection system is, in principle, capable of detecting very weak 

inhomogeneities in materials that arc not possible to be detected with 

conventional techniques. 
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., 

The depth profile of thermally inhomogeneous samples can be estimated from 

combined laterally and frequency resolved photothermal measurements. 

The mathematical procedure of data inversion makes use of the 

quasi analytical solution of the forward problem. Introducing an appropriately 

chosen grid of depth coordinates the Hankel transform of the surface 

temperature can be expressed by a continuous fraction formula. This enables 

the usage of the effective conjugated gradient technique to retrieve the thermal 

depth profiles by minimization of the objective function. Making use of the a 

priori information about the inhomogeneous sample we chose an appropriate 

Tikhonov's stabilizer function and by this way remarkably improved the 

iteration procedure. The success of this method consists of a drastic reduction 

in computation time and in a better approximation of the searched profiles. 

Or thermal conductivity depth profiles of thermally inhomogeneous materials 

may be retrieved from the time dependence of the surface temperature after a 

flash illumination. A neural network method, which is trained to recognize the 

correlation between depth profiles and the surface temperature on the basis of 

many examples, can be employed. 

Inverse problems on different kinds of materials have been identified, 

classified, and solved. A first classification has been done according to the type 

of depth profile: the physical quantity to be reconstructed is the optical 

absorption in the problems of type 1, the thermal effusivity for type n, and both 

of them for type Ill. Another classification may be done depending on the time 

scale of the pump beam heating (frequency scan, time scan), or on its 

geometrical symmetry (one- or three-dimensional). Two different approaches, 
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the genetic algorithms (GA) and the thermal wave backscattering (TWBS) 

can be applied to several kinds of photothennal depth profiling problems: The 

two approaches are based on different mechanisms and exhibit obviously 

different features. GA may be implemented on the exact heat diffusion 

equation as follows: one chromosome is associated to each profile. The genetic 

evolution of the chromosome allows one to find better and better profiles, 

eventually converging towards the solution of the inverse problem. The main 

advantage is that GA may be applied to any arbitrary profile, but several 

disadvantages exist; for example, the complexity of the algorithm, the slow 

convergence, and consequently the computer time consumed. On the contrary, 

TWBS uses a simplified theoretical model of heat diffusion in inhomogeneous 

materials. According to such a model, the photothennal signal depends linearly 

on the thermal effusivity inhomogeneities, which may be detected because they 

act as backscattering centers for the heat flux. The physical problem is reduced 

to the inversion of a algebraic linear system. The advantage is that TWBS 

allows excellent reconstructions, but only within the limits of validity of the 

approximate model. 
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Appendix A 

Temperature Distribution in a photothermal experiment 

Consider the geom.etry shown in Fig. I. Regions 0 and 2 arc optically 

nonabsorbing media. Region I is the absorbing medium and can be either a 

thin film, gas liquid. or solid. For simplicity. we assume that all three regions 

extent infinitely in the radial direction. This assumption does not significantly 

alter the applicability of the treatment, siilCe focused laser beams are typically 

much smaller than the radial dimension of the sample. and the thermal 

di ffusion length of most samp les is less than typical sample dimensions for 

experimentally useful chopping frequencies. 

In the three regions, the temperature rise T satisfies the equations 

region 0, 

region I, 

region 2. 

subject to the following boundary conditions: 

k a~1 =: k aT; I 
o uz I Z~O I uz Z~O 

where ki is the conductivity, k,(ki = k'/PiCiJ is the diffusivity, Ti is the 

temperature rise of the ith medium above the ambient temperature, and I is the 

thickness of the absorbing medium. Q(r,/) is the heat deposited were unit 

volume oscillating at the frequency w in the absorbing medium and is given by 
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1 4Pa . ? ' . 

Q(r,t) =--, -, exp(-az)exp(-2r-a-)exp(lwt)+C.c 
2 Jr" a-

for a square wave intensity modulated beam where P is the optically exciting 

beam (pump beam) power a is the absorption coefficient, and a is the 1 la] 

radius of the Gaussian beam. We have assumed above that over the interaction 

region between the pump and probe beams, the probe beam is focused to a 

smaller spot than that of the pump beam, and that the pump beam waist does 

not change over the confocal distance of the probe beam. 

The diffusion equation is solved by .making the following substitutions. For 

region 0, we have 

1 f . 1'o(r,t) ="2 £i8Jo (br)E(5) exp(poz) exp(lwt) + c.c.; 

for region 2, we have 

and for region 1, we have 

J;(r,t) = ~ f £iaJo (br)T(5)exp(-az) + A(5)exp(-plz) 

+ B(5) exp(p1z)] exp(iwt) + c.c.; 

where T;{r,z) is the component of the temperature difference oscillating at 

frequency w, 

T(8) = Pa exp[-(&)2/8 
Jr2 kl 1312 

- a 2 

P2 = 5 2 + iw / k 
I I 

substituting into diffusion equation and satisfying the boundary conditions, we 

find that 
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A(S) = -[(1- g)(b - r)exp(-al) + (g + r)(l + b) 

x expCB,l)]T(S)/ H(S) 

BCS) = -[(1 + g)(b - r)exp( -al) + (g + r)(1- b) 

x exp( -f3J)]T(o)/ H(o) 

D( 0) = T( 8) exp( -al) + A( 0) exp( - 13") + B( 8) exp(f3J) 

£(0) = T(o) + A(S) + B(o) 

H(o) = -[(1 + g)(1 + b) exp(f3J)] - (1- g)(1 - b) exp( -f3J)] 

where 

The final temperature distribution is obtained by combining the above. 

To obtain the I-D solution, we take 21r r rdr of smce 

r OdS f rdrJo(br)R(S) = R(O) , one obtains. 

~ (z) = 21r[T(O)exp( -az) + A(O)exp( -k,z) + B(O)exp(k.z)] 

where 

e =iw/k 
I I and T,(z) = 21r f rdr~(r,z) 

simplifying this expression, the result is 

~(z)= /a 2 2 [(1+g)(l+b)exp(k/-az) 
H(O)1r k, (k; = a ) 

- (1- g)(l-b)exp(kJ- az)-l- g)(b - r) 

x exp(a/- k,z) - (g + r)(l + b)exp[k,(l- z)] 

x (1+g)(b-r)exp(-a/+k,z)-(g+r)(l-b) 

x exp(k.l + klZ)} 
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Hence the physical inte~retation is that any temperature distribution can be 

decomposed into distributions of the form la (&) exp (-!3,z). 

These distributions act independently of each other and have an effective 

thermal length given by 11 = 1 Re(!3,) ~ {Re[(k,2 + 6"2)yr2 r l . These l:ase 8 = 0 

gives a radially uniform temperature distribution, which as expected, is similar 

to the 1-0 case. 

For region 1, A(6) is the magnitude of the thermal wave diffusing in the 

positive z direction, B(8) is the thennal wave diffusing in the negative z 

direction, and T(8) is the temperature rise due to energy deposited at location 

(r,z) by the pump beam. 

If heat diffusion into the bounding media is neglected and the temperature is 

integrated along the z direction it reduces to 

rd T· . )= ~ P[l-exp(-al)] 1 ' [(r, t 2 . 2 7t k[ 

r &o(6r)eXp[-(&z)2/8d~ (.) 
x 2 2 U exp Lwt + c.c. 

6" +KI 

if the thermal length (ReK1yl is much smaller than the beam radius, the 

denominator becomes K]2 , and the integral can be performed. The result is 

!d)~(r,t) 
1 P[l- exp( -aJ)]4 

=- 2. 2 exp(-2r2 Ia2 )exp(iwt)+c.c. 
2 6" IW(pC)] a -

in the above case, the temperature distribution follows the beam profile 

because there is no diffusion of heat. 
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If the thermal length is much greater than the beam radius, KI2 can be 

neglected in the denominator. The solution for the temperature gradient 

reduces to 

i dz~ (r, t) = ~ P[l- e:p( -at)] [1- exp( -2r2 / a2)Jexp(iwt) + c.c. 
2 Jr- Klr 

This result shows that the temperature distribution extends significantly 

beyond the beam profile for low chopping frequencies. 

B. Optical Beam propagation 

The effect of the temperature distribution on the probe beam is now calculated. 

The index of refraction is, in general, a function of temperature. Hence 

t5n 
n(r,!) = no + fln(r,t) = no + or IrambienJ(r,t) 

where (t5n/OT)is typically 1O-4°C l for liquids and 1O-5°C'solids. The 

propagation of the Gaussian probe beam through the spatially varying index of 

refraction is given by 

d ( dro) - no- =V'J.n(r,t) 
ds ds· 

where ro is the perpendicular displacement of the beam from its original 

direction, no is the uniform index of refraction, and V' 1. n(r, t) is the gradient of 

the index of refraction perpendicular to S (the ray path}_ The change in the 

complex beam parameter q is given by 

~ (1/ qSiJ.} = _(_1_)2 
ds qs,J. 

i = 1,2 

A.S 



Appendix A 

where 11 qs;1. = 11 Rsj1. - iA.- l(nolZW(;). 11 Rsj1. is the radius of curvature of the 

phase fronts, Wo is the lIe2 spot size, and A is the vacuum wavelength of the 

probe beam. We also assume that the deflection is small compared with the 

temperature distribution. Since typical deflections are 10-5 rad over 1 cm, the 

total deviation is 0.1 !-lm, which is much smaller than the typical 50-!-lm spot 

size of a focused laser. Integrating over the ray path S gives. 

dro =_1 f"alhV'1.n(r,t)ds, 
ds no 

and 

I 

1/ qs,1. cndof -11 qS11.1 beginingof 
interaction InleraC[iOn 

d -2- n{/l~j21 

[

' S'n J 
= J parh S qS'l i = 1,2 

since the deviation is small 

dro _ d. _ 1 On r . V' _ - = 'f' - --- palh 1.T(l,t)ds, 
ds no or . 

where fjJ is the angular deviation from S .. This is a 3-D generalization valid 

fonn Gaussian beams of the 1-0 case. We see that the effect of the curvature 

of the index of refraction is equivalent to an astigmatic lens of focal length Fi 

in the Sj direction where Fj is given by 

1 02n 
11 F; = -- f path 2 ds 

nO nllSj 1. 

- _~ On f t5
2

T d<; 
- s:-r puth ~C' 2 • 

no Ui VU; 1. 

i = 1,2 
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This demonstrates one difference between PDS and TL PDS probes the 

gradient of the temperature, while TL probes its curvature. 

2. Transverse PDS 

For transverse PDS, the probe beam propagates completely within region O. 

The probe beam path is 

y = Yo 

For small tan\fl, 'V 1-T = (81')/(&) 

The deflection is given by 

1 exp(iwt) I5n Izo(tan'l"J 
tjJ=- - dx 

2 no 81' "" 

x r &0(5~y~ + x2)PoE(5)exp{(tan /f)x + z{J]Po}d5 +c.c 

2. Transverse PDS 

for the transverse PDS, several parameters were varied 

a. Frequency dependence. It is seen that the signal falls off very rapidly as 

a function of frequency. Because Ta exp(zr/1t), the signal falls off 

exponentially as the frequency increases. The important consequence of 

the above is that for high modulation frequencies, pulsed work, or 

solids immersed in liquids, the signal is bigger if the probe beam is 

carefully aligned close to the sample surface and hence should be 

focused. This condition shows that the signal is optimized for flat 

samples with small lateral dimensions. 

b. Signal dependence on pump beam radius a .. The signal increases as 1Ia 

as the pump beam is focused. The temperature rise has an a2 
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dependence, while the interaction length goes as l/a. when the pump 

beam radius becomes as small as the lateral thermal length, no further 

increase in the signal is observed. For Zo less than the thennallength in 

air la, the lateral thermal length is approximately the thermal length in 

the glass 19; for Zo greater than la, the lateral thermal length is la. 

c. Signal dependence on probe and pump beam offset Yo. By varying the 

offset Yo of the beams. The profile of the temperature in region 0 is 

probed at the position 20 of the probe beam. The main peak width is 

determined by the spot size of the pump beam and the sample thennal 

length. Because la is larger than 19, the heat flows from the air back into 

the sample for Yo greater than 19.. This reversed heat flow causes the 

second, but weaker, maximum with its phase shifted 1800 from that of 

the central peak. For Zo greater than la, the heat flows away from the 

sample for all Yo values, and the secondary peak will no longer be 

observed. Both the 1800 phase shift and the disappearance of the 

secondary peak can be verified experimentally. 

d. Signal dependence on the probe beam tilt angle \11. For a small pump 

radius (40~m), the tilt angle is not important unless the sample actually 

intercepts the probe beam. In the case of broadband pump beam , the 

signal is more sensitive to the tilt angle because of the longer path 

grazing the sample. This often requires a longer focal length lens for 

the probe beam. 

e. Pump beam offset in the Zo direction .. In general, the signal increases 

exponentially as the probe beam approaches . the sample. The 

exponential increase can be used to detem1ine the diffusivity of the 
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deflecting medium. For the more realistic case of a beam focused on a 

poor conducting substrate, the results are more complex. For Zo 

increasing, the temperature distribution is determined by the thennal 

properties of the air (or an appropriate fluid) so the beam deflection 

falls off exponentially as la. On the other hand, for Zo decreasing, the 

temperature distribution gets smaller and more compressed. Hence the 

signal rises faster than exponentially. 

For cw PDS, the pointing noise of the probe laser predominates. The intensity 

fluctuations of the probe beam can be discriminated against by adjustment of 

the probe spot on the detector. Typically, the differential input can reject 

intensity fluctuations to 1 part in 1000. for a typical laser, the ratio of the 

intensity noise to the dv level was 5 x 10.6
/ .JHz , while the observed noise ratio 

was 6 x 10-7 
/ .JHz . The expected contribution of laser intensity fluctuations in 

5 x 10-9
/ .JHz , which is much less than the observed noise. The noise is due to 

pointing fluctuations. The electronic noise is easily calculated and seldom 

limits the sensitivity. The most significant electronic noise term is the shot 

noise,which sets a detection limit of 3.4 x 10-10 rad / .JHz for a I-m W probe 

laser. 
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ADSP-2100 Family DSP Microcomputers 

SUMMARY 
16-Bit Fixed-Point DSP N1icroproccssors with On-Chip ivlemory 
Enhanced Harvard Architecture for Three-Bus 
Performance: Instruction Bus & Dual Data Buses 
Independent Computation Units: ALU, Multiplierl Accumulator. and Shiner 
Single-Cycle Instruction Execution & Multifunction Instructions 
On-Chip Program Memory RAM or ROI'v" & Data Memory RAM 
Integrated 110 Peripherals: Serial Ports. Timer. 
FEATURES 
25 MIPS, 40 ns Maximum Instruction Rate 
Separate On-Chip Buses for Program and Data Memory 
Program Memory Stores Both Instructions and Data 
(Three-B us Performance) 
Dual Data Address Generators with Modul0 and Bit-Reverse Addressing 
Efficient Program Sequencing \\'ith Zero-Overhead 
Looping: Single-Cycle Loop Setup 
Automatic Booting of On-Chip Program Memory from Byte-Wide External 
Memory (e.g" EPROM ) 
Double-Buffered Serial Ports with Compancling Hardware, Automatic Data 
Buffering, and Ml.Iltichannel Operation 
Three Edge- or Level-Sensitive Interrupts 
Low Power IDLE Instruction 
PGA, PLee. PQFP, and TQFP Packages 
MIL-STO-883B V ersions Available 

GENERAL DESCRIPTION 
The ADSP-21 00 Family processors are single-chip microcomputers optimized 
for digital signal processing (DSP) and other high speed numeric processing 
applications. The ADSP-21 xx processors are all built upon a common core. 
Each processor combines the core DSP architecture-computation units, datn 
address generators, and program scquenccr-with differentiating features such 
as on-chip program and data memory I~A.M, a programmable timer, one or two 
serial ports, 
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Fabricated in a high speed, submicron, double-layer metal (MOS process, the 
hIghest-performance ADSP-21xx processors operate at 25 MHz with a 40 IlS 

instruction cycle time. Every instruction can execute in a single cycle. 
Fabrication in CMOS results in low power dissipation. The ADSP-2l00 
Family's t1exiblc architecture and comprehensive instruction set support a high 
degree of parallelism, In one cycle the ADSP-21 xx can perfonn all of the 
folhnving operations: 
• Generate the next program address 
• Fetch the next instruction 
• Perform onc or two data moves 
• Update one or two data address pointers 
• Perform a computation 
• Receive and transmit data via one or two serial ports 
The ADSP-21 01, ADSP-2! 05, and ADSP-2!!5 comprise the basic set of 
proct:ssors of the t~unily. Each of these three devices contains program and 
data memory RAi'vl, an interval timer, and one or two serial ports. 
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The software PLL 

These PLL simulators are based on the methods and 
'structog:cams' 
pr-esented ir.. Chap~er S of the text / "Phase - Locked Loops / 
Theory, 
Design and ApplicJtions", by Roland E. Best, McGraw-Hill, Inc., 
19 ~~ 3 . 

"include <float.h> 
#include <math.h> 
#include <iostream.h> 

static float ud[2] ,ue [2] ,uf [2] ,u2 [3],phi2 [3] /Q [2J, tm[2], t2 [2] 
static float al,bO,bl,wO,KO/Kd,T,phiO/taul,tau2/Ub,ulG; 

;' * 
* This version of a linear PLL simulator operates on signal 
* vectors. Given a signal, 'ul', vector of length, 'len', 
* and appropriate parameter values, it calculates and 
* returns corresponding vectors for the output values of 
* the phase detector 'ud', the filter 'uf', the 
* Dca 'u2' and the phase accumulator 'phi2' 
*/ 

void lpll(int ler.,float *ul/float *u2,float *ud/float *uf, 
float *phi2,float al,float bO/float bl/float T,float wO/ 

float KO/float Kd) 

int !1j 

/1 Initialize 
ud [0] 0.0; 
uf[O] = 0.0; 

u2 11 J = 0.0; 
phi2[1] = 0.0; 
n = 1; 

/1 Loop 
""hile (n <: (1en-l)) 

ud[n] = Kd * ul[nJ * u2[nJ; 
uf [n] = -al*uf [n-l] + bO*ud[nj + bl*ud[n-·l]; 
phi2 [n+ l} = phi2 In] + (wO + KO*uf [n)) * T,o 

if (phi2 ;1-'-1J > ~'1 l? I ) 
phi2 :1 ;.11 2*M PI" -

if 'phi? n ~·l] ..>= I) 0) 
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u2[n+1] 
else 

u2 (n+l J 

1. (}; 

-1. U; 

// Shift 
n++; 

} 
/* 

* This routine sets up global (static) variables for use 
* by the reentrant version of the linear PLL simulator, 
* 'lpl12'. 

* 
* It can be called at any time Lo reset the ope!ati~g 
* conditions of the PLL. 
*/ 

void initlpl12(float detecto~,tloat filter,float dco,float 
phase, 

/* 

float a1coeff,float bOcoeff,float b1coeff,float omegaO, 
float gainKO,float gainKd, float sampleT) { 

ud [0] 
uf [0] 

detector; 
filter; 

u2[0] 0.0; 
u2[1] dco; 
phi2[0] '" 0.0; 
phi2[1] = phase; 
al alcoeff; 
bO bOcoeff; 
bl blcoeff; 
wO omegaO; 
KO gainKO; 
Kd gainKd; 
T = sampleT; 

* This version of the linear PLL simulator processes a single 
* input event. It accepts a value for the signal and returns 
* the updated values for the phase detector, filter, DCO and 
* phase accumulator. 

* 
* The routine is re entrant , as it saves critical values in 
* static variables so they are carried forward from one call 
* to the next. 

* 
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* I~ is a requirement that the static variables be initialized 
* by 'initpl12' p~ior to the firs: ca!l to Ipl12 . 
... / 

vuiJ Ipl12(float 5ig,float *detector,tloat kfi!ter,float 
*dco,Eloat *phasel 
( 
/t Calculate new quantities 

ud[lj '" Kc! * 8ig " u2 [l~ 
ut[lJ '" -al*uf[Oj + bO*ud[lj ·"Ll*ud[O]; 
pl1i2l2] '" phi2 [lJ. (wO + KO*uf [lJ ) * T; 

I1 Collapse phase and determine dco 
if (phi2 [2J > i': PI) 

phi2[2] -'" 2.0*M_PI; 
1 f (ph i 2 [2) > '" O. 0 ) 

u2[2) 1.0; 

else 
u2 [2J -1 .0; 

1/ Shift 
ud [OJ 
uf (0) 

ud (lJ i 

uf [1]; 
phi2 [1] = phi2 [2J ; 
\12 [1] = u2 [2] ; 

// Set return values 
*detector = ud[O] ; 
*filter = uf [OJ ; 
*dco = u2 [lJ ; 
*phase '" phi2 [1 J ; 

DIGITAL PLL 
/* 

* Thi"s version of a digital PLL si:nulator operates on vectors. 
The 

* primary difference between this PLL and the linear PLL is 
* the replacement of a mUltiplier type phase detector in the 

linear 
* PLL with a digital phase/frequency detector. 

* 
* In Lhe linear PLL, the input signal is assumed to be sampled 

at 
* regular (T) intervals. For the digital PLL, a signal vector, 

j ul 1 , 
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* and a time vector, 'tl', must be provided. This simu.Lates 
operation 

* in an interrupt driven system where the time vector takes 
the 

* place of a 'time stamp' captured at the start of ar. 
interrupt 

* triggered by edges of the input signal. 

* 
*/ 

void dpll(int len,float *ul,float *tl,float *t2,float ·Q,float 
*uc, 

float *ut,float *phi2,float taul,float tau2,float wO,float 
KO, float UbI 
{ 

int n,idx; 
float Tn,tcross,tp,tm,oldphi,newphi; 
float tmpl,tmp2; 

I! Initialize 
uc[O] = 0.0; 
ut [0] = 0.0; 
Q[O] = 0.0; 
phi2[0] = 0.0; 

t2[0] = 0.0; 
oldphi = newphi 0.0; 

n :::; 1; 

idx = 1; 
while (n < len) 

Tn = tl [n] - tl [n-l]; 

II Calculate and correct phi2 
phi2(n] = phi2(n-1] + (wO + KO * uf(n-l]) * Tn; 
if (phi2[n] > 2.0 * M_PI) { 

phi2 [nl -= 2.0 * ['.l_PI; 
phi2[n-l] -= 2.0 * IJI PI; 

II Old code for updating t2 ... 
newphi = oldphi + (wO + KO * uf[n-Ij) * Tn; 
if (newphi > ;Vl_PI) { 

t2 [idx++] tl (n-I] + (['.1 PI - oldphi) I (newphi-
oldphi)*Tn; 

newphi - l'i PI; 

oldphi newphi; 
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!/ Ca~culate teross 
if (':phi2[n] '"'' 0.0) && (phi2[n-l] < 0.0)) 

teress -phi2[n-1]*T~/(phi2[nl-phi2[n-11 l; 

teross 0.0; 

// Calculate tP. tm, Q[n] 
if (Q[n-1J == +1.0) 

if (teross == 0.0) 
tp = Tn; 
tm = 0.0; 
Q [n) '" 1.0; 

I 
else { 

tp teross; 
tm 0.0; 
Q [n] '" 0.0; 

else if (Q[n-1] == 0.0) { 
if (u1[n-l] == 1.0) { 

} 

if (teross 0.0) 
tp = Tn; 
tm = 0.0; 
Q[n] = 1.0; 

\ 

J 
else { 

tp teress; 
tm 0.0; 
Q [n] = 0.0; 

else { 
if (teress == 0.0) 

tp = 0.0; 
tm = 0.0; 
Q [nl = 0.0; 

} 
else { 

tp 0.0; 
tm Tu - teross; 
Q [n] '" -l. 0; 
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else { // (Q[n-1] -1) 
if (u1 [1>1] == 1.0) { 

} 

if (teross == 0.0) 
tp = 0.0; 
t.tn = o. C; 
Q [n] =: O. 0; 

else { 
tp 0.0; 
tm Tn - teross; 
Q[n] = -1.0; 

else { 
tp O.G; 
tm Tn; 
Q[n] '" -1.0; 

II Update filter 

ue [n]); 

if (tp > 0.0) { 

else 

ue [n] ue [n-l] + (Ub-ue [n-I]) *tpl (tau1+lau2) ; 
uf[n] = uc[nl + (tp/Tnl*(tau2/(tau1+~au2) )*(Ub· 

.if (tm > 0.0) { 

uc[n] '" uc[n-l] * (1.0 - tm/(taul+tau2)); 
uf fn] '" uc [n] * (I. 0 -

(tau21 (taul+tau2)) * (t:n/Tn)); 

} 
else { 

uc [n] ue [n-l] ; 
uf[n] ue [nJ ; 

n+-l-; 

void initdpl12(float cap,float filter,float Qstate,float phase, 
float phi,float gainKO/float gainKd,float omegaO, float to. 
float sigO/float tKl,float tK2,float Vc) 

ue[O] = cap; 
uf [0] = filter; 
Q[O] = Qstate; 
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T = to; 
phi2 [DJ ~ phase; 
KD gainKO; 
Kd '" gainKd; 
\dO = omegaC; 
phi!) = phi; 
ulO = sigo; 
taul = tKl; 
tau2 =0 tK2; 
Ub = Vc; 

void dpl12(float sig,float timing. float kt2,float *filter, 
float "'phase) 

int idx; 
float Tn,tcross,tp,tm,newphi; 

Tn = timing - T; 

II Calculate and cerrec~ phi2 
phi2 (1] = phi2 [OJ + ('dO + KO * ut [DJ) * Tn; 
if· (phi2 (1] > 2. D kM_PI) { 
phi2(l] 2.0 * !VI_PI: 
phi2[0] -= 2.0 * M PI; 
} -
newphi = phiO + (wO + KO * uf[O]) * Tn; 
if (newphi > M_PI) { 

*t2 = T + (M_PI - phiO;/(newphi-phiO)*Tn; 
newphi M_PI; 
idx++; 

phiO = newphi; 

// Calculate tcress 
if ((phi2[1] >= 0.0) && (phi2[O] < 0.0)) 

tcross -phi2[O]*Tn/(phi2[11-phi2[O]'; 
else 

ecress 0.0; 

I; Calculate tP. cm, Q[l] 
iE (Q [0] == +1. 0) { 

if (tcross == 0.0) 
tp T:1; 
:::m "= () _!); 
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Q[L 1.0j 

else { 
tp cc:roSSj 
trn 0.0; 

Q[l] 0= 0.0; 

else if (Q(O] === 0.0) 
if (ulO ==== 1.0) { 

} 

if (tc:ross === 0.0) 

tp == Tn; 
trn == 0.0; 
Q[l] == 1.0; 

} 
else { 

tp tcross; 
trn 0.0; 
Q(l] '= 0.0; 

else { 
if (tcross 0== 0.0) { 

tp = 0.0; 
tm == 0.0; 
Q(lj = 0.0; 

} 
else { 

tp 0.0; 
tm Tn - tcross; 
Q[l] = -1.0; 

else { // (Q[O] == -1) 

if (ulO == 1.0) { 

if (tcross == 0.0) { 

tp = 0.0; 
tm = 0.0; 
Q[l] = 0.0; 

} 
else { 

tp 
tm 
Q [1] 

0.0; 
Tn - tcross; 
= -1.0; 

B.l1 



Appendix-B 

else 
tp 0.0; 
tm Tn; 
Q[l] = -1.0; 

} 
// Update filter 

if (tp > 0.0) 

lIe [11 ) ; 

else 

ue [1] ue [0] + (Db - ue [0]) * LP / (tau1t·tau2); 
uf[l] = ue[l] + (tp/Tn) * (tau2;'(taul+tau2)) * (Ub-

if (tIll :> 0.0) { 
ue[l] uc[O] * (1.0 - tm/(laul+tau2)); 
uf[l] = ue[l] * (1.0 - (tau2/(taulttau2)j*(tm/Tn)); 

} 
else { 

uell] 
uf [1] 

ue [0 J ; 
ue [1] i 

;' Shifc variables 

B.12 


	TITLE
	CERTIFICATE
	DECLARATION
	ACKNOWLEDGEMENT
	PREFACE
	publications
	Chapter 1
	Chapter 2
	Chapter 3
	Chapter 4
	Summary & Conclusion
	Appendix A
	Appendix-B



