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ABSTRACT

KEYWORDS: Active Disturbance Rejection Control; Extended State Observer;

Critical Observer Bandwidth; Permanent Magnet DC Motor

The empirical approach of the PID presents a limitation in tuning for practicing en-

gineers, since it requires ample experience and sound knowledge of the plant. Tun-

ing of controllers in model based approach was challenging due to the mismatch

of the actual system with approximate model. This situation demanded a model

independent approach to take care of the uncertainties of the plant, including the

disturbances and the unknown dynamics of the plant. Active Disturbance Rejection

Control (ADRC) came up at this juncture as a robust, model less control technique

in the early 21st century. This control strategy started as a potential replacement

for the long flourished PID controllers, more commonly PI controllers, in industrial

control sector. The thesis proposes a modification to the conventional topology of

ADRC and discusses the implementation of this modified approach in the speed

control of a permanent magnet dc motor. The inevitable role of Extended State

Observer in the improved performance of ADRC is undoubtedly certain. A criti-

cal observer bandwidth beyond which the performance of modified ADRC wanes,

due to the loss of estimation property of its integrant ESO, is brought out through

this work. The discussion progresses in establishing the necessity of identifying an

optimal observer bandwidth through which modified ADRC can out perform a PI

controller. Finally the development of a controller based on the modified ADRC

which reduces the mathematical complexity of implementation is presented.
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CHAPTER 1

INTRODUCTION

1.1 Historical background

Inventions are cumulations of small advancements that reach a critical point. This

statement has significant relevance in the history of control systems. The develop-

ments in control systems date back to third century BC when a Greek mathemati-

cian Ktesibios invented a self regulating valve. A new phase for control theory was

marked by the contributions of Maxwell et al. (1868), where they highlight the sta-

bility issues related to governors, using the concept of differential equations. It was

during World War II that the discipline of feedback control systems emerged as a

result of the interdisciplinary research of mathematicians and engineers from var-

ious specialisations. This opened a new era which showed the merging of control

theory and mathematics: the era of Systems Theory. A significant progress in the

development of control system happened when Minorsky (1922) proposed a clear

theoretical analysis for the automatic steering of ships using a three term controller

called Proportional-Integral-Derivative (PID) controller. The original tuning tech-

nique of the classical PID was developed by Ziegler and Nichols (1942). Later on,

this very technology spearheaded the industrial revolution.

Though many advances occurred in the field of feedback controllers, classical PID

controller continues to rule the industry, since its inception, many decades back.

This is mainly due to its constant and simple structure, that requires only repeated

tuning to solve various problems. However, PID controllers suffer the major draw-

back of repeated tuning using a trial and error approach. Also, there are situations

with ramp set point changes which require considerable performance specifications.



The reactive nature of PID controllers always posed a limitation to its performance

in such cases (Sung and Lee, 1996). There are other instances where dynamic re-

sponse of systems change with operating conditions. These changing operating

conditions make it difficult to tune a PID controller to achieve acceptable perfor-

mance over a broader range of operating conditions (Marlin, 1995). Furthermore,

PID controllers exhibit certain limitations in handling disturbances and time delays

in systems (Åström and Hägglund, 2001). As experience in tuning played a key role

in all the above mentioned situations, control engineers in industry, started demand-

ing a novel robust control technique. It was at this juncture that Han (1999) came

up with a promising concept called Active Disturbance Rejection Control (ADRC)

which had started gaining significant popularity amongst industrial control engi-

neers since the beginning of 21st century.

1.2 Motivation of the research

The formulation of the control technique called Active Disturbance Rejection Con-

trol marked a paradigm shift in the domain of industrial control. This novel concept

is capable enough to replace classical PID control from control industry. This had

motivated for a research, after identifying certain research gaps, to analyse the per-

formance of ADRC, when applied to a permanent magnet DC motor.

1.3 Objective and Scope

As mentioned earlier, mathematical modelling is an inevitable part of control de-

sign. But unfortunately, the non availability of accurate mathematical descrip-

tions for physical plants created design predicaments among practicing engineers.

Though robust control strategies emerged as a solution to handle these uncertainties

(Chandrasekharan, 1996), they could solve it only to a limited extent. Handling un-

2



wanted external disturbances creeping into the system was another challenge faced

by control design engineers. Many researchers proposed that disturbance estima-

tors could appropriately estimate and eliminate the unwanted disturbances (Brandin,

1988; Profeta et al., 1990; Epstein et al., 1989). Among the many disturbance es-

timators, Extended State Observer (ESO) stands apart, as it plays a key role in the

control approach called Active Disturbance Rejection Control (Gao et al., 2001b).

This control strategy extracts the required information and then cancels out the ef-

fect of unknown internal plant dynamics and external disturbances.

A systematic design approach for Extended State Observer, in the context of ADRC

is rarely reported in literature. To validate the design approach, a detailed analysis

through simulation and hardware is required.

The objective of this dissertation is to

1. analyse the effect of observer bandwidth on the performance of Extended

State Observer and come up with a critical observer bandwidth.

2. analyse the performance of the modified control technique pertaining to changes

in observer bandwidth.

3. develop a controller based on the modified Active Disturbance Rejection Con-

trol technique, keeping an eye on the critical observer bandwidth, which is a

key factor affecting the performance of ADRC and its allied ESO.

The scope of the study is limited to the performance analysis of this control tech-

nique from the perspective of a permanent magnet dc motor, which is a fundamental

motor. This study can then be extended to any other motor.

3



1.4 Organisation of the thesis

A literature survey on different control techniques, evolution of the concept of Ac-

tive Disturbance Rejection Control and its applications are included in Chapter 2.

A detailed description of the main theme of the research, i.e., Active Disturbance

Rejection Control (ADRC), is given in Chapter 3.

Chapter 4 discusses the study conducted to analyse the effect of bandwidth on the

performance of the Extended State Observer using simulation approach.

As mentioned in the previous section PI controller suffers a major drawback of

repeated tuning of the two controller gains. The tuning method and the challenges

faced in tuning are elaborated in Chapter 5 with a series of simulations. This brings

out the need for a novel approach in industrial control domain.

As the Extended State Observer is a key constituent of this controller unit, we can

notice that the controller bandwidth and observer bandwidth are intensely related.

Chapter 6 reports a performance evaluation of ADRC in this frame of reference.

This lays the foundation for conducting the experimental analysis.

Various aspects of hardware implementation of the modified ADRC are examined

in Chapter 7.

Finally the thesis concludes with Chapter 8 which brings out the contributions of

the research work and recommendations of probable future work that could be taken

forward, gathering the apprehensions gained through this dissertation.
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CHAPTER 2

LITERATURE SURVEY

The present chapter narrates an overall classification of the control techniques pre-

vailing in practice and how a transition occurred from classical control to math-

ematically enriched Systems Theory. A brief note on the need for a shift in the

existing control strategy is mentioned here. A survey on the concept of evolution

of Active Disturbance Rejection Control, its analysis and engineering applications

that utilised this notion are also reported in this chapter.

2.1 Control techniques - A broad classification

Existing control techniques can be broadly classified into

1. Error based technique (Empirical Approach)

2. Model based technique (Modern Control Approach)

2.1.1 Error based empirical approach

The design of such controllers is not based on any information of the dynamics of

the system. i.e., a mathematical model of the system is not required for its design.

The controller design is purely based on observation of the behaviour of the plant.

Practitioners in control industry follow such an error based approach for control

of processes. They tune these controllers using lookup tables and trial and error

techniques which they gained from their vast industrial experience. Hence the name

empirical approach. Here the practical design aims in developing a control law that



minimises the error between the process variable and reference tracking signal. The

control action largely depends on the present error, the accumulated errors over an

interval of time and the prediction of the error variations in the future. PID controller

belongs to this category of controllers. The mathematical equations that describe

the operation of the established PID controller is empirically deduced without a

mathematical system model.

u = Kpe+ Ki

∫
edt+ Kd

de

dt
(2.1)

The three parameters of Equation 2.1 are manually tuned to achieve the desired

performance. However, it requires tuning of three parameters and the tuning process

need to be repeated for varied operating conditions.

2.1.2 Model based modern control approach

The control law for these controllers is designed to suit the model devised for the

system. State feedback controllers belong to this category. Their performance pri-

marily depends on the extent to which the mathematical model matches with the

actual system. Though the design of these controllers results in acceptable range of

performance, they do not often exhibit optimal operating behaviour, primarily due

to this model mismatch.

Consider a mathematical relation governing an electromechanical system as given

below.

ÿ = f(y, ẏ, w, t) + bu (2.2)

In this model based design, we assume that the required dynamics of the plant is

ÿ = g(y, ẏ) (2.3)

6



Assuming the system as a disturbance free and linearised one, we can write

f(y, ẏ, w, t) ≈ f̄(y, ẏ) (2.4)

This reduces equation (2.2), resulting in the control law of (2.5)

u =
−f̄(y, ẏ) + g(y, ẏ)

b
(2.5)

In equation (2.5), the effectiveness of the control law u depends much on the close-

ness of the term −f̄(y, ẏ), to the actual dynamics of the system. In short, modern

control paradigm can be summarised in the following steps:

1. An accurate mathematical model is required to describe the process (2.2).

2. Another mathematical model is required to define the design requirements

(2.3). This can even be a cost function to be minimised.

3. A control law is formulated combining the above two (2.5).

2.2 From automatic control to Systems Theory

Most of the early engineering processes were naturally described by Ordinary Dif-

ferential Equations (ODE). Hence the classical approaches in control theory mainly

relied on Linear Ordinary Differential Equations, with constant coefficients. Math-

ematical control theory had its origin when people started using many mathematical

techniques to a large extent, to put the principles of control theory into practice. This

is true in all the control systems developed till date: beginning from Watt’s steam en-

gine governor to present day autopilots in air planes. By the middle of 20th century,

the world of mathematical control theory opened appreciably for researchers. In this

context, we cannot forget the remarkable contributions made by a few great math-

ematicians. These include Dynamic Programming by Richard E. Bellman (1954),
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Pontryagin’s principle by Lev.S. Pontryagin (2018) and Linear System Theory by

Rudolf E. Kalman et al. (1969). During the development of modern control theory,

it was noticed that the real world was too complex and the mathematical models

in use till then, failed to accurately describe the dynamics of the system. Mod-

elling of complex, nonlinear, uncertain, real world systems were beyond the scope

of studies till then. Researchers concentrated on bringing a solution to this issue,

and many responses to this problem can be found in the literature. Among these are

the remarkable contributions of modern control era,

1. Robust Control - A control technique that requires a priori information of the

plant dynamics and the bound of uncertainties (Veselỳ, 2013). In this case, the

control law is not changed. The contributions of the Russian control theorist

Vladimir Kharitonov (1979) marked a turning point for the developments in

robust control. Some examples of robust control techniques are high gain

feedback control, Sliding Mode Control (SMC), Variable Structure Control

(VSC), loop transfer recovery technique, H∞ control etc.

2. Adaptive Control - A control technique that does not require a priori infor-

mation of the plant dynamics and the bound of uncertainties (Landau et al.,

2011). In this case, the control law automatically gets adapted to system varia-

tions. Some examples of adaptive control techniques commonly used in prac-

tice are Deterministic and Stochastic Adaptive Controls, Feedback and Feed-

forward Adaptive Controls and Model Reference Adaptive Control. Apart

from this, different state-of-the-art adaptive control methods are also reported

in literature (Anavatti et al., 2015).

Control theory, thus, started under the name “Automatic Control” gradually moved

to a mathematically enriched new phase under the name “Systems Theory”. Modern

control presumed that mathematical models could be used to effectively describe the

dynamics of the plant. Subsequently, the control law was formulated from mathe-

matical descriptions of the plant/process. Obviously, the performance and accuracy
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of the controller depend much on the extent to which the mathematical model resem-

bles the system. Thus, the performance of the controller was adversely affected by

the uncertainties that were not included in the system model. This made researchers

think in the direction of developing some method by which the uncertainties of the

system could be adequately tracked. They wanted to make easily tunable, robust

and model independent controllers that could compensate unknown dynamics of

the plant and the actual disturbances in real time. The conflict between the estab-

lished modern control theories and primordial practices led to the unabating theory

Vs practice hassle. It was this irritating theory-practice gap that kindled the minds

of Jingqing Han and triggered him to answer the question of “need for a paradigm

shift” (Gao, 2006a).

2.3 The need for a paradigm shift

It was Thomas Kuhn, the American historian and philosopher of science who in-

troduced the term “paradigm shift” for scientific revolutions. According to Kuhn,

“paradigms prove to be constitutive of the research activity”. He ascertained that

“when paradigms change, there are usually significant shifts in the criteria deter-

mining the legitimacy, both of problems and of proposed solutions” (Kuhn and

Hawkins, 1963). Mathematics is all about manipulation of abstracts. Hence, as

long as we fail to develop a perfect mathematical model of the system under study,

the precision of mathematics fails. The words of Albert Einstein perfectly match

this context -“As far as the laws of mathematics refer to reality, they are not certain;

and as far as they are certain, they do not refer to reality”.

Modern Control Paradigm depended too much on mathematical models, whereas

the Empirical Design Paradigm proved inappropriate in uncertain environments, as

it is rather an intuitive approach. In short, model-based and error based techniques

had their limitations in solving the cardinal issue of uncertainties in feedback con-
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trol systems. This reinforced the need for a paradigm shift in control theory.

2.4 The evolution of the new concept of ADRC

Unmodelled dynamics, parameter variations due to failure in components and ex-

ternal disturbances largely exist in the processes in nature. These demanded “distur-

bance rejection” and “control of systems with uncertainty” as a fundamental issue

to be solved by researchers working in the field of control systems in recent years.

Active Disturbance Rejection Control (ADRC) evolved as a fruitful control tech-

nique, that could handle uncertainties of any nature, be it internal or external. Here,

the total disturbances are included in an extended state variable which is estimated

using an Extended State Observer (ESO). The control mechanism, thereby, remains

unaffected by any discrepancies in the modelling, as it includes all uncertainties as

the extended state variable. Uncertainty reduction and a kind of robustness make

this method an interesting solution to problems, in cases where full knowledge of

the system is not available.

The concept of ADRC was pioneered by Jingqing Han and contributed through

many of his Chinese transcripts, before his last publication (Han, 2009). The term

Active Disturbance Rejection Control was systematically used for the first time in

English literature and opened to the research world by Zhiqiang Gao in the year

2001 (Gao et al., 2001b). Active Disturbance Rejection Control (ADRC) is a ro-

bust control strategy, which encompasses the features of, error driven PID and state

observer. Here the observer model of the system is extended with a new state vari-

able, which includes all parameter variations, disturbances and internal dynamics

that are left unnoticed in the normal plant description. The key idea behind this

principle lies in the canonical representation of the Extended State Observer (ESO).

The online estimation of this new state is performed using a state observer called

ESO, which is used to separate the system and uncertainties, which in turn indirectly
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simplifies the closed loop system to a large extent. Due to the real time compensa-

tion of the uncertainty, issues in modelling are satisfactorily eliminated. Thus the

control mechanism, more or less remains unaffected even in the presence of model

discrepancies, parameter variations and external disturbances.

2.5 A review on the theoretical justifications related

to ADRC

In the early days of its progress, analysis of ADRC took a slow pace due to its

very structure with nonlinear gains. However, studies on convergence of nonlinear

ADRC for Single Input Single Output systems (Zhao and Guo, 2016) and Mul-

tiple Input Multiple Output systems (Guo and Zhao, 2013) are reported in litera-

ture. In the initial years, research attempts resulted only in approximate frequency

response of nonlinear ADRC to analyse the extent of disturbance rejection (Gao

et al., 2001a). A frequency response analysis of Nonlinear ADRC (NLADRC) was

carried out using describing function approach. These studies show that NLADRC

exhibited higher control efficiency for linear plants, but with lesser stability (Wu

and Chen, 2013).

The linear reduction and gain parameterisation of ADRC by Gao (2006b) simplified

the approach and paved the way for many justifications on its potential capabili-

ties. Later, the stability analysis of the ADRC with this linear topology was studied

(Zheng et al., 2007c,b). This paper gives an analytical approach that establishes the

performance of Linear ADRC (LADRC) achieved in varied classes of plants like

nonlinear, time-varying and plants with unknown dynamics. Two extreme cases are

considered here.

1. For plants with accurate mathematical model, asymptotic stability is detailed

and derived.
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2. For plants with unknown dynamics, upper bounds of tracking error and esti-

mation error are defined.

The exponential stability of nonlinear time variant systems with LADRC (Zhou

et al., 2009) is dealt with by decomposing the original one into slow subsystem

and a fast subsystem. Zhao and Huang (2012) discuss the performance of LADRC

in linear time invariant Single Input Single Output minimum phase systems with

unknown orders, uncertain relative degrees, and unknown input disturbances. In-

vestigations had been extended to study the performance of LADRC in systems

with long dead time and with right half-plane zeros, unstable and of distributed

parameters (Chai et al., 2011).

However, a frequency response analysis was inevitable for ADRC to be appreciated

by practicing engineers. An initial step in this line on analysing the extent of stabil-

ity and performance of linear ADRC, through frequency response using a transfer

function approach, on highly uncertain linear time invariant systems was justified by

Tian and Gao (2007). Csank and Gao (2008) used frequency response approach to

explore the disturbance rejection property of linear ADRC. The reports of Xue and

Huang (2013a) give a better insight on frequency response analysis of ADRC for

uncertain systems. The discussion on the link between time domain and frequency

domain characteristics of ADRC solidifies its capability for engineering applica-

tions (Xue and Huang, 2013b; Zheng and Gao, 2016). An overall time domain and

frequency domain performance analysis of LADRC for plants with uncertain dy-

namics proves the extent of robustness and ability of disturbance rejection of this

promising concept (Xue and Huang, 2015).

It is noticed that the design framework of ADRC applies to all categories of sys-

tems like linear, nonlinear, time invariant, time variant, Single Input Single Output

(SISO) as well as Multiple Input Multiple Output(MIMO) Systems. The review

reports of Huang and Xue (2014) consolidate all facets of the methodology and

theoretical aspects of ADRC .
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Table 2.1: A consolidated review of the studies on ADRC conducted so far

Topolgy Nature of study
Type of

plant
Objective
of study NLADRC LADRC

Time
domain

Frequency
domain

SISO convergence x x
MIMO convergence x x

Nonlinear
plants

stability,
tracking

performance
x x

Nonlinear time
varying with

unknown dynamics
stability x x

Nonlinear
plants

exponential
stability x x

Linear SISO
minimum phase

systems with
unknown order

performance
and stability x x

Linear
time invariant

performance
and stability x x

Linear
time invariant robustness x x

Critical
bandwidth

The research gap was identified after consolidating the above review. The study

is tabulated in Table 2.1. The blank spaces represents the research gaps, while ‘x’

represents the availability of literature.

Along with the developments of ADRC, its various constituents were also the sub-

ject of interest for researchers. Theoretical research on the convergence for a second

order linear tracking differentiator with any differentiable input signal and nonlinear

tracking differentiator is discussed in literature (Guo et al., 2002). The studies by

Yang and Huang (2009) and Yoo et al. (2007) show significant performance level

of Extended State Observer pillaring ADRC. Some simulation studies on the con-

vergence of Linear ESO (LESO) associated with ADRC for nonlinear systems are

reported in discrete time domain by Yoo et al. (2006) as well as in continuous time

domain by Guo and Zhao (2011).
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A procedure based tuning method for a second order LADRC for a variety of sys-

tems like low order and high order was also developed by taking settling time as

the performance specification (Chen et al., 2011). Rather than time domain spec-

ifications, frequency domain specifications are the matter of interest for practicing

engineers. Since ADRC was developed as a transformative control strategy for

industrial control applications, tuning based on frequency specifications is highly

recommended. But elaborate studies in this perspective are hardly noted in litera-

ture.

In short, the major highlights of this intuitive technology are robustness and un-

certainty reduction. It is understood that ADRC is a potential replacement for the

deeply rooted PID technology in industries and had become an attractive area for

applied researchers. In the next section some applications are reported where the

principle of ADRC is tried and implemented in engineering applications by various

research groups across the globe.

2.6 A review on applications of ADRC

Even though there are some gaps in the theoretical aspects of ADRC, it had been

effectively implemented in some major industrial applications. This section lists a

few of this kind.

2.6.1 Motion control

The research group of The Applied Control Research Laboratory of Cleveland State

University initiated the studies on ADRC based motion control systems (Gao et al.,

2001a). The search for the best control law for a motion control problem converged

to Linear ADRC (LARDC) among control algorithms like PID control, PID with

leadlag compensation, PID with velocity feedforward control, parameterized loop
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shaping control and LADRC (Zheng and Gao, 2005; Goforth, 2004). The results

of about 168 benchmark tests on an industrial motion control platform that charac-

terises the performance of both ADRC and existing industrial controllers show the

prospective future of ADRC as a feasible solution in manufacturing industry (Tian

and Gao, 2009).

2.6.2 MEMS gyroscope

Automotive industry and navigation systems largely rely on gyroscopes. With the

advent of microelectromechanical systems (MEMS), the conventional gyroscopes

were replaced by MEMS gyroscopes. Eventually, the control techniques of MEMS

gyroscopes too invaded the research field of control theory. A major challenge in

the control aspect of MEMS gyroscopes is its time varying rate of rotation which

is normally discarded in studies. Researchers took this as an opportunity to apply

the technique of Active Disturbance Rejection Control, to handle this issue in the

model dynamics of MEMS gyroscopes. It is found that ADRC could successfully

eliminate the vibrations in the sense axis of MEMS gyroscopes resulting in an easier

and precise estimation of the rotation rate. This establishes the high tracking per-

formance of ADRC (Zheng et al., 2007a). An economic solution for counteracting

the structural and fabrication imperfections and improving the rotation rate sensing

of MEMS gyroscopes was addressed by (Dong et al., 2008b). The stability analysis

with encouraging results proves the theoretical establishment of ADRC in MEMS

gyroscopes where the underlying issue is disturbance rejection (Dong et al., 2008a;

Zheng et al., 2008; Zheng and Gao, 2011).

2.6.3 Web tension regulators

The web tension control problem is a highly dynamic and complex case due to

large amount of uncertain parameter variations, which requires special concern in
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industrial control situations. Different control techniques were tried to solve the

issue of rejecting changing dynamics due to “tension transfer” between nearby web

spans, changes in working temperature, defects in physical framework etc. ADRC

provided an encouraging solution in this case too (Hou et al., 2001; Zhou and Gao,

2007).

2.6.4 Other applications

Apart from the areas mentioned above, the concept of ADRC had been successfully

applied in solving a variety of interesting issues related to human postural sway

(Kotina et al., 2011), the disturbances and unmeasured dynamics associated with

chemical processes (Chen et al., 2007), load changes and system uncertainties in

power system containing both thermal and hydraulic turbines (Dong and Zhang,

2010), integrated flight-propulsion control scheme (Wang et al., 2010) and the like.

Zheng et al. (2011) address the disturbance rejection as the key annoying issue in

thermal power plants and proposes ADRC as a meaningful solution. It is found that

this control strategy gives convincing results in the field of power electronics (Sun

and Gao, 2005), space power management (Ping and Gao, 2005), electric power

assist steering system (Dong et al., 2010), iron and steel processes (Wang et al.,

2011) and airships under uncertain wind disturbances (Kim et al., 2003). The areas

of application can be extended to systems whose accurate mathematical models are

not fully demystified like high precision machining processes, high altitude flight

control problems, uncertain power plant contingencies etc.
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CHAPTER 3

ACTIVE DISTURBANCE REJECTION CONTROL

3.1 Introduction

The idea of ADRC had its origin when Jinquing Han (2009) wondered whether

a true mathematical model for a system was ever obtained and if modern control

theory is all about controlling mathematical models or the actual physical systems.

Researchers were in the direction of developing some methods by which the un-

certainties of the system model and external disturbances can be properly tracked

as they adversely affect the controller performance. This was always a matter of

serious discussion among the theoreticians and practising engineers. Unfortunately,

practising engineers handle the plant uncertainties empirically, while theoreticians

neglect them in their model dynamics. Han thought of combining these uncertain-

ties too as a disturbance parameter and there originated the work related to Active

Disturbance Rejection Control better known as ADRC, way back in 1999. The fun-

damental idea of ADRC is to treat the process/plant as a series of integrators and

eliminate the internal and external, uncertainties and disturbances, which Han called

as “total disturbances hitting the process/plant”. Though, with a glaring demand,

PID control deep rooted in process industry, Jinqing Han raised four fundamental

issues for this topology.

1. “Set point is often given as a step function, not appropriate for most dynamics

systems because it amounts to asking the output and, therefore, the control

signal, to make a sudden jump”

2. “PID is often implemented without the D part because of the noise sensitivity”



3. “The weight sum of the three terms of PID, while simple, may not be the

best control law based on the current and the past of the error and its rate of

change”

4. “The integral term, while critical to rid of steady-state error, introduces other

problems such as saturation and reduced stability margin due to phase lag”

To overcome the above mentioned issues, Han proposed the idea of Active Dis-

turbance Rejection Control (ADRC) which included a transient profile generator,

Tracking Differentiator (TD), Nonlinear Controller and an Extended State Observer

(ESO).

3.2 Transient profile generator

A major concern mentioned by engineers in feedback control is the set point jump

of reference signals, especially the step input. A sensible transient profile that can

be smoothly tracked by the output is used to solve the above issue (Figure 3.1).
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Figure 3.1: A standard velocity and acceleration profile
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3.3 Tracking Differentiator (TD)

A tracking differentiator is one that produces two signals x1(t) and x2(t) from a

given signal x(t), such that

x1(t) = x(t) (3.1)

x2(t) = ˙x(t) (3.2)

Tracking differentiators have found to enhance the performance of PID controllers.

The role of tracking differentiators is two-fold in the design of PID controller, i.e, in

both the feedback measurement and reference generation. In any feedback control

system, the selection of the sensor that measures the feedback signal has utmost

significance. For e.g., the position measurement has always exhibited better perfor-

mance over velocity measurement due to the increased interference of noise signals

in the latter one. A tracking differentiator proves to be an appealing solution to this

issue. It can reconstruct high-quality velocity signal numerically from the available

position measurement. Also, it can be used to provide the derivative in PID control.

They can be used in generating non differentiable or discontinuous reference sig-

nals too. A generalised form of the tracking differentiator used in the conventional

ADRC topology (Su et al., 2005) originally developed by Han is given in Equation

3.3.

ẋ1 = x2

ẋ2 = −R1sgn(x1 − xref ) +
x2|x2|
2R1

(3.3)

where x1 is the parameter to be tracked, x2 is its reconstructed derivative and R1 is

the maximum attainable value of ẋ2.
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3.4 Nonlinear Controller

The control law of a PID controller with linear gains is given in Equation 3.4.

Though the linear gain PID controller is simple and easily manageable, it is found

that there are certain limitations as mentioned in Section 1.1. Gain scheduling of

controllers was a possible solution for this problem, though restricted with slow

variations in scheduling variables. Shamma and Athans (1992) discuss the potential

threats of gain scheduling and suggest possible remedies. But the solution was more

or less problem dependent.

u = Kpe+Ki

∫
edt+Kd

de

dt
(3.4)

Along with the development of ADRC, Han had proposed an ingenious change

in the structure of PID, which he called a Nonlinear Controller. The Nonlinear

Controller suggested by Han acts along with the tracking differentiator, gives the

control law as in Equation 3.5.

u = Kp |e|αp sgn(e) +Ki |ei|αi sgn(ei) +Kd |ed|αd sgn(ed) (3.5)

where ei =
∫ t
0
e(t)dt and ed is the error in actual and reference, derivative signals.

The idea behind a Nonlinear Controller is the use of nonlinear gains and sgn()

function in PID structure.

Gao et al. (2001b) gives a concrete example that brings out the concept of Nonlinear

Controller. A comparison of the steady state error for a single integrator system

with a linear controller (Equation 3.6a) and a nonlinear controller (Equation 3.6b)

is tabulated in Table 3.1. This clearly explains the effectiveness of this approach.

u = −Kpe (3.6a)

u = −Kp |e|α sgn(e) (3.6b)
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Table 3.1: A comparison of steady state error

Type of
controller α

Steady state
error

Linear NA < 0.1
Nonlinear 0.5 < 0.01
Nonlinear 0.33 < 0.001

It is found that for the same gain Kp = 10, a linear controller (Equation 3.6a) gives

a steady state error less than 0.1, while a non-linear controller (Equation 3.6b) gives

a steady state error less than 0.01 for an α =
1

2
. This gets still reduced to less than

0.001, when α =
1

3
. The improved performance is due to the mathematical nature

of the non-linearity (Figure 3.2).
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Figure 3.2: Effect of nonlinear function on control input

Also, for the Nonlinear Controller, when αi < 1, the integral action is improved

for smaller errors, for which its action should be significant. This also prevents

saturation effect at larger errors. On the other hand a selection of αd > 1, makes
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the differential action significant for larger errors like transients. This term has

negligible effect when the output is close to steady state. For α < 1, Equation

3.6b gives a higher gain for lower error (e) and lower gain for higher error (e), in

comparison with Equation 3.6a.

Another nonlinear function was also proposed by Gao et al. (2001b) that can be used

in implementing Nonlinear PD controller (Figure 3.3). Here |e|α sgn(e) is replaced

with a mathematical relation (Equation 3.7) that generates a linear control input for

a smaller range of error.

fal(e, α, δ) =


|e|α sgn(e), |e| > δ.

e

δ1−α
, |e| ≤ δ.

, δ > 0 (3.7)
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Figure 3.3: Effect of fal function on control input

A comparison of nonlinear function and fal function for α = 0.1, 0.25, 0.33 and

0.5 is given in Figure 3.4. It is noted that nonlinear function results in smooth

change in control input while fal function results in linear control input for a range
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of small error. This is similar to gain scheduling of controllers. Gain scheduling

by inexperienced control engineers can lead to severe unpredictable situations in

industrial control processes.
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Figure 3.4: A comparison of nonlinear function and fal function

3.5 Extended State Observer (ESO)

Over the time, “observers” or “estimators” have become a key element in engineer-

ing design and implementation. In control design, we often come across unmeasur-

able parameters. Observers are programs that derive information of the state of a

system from some plant information, in real time. The concept of the observer was

first introduced by Luenberger (1964) in his seminal paper, where it was shown that

the state of a linear system can be reconstructed from observation of input and out-
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put of the system. One can find many modifications of state observer in literature.

A closer look at the different observer designs like high gain observer by Esfandiari

and Khalil (1992), sliding mode observer by Slotine et al. (1987) and Utkin (2013)

and the like, points to a common fact that majority of the observer designs depend on

the mathematical model of the system. It was Han (2009) who introduced the con-

cept of Nonlinear Extended State Observer (NESO), one which is independent of

the mathematical model. The NESO, was used for disturbance estimation in ADRC

developed by J.Han. In Extended State Observer the uncertainties of the plant and

the external disturbances are accounted in a single term. Literature gives detailed

analysis with rigorous mathematical proof on the convergence of ESO, which is the

backbone of ADRC (Guo and Zhao, 2011).

The design methods of observers fall into two categories:

(a) Observer design for state estimation based on the mathematical model of the

plant.

(b) Observer design for disturbance estimation based on input-output data from

the plant.

Observers for state estimation rely on a plant model. Hence the scope of exactness

of the plant model gets reflected in the state estimation. Thus, practising engi-

neers were reluctant in accepting these estimators. This resulted in the development

of disturbance observers, which helped to identify the uncertainties in plant mod-

elling. This disturbance estimation invariably improved the accuracy of the state

estimation.

Estimators can be broadly classified into early estimators, modern estimators and

disturbance estimators based on their evolution (Radke and Gao, 2006).

Early estimators: The observers that used the input, output and initial conditions

come under this category. Some of the early estimators are
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(i) Plant Output Based Estimator (OBE)

(ii) Plant Input Based Estimator (IBE)

(iii) Input and Output Based Observer (IOBO)

(iv) Proportional Integral Observer (PIO)

Modern estimators: They were developed in line with the advances in modern con-

trol theory, which mathematically formulates a cost function to minimise the dis-

turbances in systems under modelling. The following are some of the key modern

estimators.

(i) Kalman Filter (KF)

(ii) Extended Kalman Filter (EKF)

(iii) H∞ Estimator

Disturbance Estimators: Although modern estimators took into account the distur-

bances affecting the plant being modelled, the practising engineers could not easily

understand the complexities involved in them. Thus disturbance estimators devel-

oped as a separate school of thought. The underlying concept of these estimators

is that uncertainties and disturbances are estimated along with the states and they

were used in formulating the control law. Literature gives detailed descriptions of

disturbance estimators. Some of them are listed below.

(i) Disturbance Observer (DOB) (Umeno and Hori, 1991; Lee and Tomizuka,

1996; Schrijver and Van Dijk, 2002; Choi et al., 2003; Yang et al., 2005)

(ii) Unknown Input Observer (UIO) (Basile and Marro, 1969; Johnson, 1971;

Hostetter and Meditch, 1973; Gourishankar et al., 1977; Müller, 1990; Profeta

et al., 1990)
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(iii) Perturbation Observer (POB) (Kwon and Chung, 2003b,a)

(iv) Extended State Observer (ESO) (Han, 2009)

3.6 General principle and structure of ADRC

An overall block diagram of the ADRC topology initially proposed by Han is shown

in Figure3.5.

Figure 3.5: ADRC Topology initially proposed by Han

Source: Han (2009)

The modified topology as applied to a second order system is given in Figure 3.6.

Figure 3.6: Modified II order ADRC topology

Consider a second order motion control problem represented by the dynamic equa-
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tion (3.8)

ÿ + a1ẏ + a0y = bu+ w (3.8)

where y, u and w are the output, control signal and external disturbances respec-

tively.

ÿ = −a1ẏ − a0y + bu+ w

= −a1ẏ − a0y + bu+ w + b0u− b0u

= −a1ẏ − a0y + (b− b0)u+ w + b0u (3.9)

ÿ = f + b0u (3.10)

where

f = −a1ẏ − a0y + (b− b0)u+ w (3.11)

The term f (Equation 3.11) denotes the total disturbance which includes the un-

known plant dynamics and external disturbances. In order to make it more of a

control problem rather than a model problem, f is properly estimated as z3, the

third state of ESO (Figure 3.6). The closeness of z3 to the actual dynamics of the

system (Equation2.4) determines the extent to which the plant can be reduced to a

simple double integrator (Equation 3.12), when the control law of Equation 3.13 is

applied. This makes the control solution easier.

ÿ = u0 (3.12)

u =
u0 − z3
b0

(3.13)

The theme idea behind ADRC is given by equations 3.12 and 3.13. The relevance

of this paradigm lies in the fact that the mathematical expression for f is absent in

(Equation 3.12). The method is very systematic and at the same time, little knowl-

edge of the plant dynamics, will not hinder the control process. This allows the

use of this control mechanism in a varied set of plants like linear, non-linear, time
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invariant and time variant systems. All that one needs to know is the order of the

system obtained from the fundamental laws governing the system.

The concept of Extended State Observer (ESO) is used in the estimation of f , de-

noted as z3. A canonical approach is used to mathematically model the system and

the Extended State Observer. Apparently, this reduces the number of parameters

to be known in advance for modelling the system. For the system represented by

Equation 3.10, the state variables are selected as in Equation 3.14 to form the state

model of the system.

x1 = y

x2 = ẋ1

x3 = f (3.14)

Here f is appended as a third state for the basic second order system. The aug-

mented state model (Equation 3.16) is obtained by selecting ḟ = h. Its equivalent

matrix expanded form is Equation 3.15. This model does not include any of the

plant parameters, which makes this canonical technique a model less approach.


ẋ1

ẋ2

ẋ3

 =


0 1 0

0 0 1

0 0 0



x1

x2

x3

+


0

b0

0

u+


0

0

1

h

y =
[
1 0 0

]
x1

x2

x3

 (3.15)

Ẋ = AX +Bu+ Eh

y = CX (3.16)
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Similarly, the Extended State Observer is modelled as Equation 3.17.

Ż = AZ +Bu+G(y − ŷ)

= (A−GC)Z +Bu+Gy

ŷ = CZ (3.17)

The the matrix expanded form of Equation 3.17 is obtained (Equation 3.18) by

selecting G = {g1, g2, g3}.

Ż =


−g1 1 0

−g2 0 1

−g3 0 0



z1

z2

z3

+


0 g1

b0 g2

0 g3


u
y



Ŷ =


1 0 0

0 1 0

0 0 1



z1

z2

z3

 (3.18)

Only two inputs u and y are required to implement the ESO. Defining the error state

vector as X̃ = X − Z, the error state model is obtained as Equation 3.19.

˙̃X = (A−GC)X̃ + Eh (3.19)

The roots of |sI − (A−GC)| = 0 determines the characteristics of ESO (Equation

3.17) as well as the error state model (Equation 3.19). The poles of the error state

model can be suitably located by proper selection of G. In order to reduce the

complexity of design of the observer and controller, the observer gain vector G is

selected such that all the observer poles are located at −ω0. Using Equation 3.20,

the gain matrix (Equation 3.21) is obtained as

|sI − (A−GC)| = (s+ ω0)
3

s3 + g1s
2 + g2s+ g3 = s3 + 3ω0s

2 + 3ω2
0s+ ω3

0 (3.20)
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G =


g1

g2

g3

 =


3ω0

3ω2
0

ω3
0

 (3.21)

A reasonably faster observer poles resulting in larger observer bandwidth gives

improvement in estimation accuracy. However, it increases noise sensitivity (Yoo

et al., 2007). Thus a judicious selection of ω0 is a trade-off between accuracy and

noise sensitivity.

With a suitable choice of ω0, the ESO accurately estimates all the states. z1, z2 and

z3 are the estimated states of x1, x2 and x3 (Figure 3.6). The control equation 3.22

of PD controller generates a control signal u0.

u0 = Kp(r − z1)−Kd(z2) (3.22)

The PD controller, if isolated is a second order system (Equation 3.23).

ω2
c

s2 + 2ζωc + ω2
c

=
Kp

s2 +Kds+Kp

(3.23)

This reduces the number of parameters in the controller design to ωc alone. Se-

lecting proper ζ as per the design specification, the controller gains are obtained as

Kp = ω2
c and Kd = 2ζωc. The entire design is reduced to a single parameter ω0

using a frequently used rule of thumb i.e,

ω0 = 4 to 10 times ωc

3.7 Summary

This chapter discussed the concept of the control technique called Active Distur-

bance Rejection Control. The constituents of the topology is detailed with sufficient

reviews on its developments. It is seen that the performance of ADRC mostly de-
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pends on the accurate design of ESO, as it estimates and cancels the “total distur-

bances” even before acting upon the system. The next chapter discusses the perfor-

mance analysis of the Extended State Observer in the speed control of a permanent

magnet dc motor.
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CHAPTER 4

EXTENDED STATE OBSERVER

4.1 Philosophy of observer design

The time domain characteristics of a linear time invariant system are completely

governed by the position of the closed loop poles. The unit step response of a

generalised second order underdamped system (Equation 4.1)

C(s)

R(s)
=

ω2
n

s2 + 2ζωns+ ω2
n

(4.1)

is given by Equation 4.2.

c(t) = 1− e−σt√
1− ζ2

Sin(ωdt+ φ) (4.2)

where, ωd represents the damped natural frequency of oscillation. The rate at which

the response tracks the reference signal depends on the value of σ(= ζωn), the

attenuation factor, which also corresponds to the real part of the dominant closed

loop pole. The location of the closed loop poles decides the performance and in

turn the stability of this linear closed loop system. The closed loop poles should be

relocated to achieve a remarkable improvement in the system performance of stable

systems or to achieve stability, in the case of unstable systems. A proper relocation

of closed loop poles is achieved through state feedback, more precisely, through

full state feedback with control law u = −KX . Full state feedback requires the

availability of all the states of the system. This is made available using observers. A

block diagram representing an observer based full state feedback is shown in Figure

4.1 in which dark lines represent vectors and light lines represent signals. The



Figure 4.1: Observer based full state feedback system

design of observer first involves building a model of the given system. The model

and the original system are driven by the same input u. The dynamic behaviour of

the observer is assumed to be identical with that of the system it observes. For a

linear state model (Equation 4.3),

Ẋ = AX +Bu

y = CX (4.3)

the state estimate X̂ is given by Equation 4.4,

˙̂
X = AX̂ +Bu+G(y − ŷ)

ŷ = CX̂ (4.4)

where G =

g1
g2

 is the gain matrix corresponding to the observer for a second

order system. Defining the error state vector (Equation 4.5),

X̃ = (X − X̂) (4.5)
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the error state model is obtained as Equation 4.6,

˙̃X = (A−GC)X̃ (4.6)

4.2 Effect of pole location on observer characteristics

- A simulation approach

An observer is said to have tracked the states properly when, the error between the

actual and observed states, becomes zero. If initial conditions are not set properly,

or, if there are slight disturbances, the model generally recovers slowly to provide an

estimate suitable for control. This requires a proper selection of the observer gains

g1 and g2 (Equation 4.4). The observer gains are so selected, such that the roots of

the characteristic equation |sI − (A−GC)| = 0, which otherwise represents the

poles of the error state model, lie away from the original plant poles.

Literature points to the well known fact that farther poles result in faster response for

low noise level systems (Ogata and Yang, 2002). Luenberger (1966) ascertained that

noise is not a critical design factor when the noise level is low. However, reviews

on observers reveal that much theory is not devoted to the choice of observer pole

locations from this perspective. There lacks the ‘extent’ to which the poles can be

relocated and the threats resulting from farther poles.

A double integrator (Equation 4.7), for which the open loop plant poles are at the

origin, is selected for the analysis as the ADRC reduces the system into a series of

integrators. The state model is formed (Equation 4.8) with x1 as position and x2 as

velocity.

G(s) =
2

s2
(4.7)
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ẋ =

0 1

0 0

x+

0

2

u
y =

[
1 0

]
x (4.8)

The position of the characteristic roots of the error state model (Equation 4.6) is

varied over a wide range to notice the effect of the location of poles of the error

state model on the speed of state estimation.

The initial values of the plant model are selected as x1(0) = 10 and x2(0) = 20 and

that of the observer is fixed as x̂1(0) = 0 and x̂2(0) = 0. Combining Equation 4.8 of

the plant, Equation 4.4 of the observer and G, we get Equation 4.9 for simulation.

The simulation is carried out in MATLAB/SIMULINK with fixed step sampling

time of 0.1s using ode3 (Bogacki-Shampine) as the solver.

˙̂x1 = −g1x̂1 + x̂2 + g1x1

˙̂x2 = −g2x̂1 + g2x1 + 2u (4.9)

Equation 4.10 reveals that g1 and g2 are related to both observer pole locations and

characteristic roots of the error state model (Equation 3.17 and 3.19).

|sI − (A−GC)| = (s+ p1)(s+ p2)

s2 + g1s+ g2 = (s+ p1)(s+ p2) (4.10)

The open loop plant poles are at s = (0, 0). By rule of thumb, the position of

the observer error poles can be 2 to 5 times away from the closed loop plant poles.

Simulations were carried out for various error pole locations from s = (−0.5,−0.5)

to s = (−10,−10), which corresponds to observer gain variation from (1, 0.25) to

(20, 100) respectively.
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The pole locations, corresponding observer gains, and the time taken by the observer

to estimate velocity and position with an accuracy of 0.1% are tabulated in Table

4.1. Here t1 and t2 represent the time taken for estimating velocity and position

respectively, p1 and p2 are the poles of the error state model and g1 and g2 are the

observer gains.

Table 4.1: Time chart with different observer gains

p1 p2 g1 g2 t1(s) t2(s)

-0.5 -0.5 1 0.25 25.2 26.4

-1 -1 2 1 12.5 12.3

-2 -2 4 4 6 5.3

-3 -3 6 9 3 2.3

-4 -4 8 16 3.1 2.5

-5 -5 10 25 2.7 2.1

-6 -6 12 36 2.4 1.8

-7 -7 14 49 2.1 1.6

-8 -8 16 64 1.9 1.2

-9 -9 18 81 3.7 3.2

-10 -10 20 100 not converging not converging

It is observed that as the location of the observer poles moves away from plant

poles, the speed of estimation increases. This continues till pole locations are s =

(−9,−9). This is because farther poles of the error state model, i.e, characteristic

roots of |sI − (A−GC)| = 0, have faster response and their effects decay faster.

When s = (−9,−9), the speed of estimation decreases from the previous value.

This indicates a performance degradation of the observer. When pole locations

move still away from the plant poles, it is noted that estimation is not converging.

Figure 4.2 gives a comparison of the actual velocity and position with its corre-

sponding estimated values for (g1, g2) = (1, 0.25) i.e,when s = (−0.5,−0.5), while
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Figure 4.3 shows its velocity error and position error Vs time. As the poles are

placed at s = (−10,−10), there is significant error in the estimated values of veloc-

ity and position (Figure 4.4). There is a sustained swing in the error plots (Figure

4.5).
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Figure 4.2: Comparison of velocity and position estimates with actual values when
poles are at s = (−0.5,−0.5)
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Figure 4.3: Velocity and position error when poles are at s = (−0.5,−0.5)
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Figure 4.4: Comparison of velocity and position estimates with actual values when
poles are at s = (−10,−10)
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Figure 4.5: Velocity and position error when poles are at s = (−10,−10)
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Instead of a converging error, the error swings about a value, when the poles are

at s = (−10,−10). Thus ω0 = 10rad/s represents the critical observer bandwidth

for the given system. As the position of the observer poles move farther from the

original plant poles, the bandwidth of the observer increases, making the system

more sensitive to noise. Thus, this anomalous swing can be attributed to increased

speed of estimation resulting from increased bandwidth of the observer. This points

to a marked conclusion that the selection of poles of the state error model needs

to be a trade-off between accuracy and fastness of estimation. In the design of Ex-

tended State Observer associated with ADRC, similar characteristics were observed

in simulations as well as experimental studies. The next section discusses the effect

of bandwidth on the characteristics of Extended State Observer.

4.3 Effect of bandwidth on the characteristics of Ex-

tended State Observer

4.3.1 A simulation approach

Simulations were carried in MATLAB/SIMULINK with fixed step sampling time

of 0.0001s using ode3 (Bogacki-Shampine) as the solver for 100s. The details of

modelling and parameters of the dc motor are given in Chapter 5. The design of

ESO was carried out based on the discussions in Section 3.6. The performance of

ESO was studied using different values of ω0 ranging from 5 rad/s to 80 rad/s. This

study was carried out to notice the effect of observer bandwidth on the characteristic

performance of ESO. Simulation diagrams are shown below (Figure 4.6 - Figure

4.8). Figure 4.9, Figure 4.10 and Figure 4.11 show the variations of u0, disturbance

estimate and control voltage for some typical cases ω0 = 30rad/s, ω0 = 70rad/s and

ω0 = 77rad/s respectively.
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Figure 4.13: Disturbance estimate Vs time when ω0 = 77.1rad/s

time(s)
0 5 10 15 20

co
n
tr
ol

vo
lt
ag

e
(V

)

0

1

2

3

4

5

6

Figure 4.14: Control voltage Vs time when ω0 = 77.1rad/s
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Figure 4.17: Control voltage Vs time when ω0 = 80rad/s

It is noticed in simulations that the ESO loses its estimation totally for higher values

of ω0. The simulation results for ω0 = 77.1rad/s (Figure 4.12, 4.13, 4.14) show

that the critical observer bandwidth is ω0 = 77rad/s. Here, ω0 = 80rad/s is con-

sidered as a case, that exceeds the critical value. Figure 4.15, 4.16 and 4.17 show

the variations of u0, disturbance estimate and control voltage respectively for ω0 =

80rad/s. When ω0 exceeds the critical limit, the estimation goes unbounded. The

estimation time was calculated for various values of ω0. Table 4.2 shows the im-

provements in estimation time with increase in the value of ω0. The simulation was

carried out for 100s. The estimation accuracy was fixed as 0.1%. As mentioned in

Section 6.2, the reference signal is not a set jump but a smooth profile which attains

its final value of 800 rpm in 10s. Hence the % error is discussed for the time after

10s. Henceforth an estimation time of 10.07s corresponds to 0.07s. The results

show that as the observer poles move farther, from the plant poles, faster response

is achieved. But once the poles cross a critical limit, the accuracy of estimation is
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Table 4.2: Time of estimation for different values of ω0 with an accuracy of 0.1%

omega0 (rad/s) time of estimation (s)
5 >100

10 >100
15 >100
20 49.42
25 29.09
30 20.35
35 15.91
40 13.56
45 12.23
50 11.42
55 10.91
60 10.57
65 10.34
70 10.19
75 10.08
76 10.07
77 10.06
78 cannot be measured

lost. This in turn affects the performance of the controller which will be discussed

in the following chapters.

4.3.2 An experimental approach

In the previous section we have seen the effect of critical observer bandwidth on

accuracy of estimation and time of estimation. Experimental studies were also per-

formed to validate the results. This section describes a brief account on the experi-

mental setup for analysing the effect of observer bandwidth on the performance of

ESO. A detailed description of the entire experimental setup is given in Chapter 7.

A testbed was developed to experimentally validate the performance of ESO in the

speed control of a permanent magnet dc motor. It consists of the dc motor as the

drive system, sensor units, converter unit and a processor unit. A hall sensor A1104

constitutes the speed sensor circuit, that measures the speed of the dc motor. The

control voltage is measured using a simple potential divider setup. These sensor
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circuits provide necessary inputs to the Extended State Observer (ESO) (Figure

3.6). The sampling period was set as 8ms as it requires ample calculations in every

sampling period. The development platform is a processor unit of ARM Cortex -

A8 32 bit processor with an operating speed of 1GHz. The estimated outputs z1,

z2, z3 (Figure 3.6) were used by the linear controller to implement the control law

(Equation 3.13). The mathematical calculations for the solution of state equation of

ESO (Equation 3.18) were realized in Python with the support of numpy and scipy

libraries.

4.4 Results and discussions

A comparison of the simulated and experimental results of estimated speed for ω0

= 30rad/s, ω0 = 70rad/s and ω0 = 77.1rad/s are shown in Figure 4.18, Figure 4.20,

Figure 4.22 respectively. Proper estimation does not occur for ω0 less than 20rad/s.

As the value of ω0 increases, the estimation time decreases for an accuracy of 0.1%

(Table 4.2). It is noted that estimation is improved for ω0 = 70 rad/s (Figure 4.20),

both in simulation and experiment.

In the experimental results, the accuracy of estimation decreases as the value of ω0

was still increased (Figure 4.22b), though an improved simulation time was noticed

in simulation studies (Table 4.2). To establish the performance of the ESO quanti-

tatively, the estimation error is plotted for various values of ω0 (Figure 4.19, 4.21,

4.23).

The present chapter discussed the effect of bandwidth on the performance of ESO

which is a key constituent that enhances the overall performance of the control al-

gorithm of ADRC. The results demonstrate that bandwidth of the observer restricts

the design of ESO. An inspection of Figure 4.10 and Figure 4.11 shows that an in-

crease in observer bandwidth results in a faster estimation of uncertainties which

improves the performance of the control algorithm. But when ω0 crosses the critical
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bandwidth limit (Figure 4.16), the speed of estimation becomes too high that proper

estimation of disturbance does not happen which impedes the implementation of

the control law (Equation 3.13). A reasonable bandwidth for observer is hence pro-

posed to obtain the best performance of ESO and ADRC, as the ESO can act like

a filter for noises in such cases. It is suggested that a judicious selection of ω0 is a

trade-off between accuracy and noise sensitivity for the effective implementation of

the modified topology.
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Figure 4.18: Comparison of simulated and experimental results of estimated speed
for ω0 = 30rad/s
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Figure 4.19: Estimation error when ω0 = 30 rad/s
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Figure 4.20: Comparison of simulated and experimental results of estimated speed
for ω0 = 70rad/s
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Figure 4.21: Estimation error when ω0 = 70 rad/s
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Figure 4.22: Comparison of simulated and experimental results of estimated speed
for ω0 = 77.1 rad/s
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Figure 4.23: Estimation error when ω0 = 77.1 rad/s
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CHAPTER 5

PERFORMANCE ANALYSIS OF PI

CONTROLLER - A SIMULATION APPROACH

Simulation is a cost-effective approach of imitating a real process in a computer

so that one can study the working of a process in detail. Simulations play a major

role in research owing to the fact that, a researcher can evaluate even the effect

of minor parameter variations, in simulation experiments, without much disastrous

situations. In the context of ADRC, it is required to highlight the challenges in two

term tuning of a PI controller and the effect of variation of controller parameters on

the time domain specifications. This chapter discusses the simulations carried out

on a permanent magnet dc motor whose speed is controlled by a PI controller and

reports a qualitative analyis.

5.1 Modelling of permanent magnet dc motor

The parameters used for developing the mathematical model are given in Table 5.1.

The armature resistance and inductance are represented as lumped parameters.

A dc motor is mathematically modelled by Equation 5.1 as a linear, time invariant

second order system with angular position as the output and current as input (Dorf

and Bishop, 2011).

J
dω

dt
+Bω + TL = Ktia (5.1)

The present study concentrates on the armature control used for speed regulation.

Moreover, for a permanent magnet dc motor one can provide only armature control

method. Hence a different selection is done for input and output of the model. Here,



Table 5.1: DC motor parameters

Specification Symbol Unit
Armature resistance Ra Ω
Armature inductance La H
Armature voltage Va V
Armature current ia A
Back emf Eb V
Angular speed ω rad/sec
Angular velocity N rpm
Equivalent moment of inertia J kg.m2

Equivalent viscous friction coefficient B N.m.s
Load torque on motor TL N.m
Developed magenetic torque by motor Tm N.m
Back emf constant Kb V/rad/s
Torque constant Kt Nm/A

voltage applied to the dc motor(Va) is selected as input and angular velocity(ω) is se-

lected as the output. The governing equations are given below. The electromagnetic

torque developed by the motor is given by Equation 5.2 and back emf developed in

the motor by Equation 5.3

Tm = Kt ∗ ia (5.2)

Eb = Kb ∗ ω (5.3)

The dynamic equation of the armature circuit is expressed by Equation 5.4 and that

of the mechanical system comprising armature and load is given by Equation 5.5

Va = La
dia
dt

+Raia + Eb (5.4)

J
dω

dt
+Bω + TL = Tm (5.5)

The above equations are incorporated in the block diagram (Figure 5.1). Using

these fundamental equations, the dynamic characteristics of the permanent magnet

dc motor is written, with speed as a function of voltage, as in Equation 5.6.

ω̈ +

(
JRa +BLa

JLa

)
ω̇ +

(
RaB +KtKb

JLa

)
ω =

(
Kt

JLa

)
Va (5.6)
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Figure 5.1: A block diagram of dc motor

5.2 Motor specifications

The specifications of the motor under study are tabulated in Table 5.2.

Table 5.2: Motor specifications

Specification Value

J 0.39 ∗ 10−4kgm2

B 2.86 ∗ 10−5Nms/rad

Ra 0.9Ω

La 2.3mH

Kt 6.37 ∗ 10−2Nm/A

Kb 0.062V s/rad

Rated voltage 12V

Rated speed 1500rpm (157rad/s)

5.3 Open loop response

The motor parameters are validated by simulating the open loop response. A no

load speed of 1834 rpm which turns as 192 rad/s is obtained for an input voltage of

12V. The response time of the motor is found to be 0.032s (Figure 5.2).
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Figure 5.2: Open loop speed response for a step voltage of 12V

5.4 Closed loop performance with Proportional Inte-

gral controller

Proportional Integral Derivative (PID) controllers are widely used in industries and

its popularity is attributed to its simple model and implementation by practising en-

gineers. Each term of the PID controller has its own significance. In any industrial

process, the proportional term sufficiently pushes the actuator to bring the process

variable to the set point. But in doing so, this may result in unwanted oscillations if

the coefficient exceeds the required value. Also, its effect deteriorates as the error

decreases. ie, the control effort due to proportional term decreases as the error de-

creases. This causes a steady state error. An integral term helps to solve the problem

of steady state error. It sums up all the previous errors and accordingly generates

the control effort. Thus all the steady errors occurred till then, will be added up and

extra push will be generated by the integral term, reducing the steady state error. In

its course of action, this can result in overshoots. This phenomenon of overshoot

is accounted by the derivative term and results in smooth settling response with an

improved settling time. But the derivative controller causes much fluctuations in

noisy environment. Hence in noisy situations where the speed of response is not

a matter of fact one goes for PI controller. In such cases, the P and I terms are so
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tuned that it also accommodates the effort put forward by the derivative term if it

would have been present. As always said “a well tuned PI controller is always better

than a moderately tuned PID controller”. A Proportional Integral(PI) controller is

mathematically represented as Equation 5.7.

y(t) = Kp{e(t) +
1

Ti

∫
e(t)dt} (5.7)

where Kp is the proportional error constant and Ti is the integral time constant.

5.4.1 Tuning method

From the above discussions it is clear that the controller gains should be properly

selected to attain the required specifications. Tuning of controllers involve setting

the suitable gains for the controller. In practical systems the objective of controller

tuning is always “Acceptable stability, and medium fastness of response”. A sys-

tematic procedure is required for the tuning of all controllers. There are different

approaches for the tuning of controllers mentioned in literature. In closed loop tun-

ing methods (Krishnaswamy et al., 1987), controller tuning takes place in automatic

state while the plant works in closed loop. But in open loop tuning methods (Drein-

hoefer, 1988), the controller tuning takes place manually while the plant works in

open loop. Once the coefficients are fixed, the plant is put in closed loop mode.

The parameters of the controller can be fixed by other machine learning algorithms

too (Zhu and Azar, 2015), that takes into account several factors like robustness,

optimality, cost etc.

The present simulation is based on Zeigler Nichols tuning technique. In this method,

Controller Kp Ti Td
P Ku/2
PI Ku/2.2 Tu/1.2

PID Ku/1.7 Pu/2 Pu/8

Table 5.3: Zeigler Nichols tuning table
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the system being in closed loop, the integral term is set to zero. On increasing

the proportional gain the step response becomes faster. The proportional gain is

increased until steady oscillations are obtained as a response for unit step change.

This gain is called the ultimate gain Ku and the period of oscillation is termed as

the ultimate period Tu. The controller gains are then derived as per Table 5.3.

5.4.2 Methodology

Simulations were carried out in MATLAB/SIMULINK with fixed step sampling

time of 0.0001s using ode3 (Bogacki-Shampine) as the solver for 25s. In order to

take into account the real sense of a dc motor, a transport delay is included in the

system. The best results were obtained when the delay time is greater than the step

size used in simulation. As the simulation step size was 0.0001s, the delay time of

the transport delay was selected as 0.0002s. The dc motor system given in Figure

5.1 was tuned using the Zeigler Nichols tuning approach in the closed loop mode

using the specifications mentioned in Sec.5.2. The simulation was carried out to a

longer duration to ensure that the resulting oscillations are sustained for the ultimate

gain. The ultimate gain Ku was found to be 2.8 where the system gave a sustained

oscillation at the output for unit step change in reference. For a gain of 2.7 and 2.9

the system outputs have decreasing and increasing envelopes respectively in unit

step response (Figure 5.3). The ultimate period was found to be Tu = 0.0047s.

Validation of Ultimate gain

Using the specifications in Sec.5.2 the transfer function of motor was obtained as

Equation5.8.
ω(s)

V (s)
=

715730.33

s2 + 395.05s+ 44606.74
(5.8)
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Figure 5.3: Fixing the ultimate gain during PI tuning
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By including ultimate gainKu and transport delay of 0.0002s, the open loop transfer

function becomes Equation5.9

ω(s)

V (s)
=

715730.33 ∗Ku ∗ (1− 0.0002s)

s2 + 395.05s+ 44606.74
(5.9)

and equivalent closed loop transfer function will be Equation5.10

ω(s)

V (s)
=

715730.33 ∗Ku − 143.15 ∗Ku ∗ s
s2 + 395.05s+ 44606.74 + 715730.33 ∗Ku − 143.15 ∗Ku ∗ s

(5.10)

This can give a sustained oscillatory response for step input only when the coeffi-

cient of the s term in the denominator becomes zero.

395.05 = 143.15 ∗Ku

Ku = 2.76 (5.11)

The value of Ku was thus obtained as 2.76 mathematically (Equation 5.11), which

validates the simulated result of 2.8 as discussed in Section 5.4.1.

5.4.3 Analysis of the performance of PI controller

Simulations were carried out for the permanent magnet dc motor (Section 5.2), for

a set speed of 157rad/s. The PI parameters were calculated based on the tuning

table (Table 5.3). The values were obtained as Kp = 1.27 and Ti = 0.0039 for a

PI controller. The parameters tuned using Zeigler Nichols tuning approach may

not give satisfactory results in the beginning. It can be used as a starting point

for choosing the PI parameters. Hence the parameters were further tuned to meet

the specifications. The effect of PI parameters in system behaviour is tabulated in

Table 5.4. The effect of variation of Kp when Ti is kept constant is discussed below

(Figure 5.4). As the value of Kp increases the system loses its stability (Figure

5.4d). With reduced value of Kp, there is reduction in overshoot and the system
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Table 5.4: Effect of PI parameters in system behaviour

Controller
Parameters Rise Time Overshoot Settling

Time
Steady State

Error Stability

Kp Decrease Increase
Slight

Change Decrease Degrade

Ki Decrease Increase Increase Eliminate Degrade

gains stability (Figure 5.4a). The effect of variation of Ti is also noted when

Kp is kept constant (Figure 5.5). The integration effect increases with decrease in

the value of Ti. This results in subsequent reduction in steady state error (Figure

5.5c). On the other hand, a higher reduction in Ti, results in an unstable response

(Figure 5.5b, Figure 5.5a). Hence, care should be taken while tuning the integral

time constant Ti, to avoid unstable system responses, while one aims at reducing

the steady state error.

As the effects of variation of both parameters Kp and Ti are analysed, controller

gains can be further tuned till required specifications are met. The value of Ti is fixed

at 0.0039 and Kp is decreased to 0.2 and the response is noted (Figure 5.6). Now

the response has settled with very low steady state error and considerable overshoot

(Figure 5.6b). The proportional term Kp is reduced to 0.02 to further decrease the

overshoot. However, reduction in overshoot is achieved at the cost of increased rise

time (Figure 5.7).

To reduce the rise time, Ti is decreased without changingKp (Figure 5.8). However,

the reduction in rise time is achieved at the cost of increased overshoot.

Further reduction in Kp results in increase of rise time (Figure 5.9). The designer

has to tune the two parameters Kp and Ti by a trial and error approach until a

satisfactory response as per the required specification is achieved.
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Figure 5.4: Response of PI controlled system with varied Kp and fixed Ti
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Figure 5.5: Response of PI controlled system with fixed Kp and varied Ti
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5.5 Results and discussions

This chapter discussed a qualitative analysis of the performance of PI controller and

the challenges in tuning. It was observed that in a PI controller, keeping Ti constant,

an increase inKp decreases rise time, along with a prominent overshoot while, a de-

crease in Kp, decreases the overshoot but at the cost of increased rise time. Keeping

Kp constant, an increase in Ti reduces overshoot, degrades steady state error and

increases rise time, where as decrease in Ti results in increased overshoot, even

though steady state error and rise time are improved. Thus improved performance

of a closed loop control system is the result of a judicious trial and error approach

from the part of the control engineer which he gains from vast practical experience.

This also results in a trade off between many specifications as we include more time

domain specifications. The challenges in tuning becomes more evident in a PID

controller as it is a three term controller. The merit of ADRC upon PI controller is

that it is a single parameter tuning controller. The next chapter discusses the sim-

ulation analysis of performance of ADRC based system in the speed control of a

permanent magnet dc motor.
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(b) Kp = 0.2, Ti = 0.0039

Figure 5.6: Response when Kp is decreased from 1.27 to 0.2
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(b) Kp = 0.02, Ti = 0.0039

Figure 5.7: Response when Kp is decreased from 0.2 to 0.02
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Figure 5.8: Response when Ti is decreased from 0.0039 to 0.002
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Figure 5.9: Response when Kp is decreased from 0.02 to 0.007
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CHAPTER 6

PERFORMANCE ANALYSIS OF MODIFIED

ADRC - A SIMULATION APPROACH

This chapter reports the studies performed in evaluating the performance of modi-

fied ADRC topology in the context of speed control of permanent magnet dc motor.

The effect of the critical bandwidth, which is the major focus of this research work,

on the performance of controller and its uncertainty reduction are also elaborated.

6.1 Modifications in the topology

Tracking differentiator was one of the constituents of ADRC proposed by Han

(2009). The conventional ADRC topology used a tracking differentiator in profile

generation. However, in this modified approach a smooth speed profile is generated

by integrating a trapezoidal acceleration signal formed using simple mathemati-

cal relations (Equation 6.1). Thus the generation of tracking profile is made eas-

ier avoiding the complexity of the mathematical equation (Equation 3.3). In most

cases, position sensors are used and eventually tracking differentiator had a role in

the feedback loop also, to generate the actual speed signal from the sensed position.

In this approach, the speed is directly fedback. Apparently, this approach eliminates

the tracking differentiator in the feedback loop, thus simplifying the system.

6.2 Methodology

Simulations were performed in MATLAB/SIMULINK with a fixed step sampling

time of 0.0001s using ode3 (Bogacki- Shampine) as the solver for 20s. Simulation
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Figure 6.1: Transient profile for simulation

diagrams are shown in Figure 4.6, 4.7 and 4.8. A transient profile shown in Figure

6.1 was generated as the tracking signal. The Equation 6.1 for acceleration was

integrated to get a steady reference speed of 800 rpm in 10s.

a(t) =


50t, 0 < t < 2

100, 2 ≤ t < 8

500− 50t, 8 ≤ t < 10

(6.1)

In Equation 3.9 if −a1ẏ − a0y + w is chosen as f , then the exact value of b must

be known in implementing ADRC, which makes the model less concept of ADRC

meaningless. Hence in Equation 3.9 a new constant b0 is used, to avoid knowing

b a priori. The mismatch between b and b0, is accounted as an “uncertainty” and

will be included in estimated state variable z3 of ESO. In the simulation of ADRC

based system in order to implement the control law (Equation 3.13) the value of b0

is required and it is randomly selected as 100000. Any value of b0 will not alter the

performance of the system as the mismatch between b and b0 will be estimated and

cancelled by the control action.
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However, for simulation, a model is required though it does not include all aspects

of the dynamics of the system. Equation 6.2 is obtained as the transfer function of

the permanent magnet dc motor using the specifications mentioned in Section 5.2

and Equation 5.6.
ω(s)

V (s)
=

715730.33

s2 + 395.05s+ 44606.74
(6.2)

Equation 6.3 gives the criteria for selecting observer gains as discussed in detail in

Sec.3.6. It can be noticed that ω0 is the only deciding factor in the performance of

ADRC.

G =


g1

g2

g3

 =


3ω0

3ω2
0

ω3
0

 (6.3)

As discussed in Sec.4.1, ω0, the observer bandwidth decides how fast the estimation

takes place. A higher bandwidth results in faster estimation but at the same time

increases noise sensitivity which in turn affects accuracy of estimation. Hence the

choice of ω0 is crucial in the design of ADRC. Here it is found that poles of the

second order system are (−197.525 ± j 74.7) with the known parameters of the

system. But the inclusion of ADRC into this system, reduces it to a simple double

integrator. In order to accommodate larger amount of uncertainties of the system

model, the bandwidth of the observer must be kept high (Figure 4.10).

The design of controller was done as mentioned in Section 3.6. With

ω0 = 4ωc (6.4)

the value of Kp = ω2
c =

ω2
0

16
and Kd = 2ζωc =

ω0

2
, with ζ = selected as 1, to avoid

overshoots in response.

The analysis was carried out with various values of ω0 starting from ω0 = 5 rad/s.

From the studies on Extended State Observer in Chapter 4, it is seen that the crit-

ical value for observer bandwidth is ω0 = 77rad/s for this system. As mentioned
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Table 6.1: % error for different values of ω0 at 10.07s

ω0 rad/s % error
5 98.17
10 88.36
15 68.71
20 45.09
25 25.64
30 13.48
35 6.99
40 3.70
45 2.02
50 1.46
55 0.67
60 0.41
65 0.26
70 0.17
75 0.11
76 0.1
77 0.09
78 response blows up

in Section 6.2, the reference signal is not a set jump but a smooth profile which

attains its final value in 10s. Hence the % error is discussed for the time after 10s.

Henceforth an estimation time of 10.07s corresponds to 0.07s. Hence to get a rea-

sonable estimation, ω0 is selected as 70rad/s, for which the estimation time (Table

4.2) is found to 10.19s. In other words, the steady state error of the estimate is only

0.1% (Table 4.2) and the estimation time is 0.19s. In the perspective of a controller,

the specification selected under study are steady state error, overshoot and settling

time. However, overshoot is avoided by the selection of ζ=1 in the controller de-

sign. From Table 6.1 it can be observed that as the observer bandwidth is increased

from 5 rad/s to 77 rad/s, the % error in the actual speed decreases from 98.17% to

0.09%. Also it is noted that the % error becomes too large when ω0 is 78rad/s as the

response blows up. Eventually, the optimal value of observer bandwidth is selected

as ω0= 70 rad/s.

Plots of reference speed and actual speed for ω0 = 10 rad/s and ω0 = 30 rad/s are

shown in Figure 6.2 and Figure 6.3 respectively. In this case the %error decreases
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from 88.36% to 13.48% at time 10.07s.
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Figure 6.2: Reference, actual speed for ω0 = 10rad/s
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Figure 6.3: Reference, actual speed for ω0 = 30rad/s

Another case, when ω0 = 60 rad/s is shown in Figure 6.4. Figure 6.5 shows the

speed variation in a smaller interval of time which shows that the % error is 0.41 at

ω0 = 60 rad/s.
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Figure 6.4: Reference, actual speed for ω0 = 60rad/s
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Figure 6.5: Reference, actual speed for ω0 = 60rad/s

Figure 6.6 shows the speed tracking when ω0 is 76 rad/s. A smaller interval of time

is selected to highlight the steady state error of 0.1%, when ω0 = 76 rad/s (Figure

6.7).
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Figure 6.6: Reference, actual speed for ω0 = 76rad/s
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Figure 6.7: Reference, actual speed for ω0 = 76rad/s

When ω0 = 77 rad/s, it is seen that the response is oscillating (Figure 6.8) about

the reference value which indicates that the response is about to blow up on further

increase in ω0. Thus this can be treated as the critical bandwidth.

76



time(s)
14.8 14.85 14.9 14.95 15

re
f.

sp
ee
d
(r
p
m
)

799

800

801

time(s)
14.8 14.85 14.9 14.95 15

ac
tu
al

sp
ee
d
(r
p
m
)

799.9

800

800.1

Figure 6.8: Reference, actual speed for ω0 = 77 rad/s

It is noticed that, a further increase in ω0 to 78 rad/s, results in total lose of estimation

and henceforth tracking.
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Figure 6.9: Reference, actual speed for ω0 = 78 rad/s

A detailed analysis on the performance of the controller with variations in observer

bandwidth and thereby the controller bandwidth (Equation 6.4) is done till now.
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Simulation was extended to analyse the performance of the controller when load is

included. A constant torque of 0.6 Nm is applied at t=15s and simulation is carried

for 20s. ADRC shows similar performance in tracking even when load is included.

In this analysis also, settling time is selected as the parameter under study for an

accuracy of 0.1%. The speed tracking is shown when ω0 = 30rad/s in Figure 6.10).

The variation u0, disturbance estimation and control voltage are also given in Figure

6.11, 6.12 and 6.13 respectively. Here the settling time is greater than 20 s.

When ω0 = 55rad/s (Figure 6.14) the settling time is obtained as 3.09s (Table 6.2),

for an accuracy of 0.1%s. The settling time has reduced. For this value of ω0, the

plots of u0 Vs time (Figure 6.15), disturbance estimation Vs time (Figure 6.16) and

control voltage Vs time (Figure 6.17) are also obtained.
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Figure 6.10: Speeds Vs time when ω0 = 30 rad/s
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Figure 6.11: u0 Vs time when ω0 = 30 rad/s

time(s)
0 5 10 15 20 25

d
is
tu
rb
an

ce

×10
5

-14

-12

-10

-8

-6

-4

-2

0

2

Figure 6.12: Disturbance Vs time when ω0 = 30 rad/s
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Figure 6.13: Control voltage Vs time when ω0 = 30 rad/s
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Figure 6.14: Speeds Vs time when ω0 = 55 rad/s
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Figure 6.15: u0 Vs time when ω0 = 55 rad/s
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Figure 6.16: Disturbance Vs time when ω0 = 55 rad/s
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Figure 6.17: Control voltage Vs time when ω0 = 55 rad/s

A settling time of 1.74s with an accuracy of 0.1% and no overshoot is obtained when

ω0 = 70rad/s (Figure 6.18). The plots of u0 Vs time, disturbance estimation Vs time

and control voltage Vs time are shown in Figure 6.19, 6.20, 6.21. But as the value of

ω0 increases, it is seen that there is improvement in settling time to 0.013s. However,

the tracking takes place with considerable amount of bounded oscillations. As an

example ω0 = 74 rad/s is shown in Figure 6.22. Hence the optimal value of ω0 is

selected as 70 rad/s for which settling time is 1.74s with an accuracy of 0.1%. The

standard definition of settling time holds good for 2% and 5% criterion. Hence the

choice of 0.1% for % accuracy is justified. When ω0 exceeds the critical observer

bandwidth of 77 rad/s we can note that the estimation is lost which in turn affects

the performance of the controller. Figure 6.23, 6.24, 6.25 and 6.26 show the plots

of speed, u0, disturbance and control voltage versus time for ω0 = 78 rad/s.
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Figure 6.18: Speeds Vs time when ω0 = 70 rad/s
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Figure 6.19: u0 Vs time when ω0 = 70 rad/s
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Figure 6.20: Disturbance Vs time when ω0 = 70 rad/s
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Figure 6.21: Control voltage Vs time when ω0 = 70 rad/s
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Figure 6.22: Speeds Vs time ω0 = 74rad/s
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Figure 6.23: Speeds Vs time when ω0 = 78 rad/s

85



time(s)
0 5 10 15 20 25

u
0

×10
21

-3

-2

-1

0

1

2

3

Figure 6.24: u0 Vs time when ω0 = 78 rad/s
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Figure 6.25: Disturbance Vs time when ω0 = 78 rad/s
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Figure 6.26: Control voltage Vs time when ω0 = 78 rad/s

6.3 Results and discussions

This chapter discussed the performance analysis of the modified control topology of

Active Disturbance Rejection Control (ADRC). The studies reveal that the control

performance of ADRC is deeply affected by its counterpart, i.e, the Extended State

Observer. Table 6.2 shows that controller performance improves in terms of settling

time with an accuracy of 0.1% as the observer bandwidth ω0 increases when a load is

applied to the motor. In Chapter 4, it was noted that the critical observer bandwidth

is 77 rad/s. In this analysis also we end up with a similar value of ω0 as critical

observer bandwidth. But in order to ensure reasonable performance of the controller

in speed tracking with satisfactory time domain specifications, we select 70 rad/s as

the optimal observer bandwidth for the loaded condition, for which the settling time

is 1.74s with an accuracy of 0.1% (Table 6.2). Most of the manuscripts use the

standard 2% or 5% criterion in estimating the settling time. Hence lesser values

of settling time can be noticed in literature. But in this work, inorder to establish

the potential capability of modified ADRC, the level of accuracy is set high i.e,
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Table 6.2: Settling time with an accuracy of 0.1% when a constant torque of 0.6Nm
is applied at 15s

ω0 (rad/s) settling time (s)
30 > 20
40 > 20
50 3.92
55 3.09
60 2.51
65 2.07
70 1.74
72 1.63
74 0.01
76 0.01
78 does not converge

0.1%. Eventually a value of 1.74s as settling time, seems to be reasonable. Thus the

modified topology of ADRC works with reasonable and satisfactory performance. It

is established that ADRC is a promising control technique that has only one tuning

parameter i.e., ω0, the observer bandwidth. The design values primarily depend

only on the observer bandwidth (Equation 6.5)

ω0 = 70rad/s

ωc =
ω0

4

= 17.5rad/s

Kp = ω2
c

= 306.25

Kd = 2ζωc(ζ = 1)

= 35 (6.5)

For higher values of ω0, the disturbance estimation and thereby rejection do not oc-

cur properly (Equation 3.13) and we find that the performance of ADRC is affected

as a result of performance deterioration of ESO.
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CHAPTER 7

HARDWARE IMPLEMENTATION

A performance analysis of ADRC through simulation was detailed in Chapter 6. It

was noticed that ADRC is an appropriate replacement for the entrenched PI con-

troller in terms of challenges in tuning and inherent trial and error approach. This

chapter reports the details of experiments conducted on ADRC based permanent

magnet dc motor, which validates the results obtained in Chapter 6.

7.1 Experimental set up

A testbed to experimentally validate the performance of ADRC in the speed control

of a permanent magnet dc motor is developed. Figure 7.1 shows a block schematic

representation of the test set up. Hardware unit and Processor unit are the major

sections in the implementation.
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Figure 7.1: Block schematic representation of the test set up



Figure 7.2: Hardware setup

7.1.1 Hardware unit

The entire hardware setup is shown in Figure 7.2. The hardware unit (Figure 7.3)

consists of

1. Permanent magnet dc motor: A permanent magnet dc motor with a pro-

vision for magnetic loading is used as the system whose speed control is

analysed (Figure 7.4). The specifications of the dc motor used for the ex-

perimental study is given in Sec.5.2. A distinctive feature of ADRC is that

it is a model less approach and does not require any motor specification in

advance, for the hardware implementation of the controller. It only requires a

measure of the control input and the parameter to be controlled.
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Figure 7.4: Permanent magnet DC motor

2. Buck converter and its gate driver circuitry: A buck converter is the sim-

plest non isolated dc-dc converter that can provide required voltage for a dc

motor. The circuit set up of the buck converter used in this experiment is

shown in Figure 7.5. Here MOSFET P60NF06 is used as the switching de-

vice. The input to the buck converter is sourced from a 12V supply. The

control signal mathematically calculated (Equation 3.13) by the processing

unit, designated as control duty is used for controlling the duty cycle of the

semiconductor switch (MOSFET) used in the circuit. This controls the output

voltage of the buck converter as given by Equation 7.1.

Vo =
Ton
T
∗ Vs (7.1)

The controlled output voltage from the buck converter feeds power to the dc

motor.
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Figure 7.5: Buck converter circuit

The gate of the MOSFET is driven by the processor signal using optocoupler

TLP250. This optocoupler isolates the processor unit from the main circuit.

A separate power supply is used to power the optocoupler.

3. Voltage measurement unit: The control voltage given to the dc motor is

measured using a simple potential divider setup (Figure 7.6).
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Figure 7.6: Voltage sensing circuit

4. Speed measurement unit: A magnetic hall effect digital sensor A1104 (Fig-

ure 7.7a) along with neodymium magnet (Figure 7.7b) constitute the speed

sensor circuit (Figure 7.8). Hall sensors are transducers that provide out-

put voltage corresponding to the changes in the magnetic field of the sensor.

Neodymium magnets are the strongest commercially available magnets (Lu-

cas et al., 2014). The magnet is placed on a disc connected to the shaft of the
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motor and the hall sensor is fixed near the magnet so that the magnetic lines

properly align with the sensor.

(a) A1104 - hall effect sensor (b) Neodymium magnet

Figure 7.7: Speed sensing components
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Figure 7.8: Speed sensing circuit

The processor powers the sensor with a voltage of 3.3 V. A pull up resistor

is connected between Vcc (pin1) and signal (pin3) to ensure a definite logic

level voltage for the processor, even when the switch is open. The signal pin

of A1104 is normally held high. When the magnet comes closer to the sensor,

the signal level of pin 3 becomes low. This generates a train of pulses which

corresponds to the speed of the dc motor. The sensor is calibrated before

doing the experiments, using non-contact type tachometer.

These sensor circuits provide necessary inputs to the Extended State Observer (ESO).

7.1.2 Processor unit

The constituent parts of the processor unit are

1. Extended State Observer
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2. Profile generator

3. PD controller

4. Control action unit.

The development platform used is Beaglebone Black whose processor unit is a 32

bit ARM Cortex - A8 processor with an operating speed of 1GHz. The sampling

period is set as 8ms as it requires ample calculations in every sampling period.

7.2 Realisation of various constituents of Processor

unit

For any continuous time state model (Equation 7.2),

Ż = AZ +BU

Y = CZ (7.2)

the solution at t=T, is given by Equation 7.3,

Z(T ) = eATZ(0) + [

T∫
0

eA(T−τ)dτ ]BU(0) (7.3)

The discrete time state model of Equation 7.2 is given by Equation 7.4, where F

and G are discrete time system matrix and discrete time input matrix. The matrices

C and D remains unaltered in the the discrete equivalent model. i.e., Cd = C and

Dd = D.

Z(k + 1) = FZ(k) +GU(k)

Y (k) = CdZ(k) +DdU(k) (7.4)
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Let Equation 7.5 gives the solution of the discrete state model after the first sam-

pling, i.e, Z(1), by putting k=0.

Z(1) = FZ(0) +GU(0)

Y (0) = CdZ(0) +DdU(0) (7.5)

Comparing Equation 7.3 and Equation 7.5, we can deduce,

F = eAT

G = [

T∫
0

eA(T−τ)dτ ]B (7.6)

where T is the sampling period. The discussions on ESO and its design in Sec-

tion 3.6 show that the Extended State Observer is modelled as Equation 7.7 in the

continuous time domain (Section 3.6).

Ż =


−g1 1 0

−g2 0 1

−g3 0 0



z1

z2

z3

+


0 g1

b0 g2

0 g3


u
y



Ŷ =


1 0 0

0 1 0

0 0 1



z1

z2

z3

 (7.7)

For the above system, the matrix A and B are

A =


−g1 1 0

−g2 0 1

−g3 0 0

 =


−3ω0 1 0

−3ω2
0 0 1

−ω3
0 0 0



B =


0 g1

b0 g2

0 g3

 =


0 3ω0

b0 3ω2
0

0 ω3
0
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Using the following values for the design (Equation 7.8), F and G are calculated.

ω0 = 70rad/s

ωc =
ω0

4

= 17.5rad/s

Kp = ω2
c

= 306.25

Kd = 2ζωc(ζ = 1)

= 35

T = 8ms

b0 = 60 (7.8)

The entire design depends on the value of ω0. Hence the same value of ω0 is chosen

in this hardware implementation too. If ω0 is fixed, F and G matrices can be calcu-

lated in advance, and these matrices can be directly used in the solution (Equation

7.4) to update the states of ESO. This reduces the computational task during the

sampling time in the process of control signal generation. For every state vector up-

dation Z(k+ 1), the inputs required are the previous state vector Z(k) and previous

input vector U(k) (Equation 7.4). The previous states and the previous inputs to be

used in the solution are properly updated in every 8ms. Here the inputs are control

voltage and speed. The estimated outputs z1, z2 and z3 as in Figure 3.6 are used by

the LADRC to implement the control law for u0 (Equation 3.22). This calculation

is also mathematically implemented in the processor. The control action (Equation

3.13) results in a signal which is proportional to the required voltage to be applied to

the dc motor. The control action is thus converted to an equivalent duty cycle, which

generates a train of pulses with varying duty cycle. The corresponding duty cycle is

fed as a train of pulses through the optocoupler to trigger the gate of the switching

device in the buck converter. The buck converter gives the equivalent output volt-
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age (Equation 7.1). The mathematical equations for ESO, control signal generation

of controller and implementation of control law are realised using Python with the

support of numpy and scipy libraries.

7.3 Results and Discussions

The reference speed is set as 800rpm in the experimental studies. In Chapter 4

and Chapter 6, ω0 = 70 rad/s is identified as the optimal observer bandwidth that

gives satisfactory hardware and simulated results for ESO and simulated results for

ADRC respectively. When ω0 is 70 rad/s, the estimation time of the response is

found to be 0.19s with an accuracy of 0.1% in simulation (Table 4.2). Also, in a

time of 0.07s, an accuracy of 0.17% is achieved (Table 6.1). Hence to compare the

performance of the controller in simulation as well as experimental studies, ω0 is

selected as 70 rad/s. The speed tracking of the ADRC controlled system when ω0

= 70 rad/s is shown in Figure 7.9 and Figure 7.10. The error in speed Vs time for

the above case is shown in Figure 7.11 and Figure 7.12. The control voltage applied

to the motor for this case is shown in Figure 7.13. In all the above results it can be

noticed that the simulation and hardware results are well validated.
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Figure 7.9: Simulation result when ω0 = 70 rad/s
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Figure 7.10: Experimental result when ω0 = 70 rad/s
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Figure 7.11: Error in speed in simulation when ω0 = 70 rad/s
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Figure 7.12: Error in speed in experiment when ω0 = 70 rad/s
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Figure 7.13: Control voltage Vs time
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CHAPTER 8

CONCLUSIONS

A promising technology named Active Disturbance Rejection Control is discussed,

analysed and applied with modification, in the speed control of permanent magnet

dc motor through this research work. The computational capability of Extended

State Observer (ESO) to estimate, the external disturbances and uncertainties that

would deteriorate the action of the controller, is clearly brought out in this work.

One should not overlook the role of ESO in the improved performance of ADRC.

Thus the method is found superior to the established PI control, as it a model less,

easily tunable approach that easily handles the uncertain dynamics existing in the

system and any unwanted external disturbances that creep into system. The feature

of ADRC that reduces the complexity in tuning, is a remarkable advancement in

industrial control applications.

8.1 Summary

A quantitative performance comparison of ADRC with PI controller through simu-

lations is given in Table 8.1. This reveals that ADRC gives 0% overshoot while PI

controller gives 1.25% overshoot for the same system. The 0% overshoot in ADRC

is easily obtained by choosing ζ value as 1 in the design of the controller (Equation

7.8). But in Chapter 5 it was noticed that the attempt to reduce the % overshoot

resulted in increase of rise time and settling time. Finer tuning may reduce the over-

shoot of the PI controller but at the cost of increased settling time. But in the case

of ADRC it is noticed 0% overshoot and reasonable though larger settling time is

obtained with no tuning difficulty.



Table 8.1: A performance comparison of ADRC and PI controller

Particulars
Simulation Results Experimental Results

PI controller ADRC PI controller ADRC

% overshoot 1.25 0 > 40% 0%

settling time 0.04 s 0.07 s > 50s 0.1s

% error 0.17 0.17 5 1.5

Tuning parameters 2 1 2 1

A controller is developed based on modified Active Disturbance Rejection Control

(ADRC) technique for the speed control of a permanent magnet dc motor which

can attain the tabulated specifications (Table 8.2). ADRC based system provides an

advantage over PI in terms of the effort required in tuning to improve the perfor-

mance specification, as it is a single parameter tuning approach. The settling time

aspect normally reported in literature calculates accuracy for 2% and 5% criterion.

Here the maximum % error obtained for estimation is 1.18 % after 0.19 s and that

of tracking is 1.5 % after 0.07 s.

Table 8.2: Design Results

Sl No Specification Simulation Experiment

1 Observer Bandwidth 70 rad/s 70 rad/s

2 Controller Bandwidth 17.5 rad/s 17.5 rad/s

3
Max % error in estimation

after 0.19 s
0.1 1.18

4
Max % error in actual speed

after 0.07 s
0.17 1.5

5 % overshoot 0 0
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8.2 Observations

The observations unfolded out of this research work are discussed here.

Proper choice of observer bandwidth enhances the performance of ESO and thereby

improves the control action of ADRC technique. There is a critical limit for observer

bandwidth, beyond which the estimation property of the observer is lost. When ω0

crosses the critical bandwidth, the speed of estimation becomes too high that, proper

estimation of disturbance does not occur. This in turn affects the performance action

of the controller which impedes the satisfactory implementation of the control law.

When ω0 increases, faster estimation of uncertainties of the system occurs which

easily removes them before it acts on the plant. The % error of the control signal

gets improved with an increase in ω0, which in turn decreases the % error of the

actual speed. An optimal observer bandwidth exists below the critical observer

bandwidth, at which sensible transient specifications are met. The present work

points to the performance improvement in the time domain specifications in terms

of a frequency domain specification, termed observer bandwidth. The performance

improvement of ADRC when compared to a PI controller is undoubtedly due to the

integration of ESO into the ADRC topology. This is an opening for further studies

that relate the frequency domain characteristics and time domain characteristics of

ADRC.

8.3 Future scope

Future explorations could be on developing theoretical basis for the boundness of

stability of this modified ADRC topology. Further studies can be extended with

modifications in the topology of ADRC to increase the robustness of this control

technique. Researchers can go further and study on the improvements in perfor-

mance characteristics by combining ADRC with existing control techniques like
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sliding mode control and gain scheduled control. A rough estimate on the order

of the system from the fundamental principles is still required for implementing the

system. Can we avoid the knowledge of that too in future? From literature it is found

that electric power system is not a much explored area where ADRC is applied. It

is a vast domain subjected to plenty of unpredicted disturbances. Can ADRC be

applied to mitigate the issues resulting out of these unforeseen disruptions? Further

research can be done in answering a few questions as mentioned above.
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