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Abstract

Image Analysis is an important tool which uses machine vision
technology for differentiating and recognizing different types of
images. Texture is an important characteristic present in all im-
ages which play a vital role in image analysis. Texture-based
image analysis, otherwise termed as texture analysis of images
has many applications like image classification, image segmen-
tation, image synthesis etc. Texture analysis of images is used
in both medical and non medical fields. The thesis explores the
area of texture based image classification.

Difficulties in diagnosing the disease in early stages makes prostate
cancer one of the major causes of death among elderly men. An
attempt is made to explore the possibilities of texture analysis of
abdomen CT images in diagnosing the disease at an early stage.
Prostate gland is isolated from the abdomen CT images using
active shape model based segmentation techniques. The analysis
of the segmented prostate image is done by extracting texture
features based on an evolving transform named Sequency based
MRT (SMRT). The SMRT based texture features are optimized
using Genetic algorithm.

Texture analysis method developed for prostate disease diagnosis
is extended for skin cancer detection also. The SMRT based
texture analysis method developed for medical applications is
extended to identify the maturity stages of coconut, considering
its social relevance.

The rapid evolution of new technologies bring new challenges as
well. An example of such a challenge is the need to improve
the speed of method developed for texture analysis. An attempt
is made to increase the speed by using software hardware co-
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development. All the image preprocessing tasks are developed
in software. The texture feature extraction part is developed in
hardware, whose output is fed to software classifier for image
identification. In this work, the hardware is implemented as a
parallel distributed architecture for further improvement in the
processing speed. Visual representation of SMRT coefficients are
used to develop the parallel distributed architecture.

The analysis of visual representation used for N×N SMRT hard-
ware is extended to develop forward and inverse 1-D SMRT al-
gorithm.
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Chapter 1

1.1 Introduction

Human beings are visual creatures, who can see faster than they
can think. They derive most of the information about the world
through their visual senses. Natural curiosity of human beings
to capture the visuals and to know in depth of the things which
they cannot see by normal eyes led to the discovery of imaging.
In the context of imaging, images can be classified as analog and
digital.

Images captured by human eyes are analog in nature. Analog
images are also captured using cameras with photographic films
processed in dark rooms. These images have various levels of
brightness and colors.

In digital imaging, analog information is captured and converted
to digital signals by sensors. Digital image obtained is a two di-
mensional array of small picture elements, termed as pixels, rep-
resenting a particular location and value in the form of brightness.
The images are classified based on the pixel value information as
binary, grayscale, color and multispectral images.

There are different imaging techniques to capture, store, manip-
ulate and display images. The imaging techniques used in the
thesis are discussed below.

1.2 Digital Imaging Techniques

Digital imaging was developed to overcome the weaknesses of film
cameras in the early seventies. Nowadays it is extended to many
fields including, photography, medical imaging, robotic vision,
remote sensing etc. Some of the imaging techniques [1], [2], [3]
are listed below:

School of Engineering, CUSAT 3
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1.2.1 Photography

Digital photography captures scenes with a digital camera. The
camera contains an array of electronic sensors, which sense visible
light, to capture images focused by the lens. The output of the
sensors is digitized and stored in memory which can be used for
further processing or viewing. Photography normally captures
what we can see with our naked eyes. Images which naked eye
cannot see have to be captured for diagnostic purposes using
techniques like radiography, magnetic resonance etc.

1.2.2 Digital Radiography

Radiography, which uses x-ray imaging techniques, has been a
reliable and versatile technology in imaging which is used for
diagnosis as well as for industrial applications. X-rays are elec-
tromagnetic waves having wavelength greater than visible light.
They are emitted by a cathode ray tube and passed through the
object to be imaged and received by a detector containing image
sensors. There are different types of radiography used for dif-
ferent purposes such as Fluoroscopy, mammography, computed
tomography etc. The output of X-ray imaging, fluoroscopy, mam-
mography all are projection images.

Computed Tomography

In computed tomography (CT) x-ray is combined with comput-
ing. It creates an image from projection measurements using the
inverse Radon transform. In other words, CT images are not
acquired directly from an imaging device but is a slice recon-
structed from multiple projections taken from different angles. A
CT imaging device aims a narrow beam of x-ray, which is quickly
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rotated around the object under inspection. The signals thus pro-
duced are captured by sensors and are processed by the comput-
ing part of the device to generate cross-sectional images termed
as slices. The processing device digitally stacks these slices to
create a three-dimensional image of the object’s internal parts.
CT has medical as well as industrial applications. In industry,
CT is used for inspecting the internal parts and components of
products.

In medical imaging, CT is used to get detailed images of internal
organs, bones, soft tissue and blood vessels for diagnosis and
therapeutic purposes. Compared to ordinary x-ray images, CT
images avoid overlapping structures making the internal anatomy
more clear.

Images captured using various imaging techniques discussed above,
has to be processed and analyzed to get the relevant information.
Processing and analysis of digital images are termed digital image
processing.

1.3 Digital Image Processing

Digital image processing (DIP) is a rapidly growing field having
wide applications in almost all fields of science and engineering.
It focuses mainly on processing the output of different digital
image sensors for human interpretation, storage or autonomous
machine perception. Nowadays almost all technical fields use
image processing. A few major applications of Digital Image
processing [1], [2], [3] are listed below:

• Communication: Images and videos used in communication
have to be captured, enhanced, compressed and secured
before transmitting. Different compression algorithms are
used for faster communication. Steganography, watermark-
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ing etc. are used for secure information transmission and
reception.

• Industry: Image processing is used in industry for automatic
inspection of items on the production line and to separate
different items automatically.

• Remote sensing: Remote sensing deals with the acquisition
of images without making physical contact. It is used in
urban monitoring and planning, precision agriculture, de-
fense and security issues. Spectral imaging is mainly used
in remote sensing.

• Robotic Vision: Vision in robotics is helpful for its naviga-
tion. Also, it can be used in industry for inspection and
assembly of parts of equipments. The images are captured
using high-end digital cameras or video recorders. The pro-
cesses involved in robotic vision are sensing, preprocessing,
segmentation, description, recognition, interpretation, etc.

• Medical Imaging: Medical image processing is a powerful
application of DIP which includes image acquisition, com-
puter processing and analysis of medical images. Medi-
cal imaging techniques include digital radiography, digital
sonography, nuclear imaging, etc.

The major processes used for improving pictorial information for
human interpretation includes image restoration, image enhance-
ment and image compression. In autonomous machine percep-
tion, the major task is image analysis in which the image pro-
cessing tools required are image segmentation, object description
and representation, pattern classification etc. Important pro-
cesses involved in DIP [1], [2], [3] used in almost all applications
are briefed below:

1. Image Restoration: Image restoration, an objective pro-
cess is the operation which reconstructs or recovers a de-
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graded image. Blur, noise, camera misfocus are some causes
of degradation. The degradation factor is identified and
modeled and the reverse process is applied for restoration.

2. Image Enhancement: Image enhancement is a subjec-
tive process that emphasizes the image features such as
edges, boundaries or contrast which will make the image
more pleasing to the observer. The digital image is modi-
fied so that it is more suitable for analysis or display. Spa-
tial domain and frequency domain methods are used for
enhancement.

3. Image Compression: Image compression refers to a type
of data compression applied to digital images for efficient
storage or transmission. Image compression technique re-
moves redundant and irrelevant information encodes the
relevant information. Lossy and lossless compression tech-
niques are used. Lossy compression is used where degra-
dation of decompressed image is acceptable, as it offers
high compression ratio. Lossless compression techniques
are used in case of medical and archival images where the
original image has to obtain by decompression.

4. Image Registration: Image registration is the process in
which two images having different coordinate system is trans-
formed into a single coordinate system. After registration,
it is possible to compare or combine two images.

Image analysis is the major image processing task used in the
present work which is introduced in the coming section.
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1.4 Image Analysis

Image analysis methods use information extracted from images
for understanding, recognizing and differentiating diverse types
of images. The output of image analysis is not an image, but nu-
merical values. The block diagram of the image analysis system
is shown in Fig. 1.1.

Fig. 1.1: Block diagram of Image Analysis System

After obtaining the images for analysis the first step is to segment
the region of interest.

1.4.1 Image Segmentation

Segmentation [1], [2], [3], the first stage in image analysis, is the
process of dividing an image into parts called segments. The
segmented image is a simplified and meaningful representation
of the region of interest (ROI), which can be analyzed easily.
Segmentation is applied on almost all types of images.

In medical images, segmentation is done to locate tumors, dis-
ease diagnosis, assist surgery etc. In industry, it is used in the
automatic traffic control system, biometric identification system
etc. for object detection and recognition tasks. Segmentation also
used in classification of terrains in satellite images.

There are a number of segmentation methods and the choice of
the method is based on the application. Segmentation techniques
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are broadly classified into layer based and block based methods.
Layer based method is applied for an image, by dividing it into
the foreground, mask and background layers. Block based seg-
mentation is done based on various features found in the image.
The block based segmentation can be further classified [3], [4] into
edge based, region based, thresholding based, clustering based on
pixel features etc.

Edge based segmentation relies on the notion that edges often
occur at object boundaries. Edges represent the difference in
gray level values identified based on feature dissimilarities. In
monochrome images, dissimilarities can be identified by taking
the first or second derivatives of the images or from the histogram.
In edge based segmentation boundary of ROI is identified, where
as in region based segmentation ROI as such is identified.

Region based segmentation depends on the similarity between
image pixels. There are different segmentation techniques in this
category namely Region Growing, Region splitting/merging etc.
In region growing algorithm a seed is identified and the neighbor-
ing pixels are examined and added to the seed based on similarity.
For region splitting and merging many different algorithms are
used and one among them is the quad tree algorithm. Quad tree
is a data structure used to split two dimensional images by itera-
tively splitting into four quadrants or regions. Based on similarity
between different quadrants they can be merged also. Another
segmentation technique used for identifying ROI is based on clus-
tering of image features.

Clustering based segmentation depends on rearranging the im-
age by grouping similar pixels together. Similarity of pixels mea-
sured based on texture, color etc. K Means, Fuzzy C means etc.
are the commonly used clustering algorithms in image segmenta-
tion. Another approach in segmentation is based on deformable
models.

School of Engineering, CUSAT 9



Chapter 1

Deformable models are used when the ROI has insufficient bound-
aries or when there is a lack of contrast between the region and
background. They are generally classified into parametric and
geometric models. Parametric models are also termed as active
contours [5] which can be moved to the boundary of ROI under
the influence of some internal and external forces. The evolution
of the model is based on the energy minimization of the curve
due to these two forces. Geometric models, on the other hand,
are based on level set based shape representation and curve evo-
lution. Statistics based geometric deformable model termed as
active shape model [6], is used in the work.

Once the segmentation is done, the resulting set of pixels have to
be represented for classification. Representation can be based on
external or internal properties of the segmented pixels. External
property is the shape of the segmented region. Internal properties
can be color and texture. Based on the suitable representation
different object descriptors are defined.

1.4.2 Texture based Object Description

Object Description or feature extraction deals with extracting at-
tributes from images that result in some quantitative information
of interest which are used for further analysis. Feature descrip-
tors are a set of values obtained from each image, in order to
identify the relationship among a collection of images. The de-
scription can be based on a single representation or many taken
together. Feature descriptors are used for image registration, im-
age matching and recognition, image classification etc.

The segmented image will have a boundary and the contour rep-
resenting the boundary is termed its shape. So an object can
be described in relation to its shape. The most commonly used
boundary descriptors [3] are chain codes and Fourier descriptors.
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In chain code, the boundary pixels are represented as a connec-
tion between the pixels. In Fourier descriptor, the boundary is
represented in terms of frequency of the contour.

A counterpart of boundary descriptor is regional descriptor which
characterizes the geometrical properties or density of the region.
The descriptors based on geometrical properties are termed as
basic regional descriptors and descriptors based on the density
are termed as moments. Basic descriptors that characterize the
region are area, perimeter, compactness, dispersion (irregularity)
etc.

Color is also an important property used for image representa-
tion, which is invariant to scale, rotation and translation. The
important color descriptors [7], [8], [9] used are color moments,
color histograms and color coherence vectors. The mean, vari-
ance and standard deviation of the image are collectively termed
as color moments. The color histogram represents the distribu-
tion of colors in an image. It can be developed for RGB or HSV
color space. Color coherence vector (CCV) separates coherent
and incoherent pixels with respect to each color. It distinguishes
images better compared to the color histogram.

Another commonly used object descriptor is based on texture,
known as texture descriptors or texture features. The method to
identify this descriptor set is termed texture analysis.

1.4.3 Texture Analysis

Gray image texture can be defined as a function of the spatial
variation of pixel intensities. Texture is characterized by a given
pixel and the pattern in a local area around the pixel. This can
be perceived in two-dimensional images as homogeneous visual
patterns which represent the surface composition being imaged.
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Hence it plays a very important role in analysis images like remote
sensed data, biomedical modalities and natural scenes.

Texture features used for image analysis can be broadly classified
into statistical features and transform based features.

Statistical Texture Features Statistical methods is based on
spatial distribution analysis of pixels, by computing distribution
of some localized features. First order and second order statistics
are used for obtaining texture features.

First Order Statistics

First order statistics of image is computed from the histogram
of pixel intensities [10], which represents the probability density
function of pixels. Features such as mean, variance, skewness,
kurtosis, energy, entropy etc. of histogram are used as features.
Mean gives the average level of intensity of the texture. Variation
intensity around the mean is termed variance, measures the sim-
ilarity of intensities within a region. Skewness is an indication of
symmetry. If skewness is negative, the data are spread more to
the left of the mean than to the right. If this is positive, the data
are spread out more to the right. Kurtosis is a measure of flat-
ness of histogram. All these first order statistics based features
do not provide any information about the relative pixel positions,
which describes the texture characteristics. Second order statis-
tics based features overcome these disadvantages.

Second Order Statistics

Second order statistical methods give information about tonal
and spatial dependencies of pixels. Most popular second order
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statistical methods are based on the gray level co-occurrence ma-
trix (GLCM) and gray level run length (GLRL) matrix.

Gray Level Co-occurrence Matrix (GLCM) [11], [12] is termed
as the second order histogram of an image. The elements of
the GLCM matrix give the distribution of co-occurrence of pixel
values at an offset. The image is scanned in different angles for
finding the GLCM matrix. The size of GLCM matrix depends
on the gray level and size of the image.

Many times GLCM matrix will be very large owing to its com-
putational cost. Because of its large size, GLCM cannot be used
as such as a texture feature. Hence metrics based on GLCM ma-
trices are taken as texture features. Normally texture features
based on GLCM matrices are termed as Haralick features, and is
given in Appendix A, found to be very efficient for many class of
textures.

Gray level run length matrix [13] is another approach to identify
spatial dependencies of pixels. Gray level run is defined as a set
of consecutive, collinear picture points having the same gray level
value. The length of the run is the number of pixels in the run,
i.e. it gives the information about number of connected pixels in
a run. Similar to GLCM, GLRL matrix size depends on gray
level and image size. After computing the gray level run length
matrices, the texture features can be calculated similar to GLCM
as given in Appendix A.

Transform Based Features Almost all naturally occurring
textures exhibit many regularities like approximate periodicity
and variation which are difficult to model using traditional sta-
tistical techniques. But this can be easily modeled using trans-
form based techniques. Researchers started working on Fourier
transform based texture features from very early period.
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Fourier Transform

The Fourier transform decomposes a function of time (a signal)
into the frequencies that make it up. Literature reveals that
Fourier Transform based texture features were proposed from the
early days. Weszka et al.[14] proposed Fourier power spectrum
based features. Fourier transform based texture analysis meth-
ods utilizes only the magnitude spectrum and ignores the phase
spectrum. But the phase spectrum gives much of the informa-
tion about the spatial structure of textures. That is why many
Fourier transform based methods failed in texture analysis. Later
Local Fourier Transform or short time Fourier Transform based
features are proposed which performed better because it utilizes
the phase information in a local window along with magnitude
spectrum.

Gabor Transform

The Gabor transform, named after Dennis Gabor, is a special
case of the short-time Fourier transform. It is used to deter-
mine the sinusoidal frequency and phase content of local sections
of a signal as it changes over time. The function to be trans-
formed was first multiplied by a Gaussian function, which can be
regarded as a window function, and the resulting function was
then transformed with a Fourier transform to derive the time-
frequency analysis. But it is difficult to characterize different
scales of same texture using Gabor transform. This drawback
was rectified using wavelet transform for texture analysis.

Wavelet Transform

Fourier transform analysis is done by decomposing a signal into
its component sine waves, whereas in wavelet transform decompo-
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sition, the signal is decomposed into scaled and shifted versions
of the mother wavelet. Hence, wavelet transform offers good
localization in the time frequency domain. It can be used for
texture analysis as it provides both frequency and spatial infor-
mation. Both pyramid structured algorithm and tree structured
algorithm based coefficients were used for obtaining texture fea-
tures Appendix A. The first order and second order statistical
methods explained for pixel values are also applied for wavelet
coefficients of pixels to find texture features.

Similar to first order statistical methods many transform based
methods does not provide spatial information of pixels. Hence,
researchers are exploring on transform based methods that will
provide the phase information along with frequency information.
Mapped Real transform (MRT) is an emerging transform which
can provide spatial as well as frequency information about data.

Mapped Real Transform(MRT)

MRT (Mapped Real Transform, originally M-dimensional Real
Transform) is an evolving transform [15] [16] [17] that can be used
for the frequency domain analysis of signals. It is evolved from
the modification of DFT computation using 2 × 2 DFT which
involves only real additions and exploiting the symmetry and
periodicity properties of the twiddle factor. The MRT coefficients
Y

(p)
k1,k2

for any signal Xn1,n2 , 0 ≤ n1, n2 ≤ N − 1, are given by

Y
(p)
k1,k2

=
∑

∀(n1,n2)|z=p

xn1,n2 −
∑

∀(n1,n2)|z=p+M

xn1,n2 (1.1)

where, 0 ≤ k1, k2 ≤ N − 1 and 0 ≤ p ≤M − 1,
M = N

2
, z = ((n1k1 + n2k2))N .

MRT has N3

2
coefficients, of which many are redundant and only

N2 coefficients are unique. Methods were proposed to eliminate
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the redundant coefficients and retain only the unique MRT co-
efficients. An algorithm for finding all the MRT coefficients and
identifying the unique MRT coefficients by removing redundancy
and placing it is explained in [18]. In [17], an algorithm was
proposed to identify the unique MRT coefficients and placing it
which is termed as UMRT algorithm. In the proposed algorithm,
a group of DFT coefficients was identified which uniquely rep-
resent the MRT coefficients which are termed as the basic DFT
coefficients. These (3N-2) basic DFT coefficients with different
p’s are placed in an N ×N matrix. The scheme places these co-
efficients where it actually duplicates. UMRT algorithm is faster
than the earlier algorithm [18] as there is no need to find all the
MRT coefficients. The placement of an 8× 8 UMRT is shown in
Table1.1.

Table 1.1: (k1, k2, p) values in placement of 8x8 UMRT Coefficients

0, 0, 0 0, 1, 0 0, 2, 0 0, 1, 1 0, 4, 0 0, 1, 2 0, 2, 2 0, 1, 3
1, 0, 0 1, 1, 0 1, 2, 0 3, 1, 1 1, 4, 0 5, 1, 2 3, 2, 1 7, 1, 3
2, 0, 0 2, 1, 0 2, 2, 0 6, 1, 1 2, 4, 0 2, 1, 2 6, 2, 2 6, 1, 3
1, 0, 1 3, 1, 0 3, 2, 0 1, 1, 1 1, 4, 1 7, 1, 2 1, 2, 1 5, 1, 3
4, 0, 0 4, 1, 0 4, 2, 0 4, 1, 1 4, 4, 0 4, 1, 2 4, 2, 2 4, 1, 3
1, 0, 2 5, 1, 0 1, 2, 2 7, 1, 1 1, 4, 2 1, 1, 2 3, 2, 3 3, 1, 3
2, 0, 2 6, 1, 0 6, 2, 0 2, 1, 1 2, 4, 2 6, 1, 2 2, 2, 2 2, 1, 3
1, 0, 3 7, 1, 0 3, 2, 2 5, 1, 1 1, 4, 3 3, 1, 2 1, 2, 3 1, 1, 3

The visual patterns of UMRT coefficients were analyzed and
found that there exists a specific pattern for each k1, k2, p, which
represents the addition of certain elements and subtraction of
certain other elements [19].
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Fig. 1.2: Pixel Pattern of UMRT Coefficients

The +, - and blank symbols in the visual representation indicate
that the data in that position is to be added, subtracted or ig-
nored to obtain the MRT coefficients, as shown in Fig. 1.2. From
the Fig. 1.2 it is clear that various MRT coefficients measure
the gray level differences of the pixels. i.e., coefficients represent
texture in terms of local gray level differences on various pixel
distances and orientations.

UMRT based texture features were found out from the above
observations and the expression for MRT given in Eqn.1.1. A
texture feature is formed from the absolute sum of the coefficients
corresponding to different p values of a particular k1, k2. A 2-D
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UMRT texture feature as in [19] is defined as,

fk1,k2 =

∑Nb

i=1

∑
p |Y

(p)
k1,k2
|

I × I
(1.2)

where I × I - size of image, N ×N - size of image block and Nb -
No. of blocks= I2

N2 . The total number of features for a particular
size of image block, N is 3N − 2. UMRT texture features [19]
were found better than GLCM and GLRL based features in image
classification.

Visual representation of the DFT coefficients was derived in [15]
and was extended to MRT coefficients in [17]. In [20] visual
representation of UMRT coefficients was analyzed. Analysis of
visual pattern revealed the presence of a constant number of ‘+’
and ‘-’ symbol pairs for each row and column among the UMRT
coefficients. The number of ‘+’ and ‘-’ symbol pairs in a spatial
direction is defined as sequency, c. When the coefficients are
rearranged based on this sequency pattern, Sequency based MRT
was formed.

1.4.4 Sequency based MRT (SMRT)

SMRT can be considered as an arrangement of UMRT coefficients
according to row-wise and column-wise sequencies. The (k1, k2, p)
placement of 8× 8 SMRT coefficients is shown in Fig. 1.3
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Fig. 1.3: (k1, k2, p) placement of 8× 8 SMRT Coefficients

In other words, SMRT can be considered as an ordered arrange-
ment of sequency packets, having elements with same row and
column sequencies in each packet as shown in Fig. 1.4 .

Fig. 1.4: Sequency Packets in 8× 8 SMRT Coefficients

Jaya [21] also derived the expression for direct computation of
SMRT as explained below:
The SMRT coefficients Sc1,c2(i1, i2) for any data X = [x(n1, n2)],
where 0 ≤ n1, n2 ≤ N − 1, c1, c2 = 0, 20, 21, 22, ...,M ; i1 =
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0, 1, 2, ..., M
c1
− 1 and i2 = 0, 1, 2, ..., M

c2
− 1

can be represented in terms of a kernel, Ac1,c2,i1,i2(n1, n2), as

Sc1,c2(i1, i2) = 〈X,Ac1,c2,i1,i2〉 =
N−1∑
n1=0

N−1∑
n2=0

x(n1, n2).Ac1,c2,i1,i2(n1, n2)

(1.3)

where for c1 ≤ c2 or c2 = 0,

Ac1,c2,i1,i2(n1, n2) =


+1, if ((n1.c1.(1 + 2.i2) + n2.c2))N − c1.i1 = 0

−1, if ((n1.c1.(1 + 2.i2) + n2.c2))N − c1.i1 = M

0, otherwise

(1.4)

and for c1 > c2 or c1 = 0,

Ac1,c2,i1,i2(n1, n2) =


+1, if ((n1.c1.(1 + 2.i1) + n2.c2))N − c2.i2 = 0

−1, if ((n1.c1.(1 + 2.i1) + n2.c2))N − c2.i2 = M

0, otherwise

(1.5)

〈X,Ac1,c2,i1,i2〉 denote the inner product of the two N × N ma-
trices X and Ac1,c2,i1,i2 . Some of the general properties of SMRT
were also discussed in [22]. SMRT in its course of evolution were
applied in many image processing applications [23], [19], [24] and
[21].

Feature set obtained by many feature extraction techniques ex-
plained in section 1.4.3 is very large in size and all the elements
in the set will not contribute to the classification of images. Op-
timization is done to minimize the size of feature set giving maxi-
mum classification accuracy. There are different feature selection
techniques as explained in the following section.
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1.4.5 Feature Selection

The process of removing irrelevant or redundant elements, that
won’t serve the purpose for which the features are extracted, is
called feature selection. It is an important task in texture anal-
ysis. In classification problems some feature selection techniques
depends on the classifier and some are classifier independent.

Fisher criterion and Principal component analysis are two statis-
tical based feature selection methods independent of the classi-
fier termed as filter methods for feature selection. Some methods
do up to classification for getting the optimum feature set and
such methods are termed wrapper methods. Examples of such
methods are recursive feature elimination methods and the op-
timization techniques like genetic algorithm, particle swam opti-
mization etc.

1. Filter Methods: Linear Discriminant Analysis (LDA) based
on Fisher criteria is mainly used to select optimum features
based on some ranking, whereas in PCA feature set size is
reduced based on eigen values.

2. Wrapper Methods: Forward selection, backward elimina-
tion, recursive feature elimination, genetic algorithm (GA)
optimization, ant colony optimization (ACO), particle swarm
optimization (PSO), simulated annealing (SA) etc. comes
under the category of wrapper method for feature selection.
Forward selection starts with zero features and adds up el-
ements iteratively in the feature set by checking for classifi-
cation performance. Backward elimination starts with the
complete feature set and iteratively eliminates elements un-
til a stable classification performance is reached. Recursive
feature elimination comes in the class of greedy optimiza-
tion techniques, iteratively eliminates the least performing
elements in the feature set and repeatedly changes the ob-
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jective function to find the best feature set. Almost all
optimization techniques like GA, PSO, ACO etc. can also
be used along with the classifier to optimize the feature set.

In this thesis the wrapper feature selection based on GA opti-
mization is used.

GA Optimization

Genetic Algorithms [25], [26] are adaptive heuristic search algo-
rithms evolved by mimicking the same process mother nature
uses, inspired by Darwin’s theory of evolution - ’Survival of the
fittest’. It uses the combination of selection, crossover and muta-
tion to find the fittest. Crossover is the process in genetic evolu-
tion which combines parent chromosomes to produce off springs
from selected parents. Mutation introduces new characteristics
to the population. Solution to a problem is represented as chro-
mosomes comprising of a set of parameters termed as genes. Each
chromosome has a fitness score which is evaluated based on a fit-
ness function. A set of chromosomes/individuals is termed as
population. Based on the fitness function, certain individuals
get selected to form the population of the next generation. Af-
ter selecting fit individuals, they undergo genetic operations like
crossover or recombination, mutation etc. In GA, recombina-
tion combines parts of two individual solutions to form new so-
lution. Mutation introduces new information to the population,
by changing the parameters.

When the Genetic Algorithm approach is used for feature opti-
mization [27], [28], [29], selection and omission of features are
coded as an individual. The fitness of the individual is deter-
mined from its ability to have high classification accuracy with
a minimum number of features. The optimum feature subset is
used for image classification.
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1.4.6 Classification of Images

Image classification analyses the properties of feature subset and
put the images into different categories. Classification algorithms
usually involves training and testing. In the initial training phase,
characteristic properties of the feature subset are identified. In
the subsequent testing phase, these feature-space partitions are
used to classify image features. The classification techniques
can be broadly classified into supervised and unsupervised tech-
niques. The performance of the classifier is evaluated using three
measures:

Accuracy, which measures the percentage of objects correctly
classified in each class.

Error Rate, which measures the percentage of objects incorrectly
classified in each class.

Sensitivity, overall percentage of the objects correctly classified.

Different classifiers [30], [31] used in image processing for object
identification are:

Minimum distance classifier uses distance functions to measure
the similarity between images in the feature space based on class
mean vectors. K-Nearest Neighbor (K-NN) classifier is a super-
vised non parametric classification algorithm based on distance
functions.

Bayesian classifier [30], [32] classify images by maximizing the de-
cision function defined based on the Gaussian PDF of the feature
set.

Support Vector machines [33] are supervised learning models with
associated learning algorithms that analyze data used for classi-
fication [34]. SVM is basically a binary classifier usually perform
linear classification. But they can perform non linear classifica-
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tion using kernel trick, by which inputs can be mapped to high
dimensional feature space.

Neural networks [35], [36] are non linear models, mimicking the
functions of human brain, that can adapt with input data. Super-
vised or unsupervised learning techniques are used to train the
neural networks to find a functional relationship among image
features and their class.

Multilayer neural networks with back propagation training algo-
rithm is the most popular neural network. Radial basis function
neural network structure is similar to BPN, but has a nonlin-
ear Gaussian activation function. Probabilistic neural network
PNN is mainly used in classification problems, uses a non linear
activation function.

Image analysis was performed on different categories of images
for a variety of applications.

1.4.7 Analysis of Medical and Non Medical
Images

Image analysis is used in both medical and non medical applica-
tions.

Non Medical Images

Aerial photographs and satellite images are analyzed to study
about man-made objects and natural scenes. Such images are
also analyzed for planning agriculture developments. Spectral
analysis of satellite images is done to know the mineral potential
of a particular area. Texture photographs termed Brodatz images
[37] is widely used as a standard image processing dataset. Image
analysis have applications in different industries. Multispectral
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and hyperspectral images analysis methods were developed for
the quality assessment in different food processing industries [38],
[39].

Medical Images

Similar to non medical image analysis, in analysis of medical
images also different imaging and analysis techniques can be used.
Medical problems that can be addressed using image analysis
techniques are diagnostics, treatments, assisting surgery etc.

Analysis of Brain MRI/CT images were used in the diagnosis of
brain tumor. Abdomen CT images were analyzed in the diagnosis
of liver diseases. Trans-rectal ultrasound (TRUS) image-guided
biopsy was done to prostate cancer diagnosis. When medical
images are used in assisting surgery, it is termed as image-guided
surgery. PET/CT image-guided radiotherapy was used to treat
prostate, bladder [40], neck or head cancer [41].

The image analysis methods can be extended to many other med-
ical and non medical applications. In medical applications the
method can be extended to the early diagnosis of many deadly
diseases in an effective and economic way. Similarly, in non med-
ical applications, it can address many socially and economically
relevant applications.

The above mentioned applications can be implemented in soft-
ware or hardware platform. But, out of the different techniques,
some may be easier/faster to implement in hardware and some
others may be easier/faster to implement in software. Hence, if
software and hardware can work together, the applications can
be implemented efficiently.
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1.5 Software Hardware Co-development

Real time image processing tasks can be made easier and faster
by using software hardware co-development. Also, the flexibility
of the system increases with this approach. FPGA based hard-
ware design is used in such systems, which makes the system
compatible. The difficult task in texture analysis is to obtain the
feature set, which can be implemented in hardware. The remain-
ing processing steps can be implemented in software. Thus the
whole system can be implemented in an efficient manner. FPGA
implementation of the feature set extraction will work faster than
its software version. The speed of the system can be improved
by choosing a parallel distributed architecture.

1.5.1 Parallel Distributed Architecture

Parallel distributed architecture discusses about the simultane-
ous operation of multiple processing elements to finish a task as
fast as possible. Literature review suggests that many transforms
are implemented in parallel distributed architecture. One has to
choose an optimum design from different design approaches. Also
to get the best performance, it has to be implemented in a custom
hardware. ASIC and FPGA are commonly used for such imple-
mentations. Nowadays, FPGA is commonly used in custom hard-
ware implementations as it is cheaper and easily available com-
pared to other technologies. Implementation of transforms using
parallel distributed architecture enables real time processing. A
hierarchical parallel distributed architecture mimicking neocogni-
tron structure was developed for the computation of DFT coeffi-
cients [15]. Discrete cosine transform (DCT), Wavelet transform
etc. was also implemented in different architecture styles.
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1.6 Motivation

Medical image analysis has been a critical area of research nowa-
days. Discussions with doctors suggest that prostate cancer is a
deadly disease which can be cured if diagnosed in an early stage.
Since other prostate diseases also have similar symptoms, early
stage diagnosis of prostate cancer is difficult. The other com-
mon prostate diseases are Benign Prostate Hyperplasia (BPH)
and Prostatitis. BPH is a noncancerous enlargement of prostate
gland. Prostatis is an inflammation or infection of the prostate
gland. Prostate specific Antigen (PSA) screening and Digital
Rectal Examination (DRE) methods are currently available for
early stage detection of prostate cancer. PSA screening is not
completely reliable since BPH and Prostatitis can also cause an
increase in PSA level. Also, a ’normal’ PSA does not completely
rule out prostate cancer. If PSA screening result is positive, Dig-
ital Rectal Examination is done. DRE detects the tumor only
when it reaches a volume, suggesting aggressive biological activ-
ity, though DRE is inexpensive and less time consuming to get
the results.

Generally, imaging techniques such as Magnetic Resonance Imag-
ing (MRI) and Trans Rectal Ultra Sound (TRUS) imaging are
suggested only if carcinoma is suspected. Even though TRUS
guided biopsy provides correct diagnosis, it is painful and ex-
pensive. MRI, being expensive, is done to locate and quan-
tify the carcinoma. CT images are cheaper compared to TRUS
and MRI images, but they are used only for prostate cancer
treatments. There are other medical problems, like skin cancer
whose early detection is very difficult. Cancer occurring on skin
can be broadly classified as melanocytic and non-melanocytic.
Melanoma is a malignant tumor of melanocytes. The most com-
mon non-melanocytic skin cancers are basal cell carcinoma (BCC)
and squamous cell carcinoma (SCC). Malignant Melanoma is the
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deadliest of all skin cancers and must be diagnosed early for effec-
tive treatment. It is very difficult even for experienced doctors
to make correct diagnosis seeing the lesions, as appearance of
many malignant melanoma lesions are similar to non-malignant
melanoma lesions. Dermoscopic images of skin lesions are an-
alyzed to diagnose the different skin diseases. Researchers are
trying to find tools which help doctors to diagnose the disease
correctly.

Also Mapped Real transform (MRT) has been proved as an ef-
ficient tool for texture analysis [19]. In [19], texture analysis of
CT images was used to predict the fragmentation of renal stones.
Hence it is useful to explore the possibilities of SMRT based tex-
ture analysis to develop reliable and economical methods for the
diagnosis of deadly disease like prostate cancer and malignant
melanoma.

Manual coconut harvesting is a big problem faced by people in
Kerala. Nowadays only very few experienced people are available
for doing the task. Developing an automation system of coconut
harvesting is a must for a region like Kerala, where there are
plenty of coconut trees. The first step to be done is to develop an
automated coconut harvesting system, is to identify the growth
stage of coconut. So there is a definite requirement to perform
image analysis to find the coconut maturity.

The above discussed problems motivated to explore the scope of
texture analysis of images in different applications.

Another major issue associated with image processing algorithms
are the implementation speed. Faster implementations are nec-
essary for real-time applications. Hence methods are to be devel-
oped to improve the speed of texture analysis implementations
when they are to be used in real time processing.

The fastness requirement of texture analysis system gives the
motivation to explore the co-development of software and hard-

28 School of Engineering, CUSAT



Chapter 1

ware for such systems. This also motivated to evaluate the scope
of parallel distributed architecture for further improvement in
speed.

1.7 Organization

A detailed literature review on relevant topics is presented in
chapter 2. Various texture analysis methods are reviewed. Image
classification methods, texture analysis of medical images etc in
literature are discussed. Different parallel architecture algorithms
in the literature are reviewed.

The work described in the thesis is presented as two parts. Chap-
ter 3 and 4 emphasizes the software development of texture anal-
ysis. Hardware development is discussed in chapter 5 and 6.

Chapter 3 focuses on the optimal SMRT texture feature extrac-
tion and comparison with other popular texture features. All the
studies in this chapter are done using images from Brodatz data
base.

Chapter 4 explains the texture analysis of medical and non med-
ical images using SMRT features. Abdomen CT images are ana-
lyzed for the diagnosis of prostate diseases.

The chapter also presents the use of SMRT texture features for
social relevant application other than medical field. The appli-
cation of SMRT texture features to classify different stages of
coconut is explained.

Chapter 5 discusses the development of a distributed parallel ar-
chitecture algorithm for computing 8 × 8 SMRT coefficients. A
general algorithm for N ×N SMRT, N a power 2 is discussed in
chapter 6. FPGA implementation of the algorithm for different N
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is also discussed. The chapter also discusses a similar algorithm
for 1-D SMRT.

Overall summary of significant work and the major conclusions
are given in Chapter 7. Important Research contributions and
further scope of the work is also discussed in the chapter.
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2.1 Introduction

An exhaustive literature survey is conducted in all the related
fields before carrying out the work. Statistical and transform
based texture analysis methods in the literature is reviewed in
detail. A detailed survey is carried out on different image seg-
mentation techniques. Feature selection procedures described in
the literature is studied and a detailed literature survey on GA
based feature extraction is done. Different classifiers explained in
the literature are reviewed. Previous works on texture analysis
of medical and non medical images are surveyed. Finally, lit-
erature survey on software hardware co-simulation and parallel
distributed architectures of transforms are carried out.

2.2 Texture Analysis

Wezska et al.did a comparative study of different texture mea-
sures based on Fourier power spectrum and statistical approaches.
A theoretical comparison of textural features was explained in
[42].

In [10], different texture analysis methods including statistical
and transform based methods were discussed.

Texture Analysis based on Statistical methods

Seminal paper on texture analysis was by Haralick. Haralick
et al.[11] presented a general procedure for extracting textural
properties of blocks of image data. They assume that the texture
content information in an image is contained in the overall or
average spatial relationship which gray tones in image have to
one another. This texture content information was specified by
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the co-occurrence matrix of relative frequencies, computed as a
function of the angular relationship between the neighbouring
resolution cells as well as a function of the distance between them.
A set of 14 features was extracted from these matrices.

M. M. Galloway [13] proposed a set of texture features based on
gray level run length matrices.

In [12] Haralick reviewed various approaches and models, inves-
tigators used for texture analysis. He concluded that for micro
textures, the statistical approach seems to work well. The his-
tograms of primitive properties and co occurrence of primitive
properties were used for macro textures,.

A new approach to textural features based on co-occurrence ma-
trices was explained in [43]. Gelzinis, Verikas and Bacauskine [44]
were concerned with an approach to exploit information avail-
able from the co-occurrence matrices computed for different dis-
tance parameter values. A polynomial of degree n was fitted
to each of 14 Haralick’s coefficients computed from the average
co-occurrence matrices, characterized the tendencies of variation
of the coefficients with the variation of the distance parameter
value.

The fractal dimension co-occurrence matrix (FDCM) method, in-
corporated the fractal dimension and the gray level co-occurrence
matrix (GLCM) method, was presented for texture classification
by Kim et al.[45].

Fuan Tsai et al.[46] extended GLCM in three dimensional form
to analyze hyperspectral image cubes as volumetric data sets.

A fast algorithm for calculating the textural descriptors based on
co-occurrence matrices was given in [47].

An approach which used regional entropy measures in the spa-
tial frequency domain for texture discrimination was presented
in [48].
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In [49], a new feature set from GLRL matrix was introduced.
A geometrical approach based on Texture classification was pre-
sented by Hamdan and Larson [50].

Epifanio and Ayala [51] proposed a global framework for texture
classification based on random closed set theory.

Phillippe Maillard [52] did a comparative study between two new
texture analysis methods, variogram and Fourier spectra method
and the GLCM method.

A new algorithm for texture analysis was proposed [53] which
uses Regularized Simultaneous Autoregressive (RSAR) method,
for classification of tumor on the skin.

In [54], a statistical approach based on joint probability distri-
bution of filter responses was developed. This distribution repre-
sented the frequency histogram of filter response cluster centers
(textons), used as a feature for classification.

In [55], a feature extraction method invariant to rotation and his-
togram equalization was proposed based on the concept of Ad-
vanced Local Binary Patterns (ALBP), reflected the local domi-
nant structural characteristics of different kinds of textures.

In [56], textures were modeled statistically by the full joint PDF
of local fractal dimensions.

In [57], Independent Component Analysis (ICA) of textured im-
ages were introduced as a technique for creating a new data de-
pendent bank called as basis functions of textured images, used
for texture classification.

Transform based Texture Descriptors

In [14], features derived from the Fourier power spectrum was
compared with GLCM and GLRL methods. Conners et al.[42]
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did a theoretical comparison of the three methods explained by
Weszka.

Tau-I Hsu, Calway and Roland Wilson [58] presented a frequency
domain approach to texture analysis based on Multiresolution
Fourier Transform (MFT).

Fourier transform treats the input picture as periodic. As picture
is not periodic, the transform is affected by the discontinuities.
This causes very high value in the power spectrum. The Fourier
features are sensitive to either spatial frequency or orientation
only, not both. Therefore Fourier transform is not widely used in
texture analysis. Wavelet methods of analysis and representation
are having a significant impact on the science of medical imaging
and the diagnosis of disease and screening protocols. Because of
a powerful underlying mathematical theory, they offer exciting
opportunities for the design of new multiresolution image pro-
cessing algorithms, and novel acquisition methods.

Lonnestad [59] has formulated a set of features for texture clas-
sification based on Haar transform. Experiments performed on
Brodatz images based on Haar features provided better classifi-
cation compared to GLCM and GLRL features.

Mokji et al.[60] proposed a new GLCM based on Haar Wavelet
transform.

T. Chang and C.C.J. Kuo [61],[62] developed a texture classifi-
cation algorithm based on tree structured wavelet transform as
textures were quasi periodic signals with dominant frequencies in
the middle frequency channels.

Unser [63] proposed a variation of the discrete wavelet transform
for characterizing texture properties. Unlike other wavelet-based
approaches, the method was invariant to translations in the input
signal.

Vautrot [64] proposed a texture classification method based on
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features extracted by one of the three techniques with Gabor
filters, dyadic 1D wavelet decomposition or wavelets packets.

Van de Wouwer et al.[65] proposed statistics of the wavelet detail
coefficients for texture characterization and introduced two fea-
ture sets namely, wavelet based histogram signatures and wavelet
co-occurrence signatures.

Wang et al.[66], [67] proposed a low-level evolutionary feature ex-
traction method for texture classification based on Gabor wavelets
and a high-level neural network based pattern recognition.

Porter et al.[68] proposed texture analysis scheme based on Ga-
bor Filter, GMRF model and wavelet transform with less num-
ber of features and provided high performance rotation invariant
classification.

Dani Kramer and Farzin Aghdasi presented [69] a multi scale sta-
tistical approach to texture analysis used in classification of micro
calcifications in digital mammograms as benign or malignant. In
this method a combination of multi scale texture signatures and
wavelet based texture signature were used.

Arivazhagan et al.[70] described feature extraction methods for
characterization and segmentation of texture at multiple scales
based on block by block comparison of wavelet co-occurrence fea-
tures.

K. Mala and Sadasivam [71], [72], [73], [74] proposed a CAD
system for the classification of diffused liver CT images using
wavelet based texture analysis. Orthogonal Wavelet transform
was applied to the liver images to get horizontal, vertical and
diagonal details and statistical texture features were extracted
from these details.

Hiremath and Shivshankar [75] proposed a texture classification
method for digital images based on the co-occurrence features
obtained from the two-level wavelet packet decomposition. Since
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the most significant information about texture appeared in the
high frequency channels which were further decomposed and used
for feature extraction. In [76] they proposed a feature extraction
algorithm based wavelet decomposition. The features were con-
structed from the different combination of sub band images.

Z.Z. Wang and J.H. Yong [77] used 2-D wavelet packet transform
for texture based classification. The linear regression model was
used for the analysis of correlation and extract texture features
for classification.

Ramana Reddy et. al. [78] presented a feature extraction method
for classification of textures using GMRF model based on linear
wavelets. Seven features were extracted based on the least square
error estimation method on third order Markhov neighborhood.
Rajesh Cherian proposed [18], [16] a new transform for the fre-
quency domain analysis of two dimensional signals in terms of
real additions only. The transform named MRT, mapped real
transform maps data to the twiddle factor axis. The coefficients
were obtained using real addition and carried frequency as well
as phase information.

In [18], a comparison was made between MRT and DFT. 1-D
MRT was proposed in [79]. Lean MRT an invertible transform
used for image representation was proposed in [80]. Lean MRT
representation was effectively used to compress images [81]. A
pictorial representation of MRT in terms of 2 x 2 data was pro-
posed in [82]. Bhadran [17] proposed a suitable scheme for place-
ment of UMRT coefficients in the NxN space, N a power of 2.
Meenakshy in her Thesis had shown the feasibility of texture
descriptors based on 2-D MRT for prediction of kidney stone
fragmentation.

Texture is concluded as an effective tool for analysis of images
from the survey paper. Research is continuing on both statistical
and transform based texture descriptors.
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2.3 Image Segmentation

Segmentation is the first step in image analysis.

Vautrot [64] proposed an image segmentation method based on
wavelet transforms. The feature extraction schema was per-
formed based on Gabor filters, dyadic 1D wavelet decomposition,
wavelets packets. The feature reduction step was performed by
Karhunen-Loeve expansion. The clustering was performed with
classical Kmeans (Euclidean or Mahalanobis distance) or Fuzzy
C-means techniques.

A method for automatic segmentation of computed tomography
(CT) head images of patients having spontaneous intra-cerebral
brain hemorrhage was presented in [83].

Nawaz [84] used active contour (snake) method for segmentation.

In [85], an algorithm was developed for anatomical structures seg-
mentation from CT of head images based on the combination of
intensity rescaling, threshold algorithm, region growing method,
fast-marching method (FMM) and mathematical morphology.

Varshney [86] reviewed different methods used for automatic ex-
traction of organ regions from abdominal CT images. The tech-
niques included mathematical morphology, neural networks, model-
fitting, levelset methods, thresholding, edge-detection, and know-
ledge based classification.

Wei et al.[87] used gabor wavelet features of textures derived
form gabor filters for the segmentation of remotely sensed LIDAR
data.

Luo et al.[88] introduced an automatic liver parenchyma segmen-
tation algorithm that can delineate liver in abdominal CT images.

The prostate is dififcult to distinguish from its surrounding tis-
sues and hence model based segmentation have to be used.
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Model based segmentation

Cohen [89] proposed a deformation model termed as active con-
tour which solved many problems encountered by the snake model.
In[90], [91] discussed on a deformable model whose iteration is
similar to active contour model, but the model deforms based on
the class which it represents.

Nicolae Duta and Milan Sonka [92] described an improvement in
Active shape model for segmentation Magnetic resonance image
of brain. The knowledge based point distribution model was
developed.

In [93], a new search method was proposed for the improved the
performance of ASM model in [90].

Cootes et al.[94], [95] demonstrated an iterative image search
method using statistical appearance model used for any class of
objects which exhibit shape and texture variability. The method
was applied to face and medical image segmentation.

Leventon et al.[5] presented an improvement in the geodesic ac-
tive contour method of medical image segmentation by incorpo-
rating shape representation using PCA.

In [96] presented a report on different shape and appearance mod-
els and their application in interpreting images.

View based active appearance model represented both shape and
texture variability was explained in [96], [6]. The active appear-
ance model discussed was used to track faces of a person through
wide angle changes, and also to predict appearance from new
viewpoints given a single image.

An algorithm was proposed in [97] for volumetric segmentation,
by extending ASM. Based on this kidney was modeled.

Ginnekken et al.[98] proposed an improvement in ASM segmen-
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tation, in which the normalized first order derivative profiles was
replaced by selecting optimal local features using sequential fea-
ture forward and backward selection. Non linear K-NN search
was used instead of iterative search based on Mahalanobis dis-
tance.

Three dimensional segmentation method using 3D-ASM for car-
diac CT images was explained in [99]. In the work the posi-
tions were updated for model generation based on fuzzy-inference
method, performed better compared to convolution based meth-
ods.

The paper [100] described the modification of shape and appear-
ance model of ASM for 3D segmentation of structures in medical
images. The method was applied for segmenting thrombus in
abdominal aortic aneurysms.

In [101] an ASM based face segmentation approach was explained.
A texture profile was created based Log-gabor wavelet character-
istics.

Tian et al.[102] presented 3-D volumetric models for 3-D med-
ical image segmentation based on deformable modes and finite
element segmentation. The elastic solid like model has the ca-
pability to deal with topology changes and incorporate human
interactions.

Payel et al.[103] proposed an automatic segmentation of prostate
based on combination of GA with level set methods.

In [104], [105] Soumya et al.proposed prostate segmentation based
on active appearance model in TRUS images. The appearance
model was based on texture features from approximation coeffi-
cients of Haar wavelet transform. A modification based on local
phase information of log-Gabor quadrature filter extracted tex-
ture was presented in [106].

Akbari et al.[107] presented an automatic model based segmenta-
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tion of prostate gland in 3-D trus images, based on wavelet based
SVMs and shape model.

A fully automated technique based on ASM for lung segmenta-
tion in CT image was presented in [108].

Methods to improve the accuracy of ASM based segmentation
was discussed in [109]. In the proposed algorithm landmark fea-
tures were extracted using Haar filters and K-NN algorithm was
used instead of iterative search based on Mahalanobis distance.

Sung-Il Joo et al.[110] used Active shape model for detecting
harmful images in social network services.

2.4 Feature Selection

In texture analysis, the number of features extracted by a partic-
ular method is very large in number. So it is necessary to select
the relevant features essential for classification. For this purpose,
an automated feature selector has to be included in the system.
The feature selector algorithm may be implemented using any of
the clustering algorithms or optimization algorithms.

Dejong [25] provided a brief overview of genetic algorithms as a
key element in learning systems.

Haleh Vafaie and Ibrahim F.Imam [111] presented a comparison
between two feature selection methods, the Importance Score (IS)
which was based on a greedy-like search and a genetic algorithm-
based (GA) method, in order to understand better their strengths
and limitations and their area of application. The results of their
experiments show a very strong relation between the nature of
the data and the behavior of both systems. The Importance
Score method was more efficient when dealing with little noise
and small number of interacting features, while the genetic al-
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gorithms provided a more robust solution at the expense of in-
creased computational effort.

Stolpmann and Dooley [112] described the usage of genetic algo-
rithm feature selectors in texture classification.

F.C.H. Rhee and Y.J.Lee [27] presented an unsupervised feature
selection using a fuzzy genetic algorithm. A fuzzy membership
function was employed to determine the degree of closeness of
pattern pairs and genetic algorithm was applied to find an op-
timal set of weighting coefficients that minimizes the evaluation
index.

In [113], texture features based on first order statistics, gray level
difference method, Laws texture energy measures and fractal di-
mension measurements were computed. When the feature size
is greater than a predefined threshold GA optimization was per-
formed to obtain the optimum feature set. Neural network clas-
sification was performed.

In [114], Liu et al.proposed a feature selection technique named
filtered and Supported Sequential Forward Search (FS-SFS) along
with SVM classifier. The method reduced the computation time
of SVM.

In [115] GA was used to optimize the feature selection in object
based classification. The classifier used was Back Propagation
Neural network classifier.

Feng Tan et al.[29] proposed a genetic algorithm based framework
for feature selection that combines different existing feature se-
lection techniques like entropy based feature ranking, T-statistics
and SVM-RFE.

In [116] SGLDM features computed from wavelet coefficients of
brain MRI images were used as texture features. Optimization of
feature set was done using GA and classification was performed
using SVM classifier.

42 School of Engineering, CUSAT



Chapter 2

Ant colony optimization was used for feature selection [117] in
classification of biomedical images. Gabor wavelet was used to
obtain the features using SVM classifier.

Genetic algorithm optimization was done to obtain the wavelet
feature subset in [118]. The optimized subset was used in clas-
sification using SVM and BPN and the classification accuracy
improves tremendously.

In [119] GA based feature selection was performed among GLRL,
wavelet and SGLDM texture features. Adams et al.[120] pro-
posed that genetic algorithm optimized texture features based
on local binary patterns served as an excellent tool for personal
identification using an individual’s periocular skin texture.

Irfan Alam et. al.[121] proposed an optimization technique for
numerical computation of Haralick features.

After optimization of feature set, classifier has to be used. Ex-
amples of classifiers are KNN classifier, SVM classifier etc. Clas-
sification can also be implemented using Neural Networks.

2.5 Classifiers

Different classifiers based on supervised and non supervised learn-
ing techniques were discussed in the literature.

K-NN Classifier

Michael Peterson et al.[122] proposed weight and offset optimiza-
tion for K-NN with varying similarity measures using Genetic
algorithm. Meenakshy et al.[123] used KNN classifier for classi-
fication of renal stones.
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SVM Classifier

Different implementations of multi class SVMS are compared in
[124]. Mohamed Aly [125] presented a survey on multiclass classi-
fiers like Neural network classifier, Decision tree based classifier,
K-NN classifier, Nave Bayes, SVM etc. He also described the
conversion methods of binary classifiers to multi class. The ba-
sics of both linear and non linear SVMs were explained in [33],
[126], [127], [128], [129], [130], and their application in multiclass
classification based on kernel method was discussed. In [131],
multiclass SVM with Radial Basis Function (RBF) kernel was
used in text classification.

Nave Bayes Classifier

Rennie [132] proposed an improvement for Nave Bayes classifier
and used it in text classification. In [32], Murphy explained on
statistical multiclass classifiers, especially Nave Bayes classifier.

Neural Network Based Classifiers

Neural network based classifiers with different architectures and
learning algorithms are reviewed.

In [133], multi resolution image analysis was performed and clas-
sification was done using hierarchical neural networks. Also fuzzi-
ness was introduced in the classification techniques. In [134]
the non parametric characteristics of back propagation neural
network classifiers were tested for image classification. Shah et
al.[135] discussed Back propagation based Neural network classi-
fier for land cover classification using Haralick features. In [136],
features for image classification were derived from shape based
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features using wavelet transform. Content based image classifi-
cation was performed using neural network based on back prop-
agation learning algorithm. Wing et al.[137] discussed an im-
proved RBF neural network for image classification which min-
imizes the localized generalization error. Its performance was
compared with multi class SVM. Zhihong Liu and Zhizeng Luo
[138] discussed a Learning vector quantization (LVQ) NN based
classifier for hand motion pattern classification based on EMG
signal. The method achieved good recognition accuracy.

In [139] texture images were classified using feed forward neural
network classifiers and SVM classifiers.

Six different LVQ algorithm implementations were discussed in
[140], for arrhythmia from the Electrocardiogram (ECG) dataset.
The performance of the algorithms varied with initialization posi-
tions of code book vector. In [141], a sigmoid radial basis function
neural network with growing and pruning algorithm was used for
the classification of liver diseases. The performance of the net-
work was compared with basic RBF network with growing and
pruning algorithm and found to be better. In [142], features used
for classification were extracted based on Daubechies 4 wavelet
transform and first order color moments. Classifier used was
Back propagation neural network with one hidden layer. Air-
craft images were classified with 98% accuracy. In [143], back
propagation neural network classifier was used to classify images
based on color image histogram and mean value. The method
was used to identify image Spam in emails. Jiang et al.[144]
discussed methods to improve the classification accuracy of high
resolution remote sensing images using Back propagation neural
network. Taskin et al.[145] discussed on classification of remote
sensed images using multilayer perceptron model trained with
back propagation learning algorithm. They suggested a method
for improvement of classification accuracy using data refining.
In [146], described neural network based classification of images
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by fusing input data, which improved the accuracy than with a
single feature set.

Donald F. Specht [147] discussed about PNN and polynomial
Adaline classifier based on Bayes strategy. He compared the
classifiers with BPN classifier. He concluded that PNN is fast
and easy compared to other algorithms. In [148] Specht studied
about the disadvantages of PNN classifier and suggested modifi-
cations to improve the performance of the classifier. He suggested
clustering techniques to reduce the neurons in basic PNN.

Spyridinos et al.[149] designed a prognostic classification system
for predicting the recurrence of urinary bladder cancer. They
used four layered probabilistic NN for performing binary classi-
fication. In [150], discussed modified PNN classifier for hepatic
cancer diagnosis. They compared three different smoothing pa-
rameter search approach of modified PNN methodology based
on two sided incremental, Monte Carlo and Genetic Algorithm.
Mala et al.[71] used PNN classifier for classifying diffused liver
diseases using CT images based Wavelet texture features.

B.S.Rani [151] discussed the development of an unsupervised pat-
tern classification technique based on the searching capability of
Genetic algorithm for automatic clustering of a given set of fea-
ture vectors into an appropriate number of clusters using Koho-
nen Self Organizing Map (SOM) and Adaptive Resonant Theory
network (ART).

K. Mala and Sadasivam [71], [72], [73] proposed a CAD system
for classifying diffused liver images from CT images using wavelet
based texture analysis and Probabilistic Neural Networks (PNN).

Fallahi [152] did a comparison of classifiers SVM, MLPNN and
RBFNN for classifying normal and abnormal CT images. Nawaz
[65] proposed a classification method for hepatic lesions based on
GLCM.
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Wang et al.[66], [66] proposed a new Gabor wavelet based texture
classification scheme based on Fuzzy ART network for high level
decision making and recognition.

2.6 Applications of Texture Analysis

Texture analysis of images is performed in medical and non med-
ical applications.

Mitchell et al. [153] introduced a maximum minimum measure
for texture analysis. Statistical texture analysis techniques were
used for analysis of many medical images [154].

Skorton, Collins and others [155] characterized myocardial tissue
using gray level run length statistics.

Statistical texture analysis techniques were used to assess the
ability of intra vascular ultrasound (IVUS) data, in raw and scan-
converted form, to characterize intra coronary thrombus in [156].

Q. Wei and Y. Hu [157] studied the effectiveness of using tex-
ture analysis methods such as GLCM and GLRL for identifying
fissure regions of lungs from CT images. They used the feed for-
ward back propagation neural network for classification of four
types of regions in the lungs such as fissure, air, bronchial and
tumor. They have shown GLRL is a better method considering
the computation time and classification accuracy.

An efficient, integrated image textural analysis and classification
of transrectal prostate ultrasound images into clusters potentially
representing cancerous or normal tissue areas were presented in
[158].

In [152], computer aided diagnosis was applied to the brain CT
image processing. They compared the performance of morpho-
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logical operations in extracting three types of features namely,
grayscale, symmetry and texture. Nailon et al.[40] investigated
the classification of bladder, rectum and a clinically relevant
region defined as other using computational methods based on
statistical and fractal texture analysis. The statistical methods
used were first-order (FOS) based on analysis of the image his-
togram, second-order based on gray-tone spatial dependence ma-
trices (GTSDM) and higher-order based on gray-tone run length
matrices (GTRLM).

Al-Kadi [159] presented the potential of fractal analysis of time
sequence contrast-enhanced (CE) CT images to differentiate be-
tween aggressive and non aggressive malignant lung tumors.

Carl Philips et al.[160] analyzed the directional invariance of Co-
occurrence matrices for the purpose of reducing their runtime by
minimizing the number of directions analyzed without negatively
affecting the quality of the texture data extracted.

Kale [161] presented a new computer-aided multispectral image
processing method used in three spatial dimensions and one spec-
tral dimension. The method was based on co-occurrence analysis
using a 3-D window of observation for automated identification
of suspicious lesions.

Prostate Cancer Diagnosis and Treatment

In [162], proposed a combination of expert system with remote
sensing to diagnose prostate cancer. It was developed based on
the clinical details of the patient.

Mohamed et al.[163] presented a texture analysis method based
on multi-feature for prostate cancer diagnosis from TRUS im-
ages. GLDM and GLDV features were used and the features were
selected based on Mutual information feature selection (MIFS)
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algorithm. In [164], histological images were analyzed for diag-
nosis of prostate cancer and gleason grading. Eleni et al.[165]
proposed GLCM based texture analysis of histopathological im-
ages for Gleason grading of prostate cancer. In [166], a method
combining image analysis and optimization techniques was pro-
posed to improve the probability of prostate cancer detection.
The fact sheet [167] described all the known facts about prostate
cancer diagnosis. The booklet [168] has presented the problems
and difficulties faced by people suffering from prostate cancer
and the treatment methods. Liao et al.[169] proposed a method
for localization of prostate in CT images to assist image guided
radiotherapy.

Skin Cancer Diagnosis

Maryam [170] proposed a method for detection of pigment net-
works and streaks in dermoscopy images. The structures were an-
alyzed to find any irregularity which predicts malignant melanoma.

Radu et al.[171] presented combined texture and fractal analysis
for skin cancer diagnosis from dermoscopy images and photo-
graphic images. Haralick texture features were used.

Ballerini et al.[172] proposed a content based image retrieval sys-
tem for diagnosis of different skin diseases. Color and texture
features extracted from the images were optimized using evolu-
tionary algorithms.

In [173], a skin cancer detection system was presented. The sys-
tem used dermoscopy images and features were extracted using
wavelet transform and the classification was performed with BPN
classifier.
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Coconut Harvesting Systems

In [174], had discussed on the health of coconut tree climbers
of Kerala. Disabilities and fatalities were very common among
them. Permanent cosmetic disorders to skin also happens among
the coconut tree climbers.

In [175], [176], Rajesh et al.discussed a kinect based coconut har-
vesting system which is capable of climbing trees, cutting down
coconuts, cleaning the tree tops and spraying pesticides.

Giby et al.[177] proposed a sparse coding based algorithm for
identification of coconut among the different parts of coconut
tree. The sparse representation based classifier detected the pos-
sible coordinates of coconut with 92 % accuracy. But the method
has many limitations based on how the image is captured.

In [178] a method was proposed to identify coconut from im-
ages using color image processing, filtering and Circular Hough
Transform.

Wibowo [179] discussed the implementation of an autonomous
coconut harvesting robot which detects the position of coconut
using a genetic algorithm based approach.

2.7 Software Hardware Co-development

Wayne H. wolf [180], discussed about the advantageous, problems
and challenges in the co-development of an embedded system.
He described the relationship between hardware and software ar-
chitectures, analysis approaches in software-hardware co-design
etc. Takalo et al.[181] did a detailed survey on the activities
involved and the challenges in co-design of hardware and soft-
ware. In [182], software hardware development of an automated
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surveillance system. The system was modeled and simulated in
simulink software.

Prasad et al.[183] developed morphological image processing blocks
in FPGA and had communication with PC through ethernet.

2.7.1 Parallel Architectures on FPGA

In [184], FPGA implementation of Hough transform was pre-
sented which used a combination of incremental method with
usual Hough transform expression. Fleury et al.[185] developed
a parallel Karhunen-Loe‘ve transform prototyped in FPGA for
remote sensing applications.

The computation of Discrete Fourier Transform (DFT) coeffi-
cients was developed as picture patterns, termed visual repre-
sentation(VR) [15], based on a set of 36 primitive symbols. By
doing a detailed analysis of the visual representation of DFT co-
efficients, parallel distributed architecture for DFT computation
was developed [15].

Visual representation for DFT developed in [15] was modified in
[82], in terms of 2 × 2 data, which gives direct relationship be-
tween time domain data and the frequency domain representation
in terms of pictures. The primitive symbols based on 2× 2 data
were also used for visual representation of UMRT coefficients.
M-spacing based data availability theorem was developed by an-
alyzing the visual representation. Based on the M-spacing data
availability theorem parallel distributed architecture for UMRT
computation was developed. Maamoun et al.[186] had proposed a
parallel architecture for high speed computing of discrete wavelet
transform.

In [187], parallel architecture for affine transform, used for high
speed image processing, was presented. The architecture was
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implemented in FPGA.

Lin et al.[188] presented the implementation of parallel comput-
ing for discrete Gabor transform. Different parallel computing
algorithms and their comparison were presented.

A parallel implementation of image processing on compute uni-
fied device architecture (CUDA)-accelerated CPU/GPU system
is suggested in [189]. They implemented image processing with
C programming language.

2.8 Conclusion

The literature survey discussed in the present chapter created the
background for the work reported in the thesis. This aspect is
demonstrated in the following chapters.
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3.1 Introduction

Texture in gray level images can be regarded as a spatial distribu-
tion of intensity variations. Texture feature is a measure of this
gray level distribution. A number of statistical and transform
based texture features [10] are commonly used. Gray level co-
occurrence matrix(GLCM), wavelet transform and SMRT based
features are used in the thesis. The features are evaluated in
terms of classification accuracies.

3.2 SMRT based Texture Features

The work explained in the chapter is a continuation of work [19]
done using UMRT algorithm to extract texture features. In the
algorithm [17] corresponding to (k1, k2) values of basic DFT coef-
ficients, the UMRT coefficients were placed in different (k1, k2, p)
positions as shown in Table 1.1. The positions of particular
(k1, k2) for different p values have to be identified in UMRT ma-
trix and added together to get a particular feature. This requires
a good knowledge of the placement algorithm which is compli-
cated.

SMRT placement is simple compared to UMRT placement scheme.
Analysis of the SMRT placement scheme given in Table 1.3 shows
that particular (k1, k2) for different p values are placed in a row
or column. This clearly shows that SMRT texture features can
be computed using row wise or column wise addition of SMRT
matrix elements. The expression for SMRT texture feature is
derived from the UMRT texture equation 1.2 and the SMRT
equation based on SMRT kernel, as given below:
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For c1 ≤ c2 or c2 = 0,

fi2(c1, c2) =

∑Nb

i=1

∑M
c1
i1=1 |Sc1,c2(i1, i2)|
I × I

(3.1)

and for c1 > c2 or c1 = 0,

fi1(c1, c2) =

∑Nb

i=1

∑M
c2
i2=1 |Sc1,c2(i1, i2)|
I × I

(3.2)

where Sc1,c2(i1, i2) is the SMRT coefficients
Sequencies, c1, c2 = 0, 20, 21, 22, ...,M
Sequency indices, i1 = 0, 1, 2, ..., M

c1
− 1 and i2 = 0, 1, 2, ..., M

c2
− 1

The values of UMRT and SMRT texture features are same, only
difference is in the computation time.

Comparison of Computation Time for UMRT and SMRT
Texture Features

Experiments are performed on 12 images of size 512× 512 from
Brodatz album [37]. Sample images from brodatz album used
in the study are shown in Fig. 3.1. Sub images of size 128x128
are cropped from each image. The sub images are divided into
blocks of size, 8 × 8. Texture features are found out for the
different images based on both UMRT and SMRT algorithms.
The features for each sub image is calculated using equation 1.2
based on UMRT and using equations 3.1 & 3.2 based on SMRT.
Calculation time for UMRT and SMRT texture feature extraction
are derived. The result is verified by changing the sub image size
to 256 × 256 and keeping the block size, 8 × 8. The results are
tabulated in Table 3.1.
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Fig. 3.1: Sample Images from Brodatz Data Base
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Table 3.1: Computation Times for UMRT and SMRT based Texture
Features

Image Size =128 Image Size =256
Images Time in sec Images Time in sec

UMRT SMRT UMRT SMRT
D1 75.78 11.37 D1 76.39 11.32
D2 74.95 11.32 D2 76.28 11.48
D3 80.95 11.29 D3 76.2 11.28
D4 74.75 11.47 D4 76.19 11.33
D5 76.11 11.28 D5 75.86 11.33
D6 75.14 11.34 D6 76.3 11.9
D7 76.04 11.31 D7 75.85 11.35
D8 74.29 11.34 D8 76.12 11.3
D9 76.01 11.31 D9 76.2 11.28
D10 74.04 11.35 D10 75.04 11.38
D11 75.43 11.37 D11 74.8 11.39
D12 73 11.33 D12 74.12 11.35
Average
time

75.54 11.34 Average
time

75.78 11.39

The Table 3.1 clearly shows that SMRT algorithm is approxi-
mately six times faster than UMRT algorithm. As SMRT texture
feature extraction is found to be simpler and faster compared to
UMRT algorithm, now onwards only SMRT is being used to find
texture features.

3.3 GA based Optimization of 8 × 8

SMRT Texture Features

There are 3N − 2 = 22 texture features for 8× 8 SMRT/UMRT
as discussed in section 1.4.3 The notations of 8 × 8 UMRT and
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SMRT texture features are as shown in Table 3.2.

Table 3.2: Notations of 8× 8 UMRT and SMRT Texture Features

Sl. N0. f(k1, k2) fi1(c1, c2)/fi2(c1, c2)
1 f(0, 0) f1(0, 0)
2 f(0, 1) f1(0, 1)
3 f(1, 0) f1(1, 0)
4 f(0, 2) f1(0, 2)
5 f(2, 0) f1(2, 0)
6 f(0, 4) f1(0, 4)
7 f(4, 0) f1(4, 0)
8 f(1, 1) f1(1, 1)
9 f(3, 1) f2(1, 1)
10 f(5, 1) f3(1, 1)
11 f(7, 1) f4(1, 1)
12 f(1, 2) f1(1, 2)
13 f(2, 1) f1(2, 1)
14 f(3, 2) f2(1, 2)
15 f(6, 1) f2(2, 1)
16 f(1, 4) f1(1, 4)
17 f(4, 1) f1(4, 1)
18 f(2, 2) f1(2, 2)
19 f(6, 2) f2(2, 2)
20 f(2, 4) f1(2, 4)
21 f(4, 2) f1(4, 2)
22 f(4, 4) f1(4, 4)

In classification problems, the optimum feature subset has to be
found out. In [19], all possible combinations of features were
considered to find the feature subsets with highest classification
accuracy, in classifying 30 images from Brodatz database [37].
The following four feature subsets with four features each were
found out as the best sets that provide 100% classification accu-

58 School of Engineering, CUSAT



Chapter 3

racy:

• G1−−f(2, 0), f(5, 1), f(7, 1), f(4, 4)

• G2−−f(0, 2), f(2, 0), f(7, 1), f(4, 4)

• G3−−f(1, 1), f(1, 2), f(6, 2), f(4, 4)

• G4−−f(3, 1), f(1, 2), f(6, 2), f(4, 4)

G1, G2, G3, G4 were the four feature subsets for different k1, k2

values.

A genetic algorithm based approach is proposed in the chapter,
to find out the optimum feature set from the 22 SMRT features
instead of taking different combinations.

GA based feature optimization is introduced in section 1.4.5. In
each population an individual represents a feature subset and
is encoded as an n bit binary vector, where n is the number of
features. When a feature is being selected it is represented as bit 1
in the binary vector and represented as bit 0 when the individual
is not selected. Decoding can be done by reconstructing a feature
subset for the best individual in terms of indices.

3.3.1 Fitness Function

Fitness function is defined based on the objectives of GA opti-
mization. In this work, the objectives are to maximize the classifi-
cation accuracy of the feature subset and to minimize the number
of features selected.

3.3.2 Genetic Operators

Various operations are performed on the individuals in the popu-
lation iteratively. The fitness function of individuals is evaluated
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in each iteration to find the best individual. The genetic opera-
tors used are:

Selection: Roulette wheel selection method is used for selec-
tion of chromosomes from the present population to add
to the next generation. In this selection method, probabil-
ity that an individual is selected is proportional to its own
fitness and is inversely proportional to the fitness of other
competing hypotheses in the current population.

Crossover: Traditional Single Point crossover is used. The
crossover point n is chosen at random so that child is formed
by taking the first n bits from the first parent and remain-
ing bits from the second parent.

Mutation: Mutation operation encourages the search process
to unknown regions of search space. It complements a ran-
domly selected bit of feature vector.

3.3.3 Simulation Studies

The classification capability of different SMRT texture feature
sets are evaluated by experiments performed on 29 images from
Brodatz album [37]. Simulation is performed in MATLAB 7.12
(R2011a) software package. It is done in Intel core i5 machine
with 4GB RAM and clock speed 2.4 GHz.

Each image is divided into 16 non overlapping sub images of size
128 × 128 to form a 29 × 16 image database. Test dataset is
created by extracting a 128× 128 sub image from the middle of
each image. The sub images are divided into blocks of size 8× 8.
SMRT based texture features are calculated using equations 3.1
& 3.2. Parameter settings of GA to find the optimum SMRT
features are:
Population size: 1000
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Maximum No. of Generations: 50
Selection: Roulette Wheel
Probability of Cross Over: 1
Probability of Mutation: 0.001
The feature set obtained by GA optimization with 100 % classi-
fication accuracy has five features, named as Ga is given below:
Ga = f(0, 2), f(2, 0), f(3, 1), f(7, 1), f(4, 4)

Performance Evaluation of Different 8×8 SMRT texture
feature sets

The performance of different SMRT features is evaluated with the
same 29 images from Brodatz album is used. Feature sets used
for evaluation are G1, G2, G3, G4 (section 3.3) and Ga. From the
512×512 images, 128×128 overlapping sub images with different
percentages of overlap is taken to create the data set. When
overlap percentage is zero, it means no columns overlap. When
overlap percentage is 25, it means that 25% columns overlap, ie.,
32 columns of pixels overlap and so on. The test set is created
by taking test samples from different portions of the image.

Table 3.3 shows the classification accuracy for different test sam-
ples from different regions and training samples with different
degrees of overlap.

The results of evaluation are concluded in Table 3.4 which shows
that GA optimized feature sets have higher classification accu-
racy compared to other feature sets. It has higher classification
accuracy for 15 images. The feature with next higher classifica-
tion accuracy is G2 with 9 images. Actually, Ga is a modification
of G2 with an addition of one feature. The addition of that one
feature causes improvement in classification accuracy.
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Table 3.3: Performance Evaluation of 8 × 8 SMRT based Texture
features
Overlap
%

Test Sam-
ples

G1(%) G2(%) G3(%) G4(%) Ga(%)

0% Middle 100 100 100 100 100
0% top right 82.76 89.66 79.31 75.86 93.1
0% top left 86.21 82.76 72.41 75.86 82.76
0% bottom

right
89.66 93.1 68.97 79.31 89.66

0% bottom left 79.31 82.76 72.41 89.66 82.76
0% random 100 96.55 89.66 93.1 96.55

25% middle 96.55 100 93.1 96.55 100
25% top right 82.76 93.1 82.76 82.76 100
25 % top left 82.76 82.76 75.86 75.86 82.76
25% bottom

right
89.66 93.1 79.31 79.31 93.1

25% bottom left 75.86 82.76 82.76 82.76 86.21
25% random 96.55 100 89.66 93.1 100

50% middle 100 100 93.1 89.66 100
50% top right 89.66 93.1 86.21 72.41 96.55
50% top left 82.76 79.31 72.41 82.76 86.21
50% bottom

right
89.66 89.66 82.76 79.31 89.66

50% bottom left 89.66 93.1 82.76 89.66 96.55
50% random 93.1 96.55 93.1 96.55 100

75 % middle 96.55 100 93.1 100 100
75 % top right 89.66 96.55 93.1 75.86 96.55
75 % top left 86.21 86.21 86.21 82.76 96.55
75 % bottom

right
93.1 93.1 75.86 82.76 100

75 % bottom left 93.1 93.1 96.55 86.21 96.55
75 % random 96.55 96.55 96.55 93.1 100
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Table 3.4: Comparison of Performance of 8x8 SMRT based Texture
Descriptors

Performance Mea-
sures

G1 G2 G3 G4 Ga

No. of times 100%
class accuracy occurs

3 5 1 1 9

No. of times highest
class accuracy occurs

4 9 2 2 15

No. of times second
high class accuracy oc-
curs

8 7 3 2 6

The SMRT texture features classify Brodatz images with 100 %
accuracy. In the next section, SMRT texture features are com-
pared with the wavelet transform based texture features, the most
popular among transform based texture features.

3.4 Texture Features based on SMRT

and Wavelet Transform: A Com-

parison

SMRT texture features are compared with wavelet texture fea-
tures based on classification accuracy. The sub image size for
both wavelet transform and SMRT based texture analysis is cho-
sen as 16.

SMRT based Texture Features

When the sub image size is 16, there will be 46 different tex-
ture features, as explained in section 1.4.3. GA optimization
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explained as in section 1.4.5, is performed to obtain feature set
with minimum number of features having maximum classification
accuracy.

Wavelet Transform based Texture Features

Wavelet based texture features are explained in Appendix A, as
described in [62]. The texture image is decomposed using tree
structured wavelet transform and energy signature of each sub
image is calculated using equation A.5, to obtain the energy map.
Dominant frequency channels with large energy value serve as a
good candidate for texture representation.

Simulation Study

The classification capability of SMRT and wavelet based texture
features are studied based on the experiments performed on 29
images from Brodatz album [37]. Each image of size 512 × 512
was used. The image is divided into 16 non overlapping sub
images of size 128× 128 forming a 29× 16 image database. Test
dataset is created by extracting a 128 × 128sub image from the
center of each image. SMRT based texture features are computed
using equations 3.1 & 3.2, by dividing the image into blocks of
size 16 × 16, results in 46 features. GA is applied to obtain an
optimum SMRT feature sub set. The values corresponding to
the features in the optimized feature set are f1(2, 0), f1(0, 8) and
f1(1, 2).

Tree structured wavelet decomposition is applied to obtain a sub
image of size 16 × 16, in three levels and the corresponding en-
ergy map of the image is computed. The energy map of dominant
frequency channels is taken as feature set. The classification ac-
curacy with different number of dominant channels is obtained.
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The classification results of test data with K-NN classifier for
SMRT (GA optimized feature set) and wavelet transform based
texture features (three top dominant frequency channels) is given
in Table 3.5

Table 3.5: Image Classification using SMRT(3 features) and
Wavelet(3 features) Texture Features and K of K-NN = 1

Images Actual Test Result Images Actual Test Result

Class SMRT Wavelet Class SMRT Wavelet

D1 1 1 3 D17 16 16 16

D2 2 2 2 D18 17 17 9

D3 3 3 3 D19 18 18 1

D4 4 4 4 D20 19 3 19

D5 5 5 5 D21 20 20 20

D6 6 6 6 D22 21 21 21

D7 7 7 21 D23 22 22 13

D8 8 24 25 D24 23 23 23

D9 9 9 9 D25 24 24 24

D10 10 10 13 D71 25 25 25

D11 11 11 11 D72 26 26 18

D12 12 12 12 D73 27 17 27

D13 2 9 27 D74 28 28 28

D15 14 14 14 D75 29 29 29

D16 15 15 27 Total Images 29 25 19

SMRT based texture features gives high classification accuracy
of 86.2% compared with 65.5% classification accuracy of wavelet
based texture feature set.

The results of comparison of K-NN classification using SMRT
(GA optimized feature set) and Wavelet texture features with
varying number of dominant frequency channels for different K
in K-NN classification are given in Table 3.6.
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Table 3.6: Comparison of Classification Accuracy of SMRT and
Wavelet Texture features with different K values of K-NN classifier

Method No. of Features K=1 K=2 K=3 K=4 K=5

SMRT 3 86.2 86.2 96.55 96.55 100

Wavelet 3 65.5 68.97 68.97 72.41 72.41

Wavelet 4 68.97 68.97 72.41 75.86 75.86

Wavelet 5 75.86 82.76 79.31 75.86 79.31

Wavelet 6 75.86 75.86 82.76 79.31 79.31

Wavelet 7 82.76 86.2 86.2 79.31 82.76

Wavelet 8 82.76 82.76 82.76 86.2 82.76

Highest classification accuracies are obtained with SMRT texture
features. It is clear that 8 wavelet texture features show a classi-
fication accuracy of 82.76% only, whereas with 3 SMRT texture
features classification accuracy of 100% is obtained with 5 nearest
neighbors.

The inherent gray level difference patterns present in the visual
representation of SMRT coefficients enable them as a strong can-
didate for texture analysis. The studies show that only three
SMRT texture features are sufficient to get 100% correct classi-
fication compared to wavelet based features, where even with 8
features only 82.76% correct classification is achieved. Wang [17]
proposed a progressive texture classification algorithm which is
computationally complex to improve the classification accuracy
of wavelet texture features. SMRT texture features give 100%
classification accuracy with fixed number of three features, which
makes computation simple. Thus the experimental results prove
that SMRT based texture features are very powerful in classify-
ing texture images compared to Wavelet based texture features
in both classification efficiency and computational simplicity.
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3.5 Conclusion

Visual representation of SMRT coefficients shows that it mea-
sures the spatial distribution of gray level intensities. Texture
features are computed by the addition of SMRT/UMRT coef-
ficients corresponding to a particular frequency with different
phase values. Hence, feature computation is easier and faster
for SMRT than for UMRT. GA based optimization of SMRT
texture features using K-NN classifier gives good accuracy for
image classification and are compared with Wavelet texture fea-
tures, suggested by Chang [62]. Top energy signatures computed
for tree structured wavelet transform are used as wavelet texture
features. SMRT texture features give a classification accuracy of
100 % compared with that of 82.76 % for wavelet features using
images from Brodatz database [37]. This proves the usefulness of
SMRT texture features and can be applied for the classification
of different categories of images.
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4.1 Introduction

SMRT texture features optimized using GA and K-NN classifier
for Brodatz images gave 100 % accuracy, as discussed in chapter
3. Hence, it is proposed to extend the method for the classifica-
tion of medical and non medical images. As discussed in section
1.6, early stage diagnosis of prostate cancer is very difficult. If
the disease can be diagnosed from images at an early stage, it
will be very helpful for the experts as well as for the patients.
In this chapter, the possibility of SMRT based texture analysis
is explored for the diagnosis of prostate diseases from abdomen
CT images. Another category of medical image used for study is
dermoscopic skin images to detect malignant melanoma.

The non medical images chosen for the study are photographic
images of coconut, to find the growth stages.

4.2 Prostate Disease Diagnosis

A non-invasive technique to identify prostate diseases from ab-
domen CT image slices using transform based texture analysis is
presented in this section. Fig. 4.1 shows the scheme for prostate
disease diagnosis.

Fig. 4.1: Proposed Scheme
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4.2.1 Abdomen CT Images

The abdomen CT scans and supporting clinical details of pa-
tients, validated by urologist, are collected in the initial phase
of the research work. Data include prostate conditions such as
normal, enlarged, local carcinoma and hard. Proper image slices
with prostate gland are selected from the CT scan using DICOM
viewer. The details of image slices obtained are shown in Table
4.1.

Table 4.1: Details of Image Slices

Sl. No. Prostate Condition No. of images
1 Normal 96
2 Enlarged 86
3 Local Carcinoma 48
4 Hard 56
5 Total Number 286

The 10 samples of abdomen CT image slices collected are given
in Fig. 4.2.

Next step in the scheme of diagnosis (Fig. 4.1) is to segment the
prostate gland from the abdomen CT image. The prostate is first
located in the image using segmentation algorithm and cropped
into an N ×N matrix, where N is a power of 2.

4.2.2 Segmentation of Prostate Gland

Segmentation of prostate gland from CT image demands medical
knowledge about the shape and its position. In the initial phase
of work, support from urologist is utilized for its successful iden-
tification. Prostate located in the abdomen CT image is shown
in Fig. 4.3 with a red boundary.
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Fig. 4.2: Samples of Abdomen CT Image Slices
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Fig. 4.3: Abdomen CT Image

It is difficult to distinguish prostate tissue from the surrounding
tissues due to low contrast as seen from the image in Fig. 4.3.
Hence, the segmentation of prostate gland is difficult. A sim-
ple edge based segmentation using SMRT is tried to extract the
required region of interest.

Edge Based Segmentation

A new edge based segmentation algorithm using SMRT [24] is
tried which uses the quad tree concept. This technique is nor-
mally applied to images having region to be segmented with some
homogeneous property.

Fig. 4.4 shows the result of edge based segmentation. The result
shows that edges are clearly identified by the algorithm, but it is
not effective for prostate segmentation, since prostate does not
have proper edge in abdomen CT images. Hence other meth-
ods are tried for prostate gland segmentation and finally ASM
method is used as discussed below.
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Fig. 4.4: Result of Edge Based Segmentation

ASM Segmentation

Prostate gland is walnut shaped whose size, location and shape
varies slightly from person to person and slice to slice. Hence,
shape model based segmentation algorithm, suggested by J.F.
Cootes [90], is performed to capture the shape variability. The
algorithm has two parts. In the first part, Point Distribution
Model (PDM) and gray level appearance model are generated
from a set of training images. In the latter part, PDM and ap-
pearance model are used for segmentation of ROI in the test
images.

The shape variability is captured by the PDM developed as ex-
plained below:

Landmark points are marked manually in the image. The points
should represent the boundary of prostate gland. The number
and the way in which landmarks are identified should be same in
all training images, Fig. 4.5.

The n land mark points of a single image (xi, yi) is represented
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as a shape vector x. For S training images, there will be S shape
vectors and all the shape vectors are aligned to ensure that all
shapes are in the same coordinate frame. The aligned shape vec-
tors form an n dimensional distribution which is modeled using
Principal Component Analysis (PCA), to develop the PDM.

Fig. 4.5: Land mark points in training images

Next step is to develop gray level appearance model so that the
gray level information about the training set can be used to iden-
tify the desired movements of landmark points in the test image.
Normalized first derivative g of the gray level profiles around
each landmark, sampled perpendicular to the contour, as shown
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in Fig. 4.6, is used to create the gray level appearance model.
The covariance matrix Sg is also computed.

Fig. 4.6: Gray level Profile perpendicular to contour

The iterations in the test image based on PDM and gray level
appearance model are explained below:

Shapes are fitted in iterative manner, in the test image, starting
from shape model. The movement of landmark points is along
normal, to ns positions on either side (Fig. 4.7). New gray level
profile gi is computed at each position of landmark points. Ma-
halanobis (MB) distance f(gi), between new profile gi and gray

level model g, is calculated as f(gi) = gi − ¯gSg
−1

gi − ḡT . All
landmarks are put at lowest MB distance and shape model is
fitted to displaced points.

A multi resolution approach is implemented to make the search
faster by generating a pyramid of image with different resolutions.
The base of the pyramid will have the original image and a lower
resolution image will be placed at higher locations. So search will
start from the top of the pyramid and gradually moves down.
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Fig. 4.7: Iterations

The new shape model is obtained after the iterations and hence
segment mask is generated as shown in Fig. (4.8). The length and
breadth of segmented images are in the range 35 to 42. Hence,
a 32 × 32 image is cropped out to extract the SMRT texture
features from the isolated image.

Fig. 4.8: Segmentation Mask obtained

The next step in the development of algorithm for prostate dis-
ease diagnosis is to optimize texture features.
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4.2.3 Optimization of Texture Features

The first step in optimization is the selection of sub image and
block size to compute the SMRT based texture features, as given
by expressions 3.1 & 3.2 in section 3.2.

Sub image and Block Size Selection

Sub image size (I) and block size (N) in equations 3.1 & 3.2 are
chosen using 32×32 images obtained from the segmented images.
Different block sizes are considered to include all possible texture
variations in the feature set corresponding to a sub image. The
sub image size (I) chosen in this experiment are 8, 16 and 32.
Each sub image is divided into blocks of size I, I/2 and I/4,
with a minimum size of 8. Classification using K-NN classifier is
done with 286 image data, divided into 206 training images and
80 test images, with 20 images from each class. The images are
classified into four categories, namely, Normal Prostate, Enlarged
prostate (BPH), Local Carcinoma prostate and Hard Prostate
(Fully malignant) designated as class A, B, C and D respectively.
Table 4.2 shows the results of the experimental study.

Table 4.2: Classification Accuracy of Feature Sets with different I
and N

Sl.
No.

Sub Image
Size, I

Block
size, N

Correctly
classified
(Out of 80)

Classification
Accuracy(%)

1 8 8 32 40
2 16 8 28 35
3 32 8 24 30
4 16 16 42 52.5
5 32 16 38 47.5
6 32 32 58 72.5
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Feature set obtained by considering 32 × 32 sub image taken
as single block gives the highest classification accuracy and is
chosen as the optimum feature set. Classification details of the
test images using optimum feature set are given in Table 4.3.

Table 4.3: Confusion Table for Classes A, B, C and D

A B C D Classification
Accu-
racy(%)

A 16 4 0 0 80
B 6 12 2 0 60
C 0 2 12 6 60
D 0 0 2 18 90

72.5

The confusion table, of classification into A, B, C and D classes,
presented in Table 4.3, shows that 16 out of 20 samples are cor-
rectly classified as class A (normal) and 4 are misclassified as class
B (Enlarged). Misclassified 4 samples may be in the boundary
between normal and enlarged. The other classes also show similar
results as illustrated in the table. The results presented shows po-
tential in classifying the hard prostate with 90 % accuracy (class
D). The malignant tissues, class C and D together, are classified
with 75 % accuracy.

A 32×32 image block produces 94 elements in the SMRT texture
feature set, of which many are not required for classification.
Hence a GA based feature selection procedure is presented in the
following section.

GA based optimization of Texture Features

GA based optimization of 8 × 8 SMRT texture features used in
Brodatz images, discussed in section 3.3, is extended to opti-
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mize 32 × 32 SMRT texture features for prostate images. The
optimization process produced three sets of features (G1, G2 &
G3), each with 21 elements and 95% classification accuracy are
presented in Table 4.4.

Table 4.4: SMRT Texture Feature Sets G1, G2 and G3

G1 G2 G3
Sl. No. fi1(c1, c2) or

fi2(c1, c2)
fi1(c1, c2) or
fi2(c1, c2)

fi1(c1, c2) or
fi2(c1, c2)

1 f1(0, 0) f1(1, 1) f1(0, 0)
2 f1(0, 2) f2(1, 1) f1(1, 0)
3 f5(1, 1) f6(1, 1) f1(2, 0)
4 f6(1, 1) f2(1, 2) f2(1, 1)
5 f9(1, 1) f3(1, 2) f3(1, 1)
6 f10(1, 1) f5(1, 2) f10(1, 1)
7 f11(1, 1) f5(2, 1) f11(1, 1)
8 f4(1, 2) f6(2, 1) f14(1, 1)
9 f5(1, 2) f1(4, 1) f15(1, 1)
10 f1(2, 1) f2(4, 1) f5(1, 2)
11 f2(2, 1) f3(4, 1) f8(1, 2)
12 f3(2, 1) f4(1, 4) f1(2, 1)
13 f7(2, 1) f1(8, 1) f2(2, 1)
14 f8(2, 1) f2(1, 8) f6(2, 1)
15 f4(4, 1) f2(2, 2) f3(1, 4)
16 f2(1, 8) f7(2, 2) f4(1, 4)
17 f2(8, 1) f1(2, 4) f1(4, 1)
18 f2(4, 2) f2(4, 2) f2(8, 1)
19 f1(4, 4) f1(8, 2) f1(2, 2)
20 f4(4, 4) f2(2, 8) f8(2, 2)
21 f2(4, 8) f2(4, 8) f3(4, 4)

The performance of the features are evaluated using the confusion
matrix for each feature set as shown in Tables 4.5, 4.6 & 4.7.
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Table 4.5: Confusion Table for G1

A B C D Classification
Accu-
racy(%)

A 19 1 0 0 95
B 1 19 0 0 95
C 0 1 18 1 90
D 0 0 0 20 100

95

Table 4.6: Confusion Table for G2

A B C D Classification
Accu-
racy(%)

A 18 1 1 0 90
B 1 18 1 0 90
C 0 0 20 0 100
D 0 0 0 20 100

95

Table 4.7: Confusion Table for G3

A B C D Classification
Accu-
racy(%)

A 20 0 0 0 100
B 1 19 0 0 95
C 0 2 18 0 90
D 1 0 0 19 95

95

The tables show that G1, G2 and G3 feature sets classify malig-
nant images (class C and D together) with classification accuracy
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of 95%, 100% and 92.5 % respectively. Thus G2 is the best fea-
ture set for identification of prostate cancer.

Next section presents the performance comparison of the set G2
with that of GLCM features, introduced in section 1.4.3.

Comparison of GA optimized SMRT Texture Features
with GLCM features

SMRT and GLCM features are compared based on the classi-
fication accuracy of prostate images. The images are classified
as cancerous and non cancerous. Optimized SMRT feature set,
G2, with 21 features are used for classification. In GLCM based
classification, 14 features discussed in section 1.4.3 are used. The
Table 4.8 gives the result of K-NN classifier using SMRT (G2) and
GLCM features. From the table it is clear that SMRT features
classify cancerous images with 100% accuracy.

The computations of SMRT features (section 3.2) are very simple
and less complex compared to that of GLCM features(Appendix
A).

Table 4.8: Comparison Results of SMRT and GLCM texture features

GLCM SMRT
Image
Class

Total
No. of
Images

Correctly
Classi-
fied

Mis-
classi-
fied

Correctly
Classi-
fied

Mis-
classi-
fied

Non
cancer

40 22 6 38 0

Cancer 40 34 18 40 2

The results show that the performance of SMRT texture feature
set G2 with 21 features is superior to GLCM texture features in
both accuracy and simplicity.
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Hence, G2 is considered as the optimum feature set for prostate
images obtained from SMRT coefficients under GA optimization
procedure.

The above optimization procedure is based on K-NN classifier.
The process of prostate disease diagnosis can be made intelligent
through the use of learning based classifier. The next step in the
prostate disease diagnosis (Fig. 4.1) is the selection of suitable
classifier.

4.2.4 Selection of Classifiers

Different types of classifiers are explained in section 1.4.6. The
feasibility of PNN, SVM and BPN as classifier to classify the
prostate images into four different classes are explored in this
section. The selection of the classifier is made based on accuracy,
sensitivity and specificity. The images are classified into four
classes A, B, C and D as explained in section 4.2.3. The same
set of images, as discussed in section 4.2.3, are used to select
the classifier.The classification procedure is repeated to include
all samples in the test set by changing the training and test sets.
The confusion tables for the three different classifiers are as given
in Tables 4.9, 4.10 and 4.11.

Table 4.9: Confusion Table for PNN classifier

A (96) B (86) C (48) D (56) Classification
Accu-
racy(%)

A 92 3 1 0 95.83
B 3 80 3 0 93.02
C 0 0 46 2 95.83
D 0 0 2 54 96.43

95.28
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Table 4.10: Confusion Table for SVM classifier

A (96) B (86) C (48) D (56) Classification
Accu-
racy(%)

A 84 6 5 1 87.5
B 13 71 2 0 82.56
C 0 2 39 7 81.25
D 0 1 4 51 87.93

84.81

Table 4.11: Confusion Table for BPN classifier

A (96) B (86) C (48) D (56) Classification
Accu-
racy(%)

A 67 18 8 3 69.79
B 19 55 8 4 63.95
C 0 2 45 1 93.75
D 2 3 4 47 83.93

77.86

The accuracy of the classifiers is given in the confusion tables.
The correct rate, sensitivity and specificity of the three classifiers
are given in the Table 4.12.

SL. No. Property PNN SVM BPNN
1. Correct Rate 94.44 85.09 74.3
2. Sensitivity 95.83 87.5 69.79
3. Specificity 98.43 84.81 89.06

Table 4.12: Classification of Prostate Diseases using different clas-
sifiers

PNN classifier gives very good classification performance for prostate
disease diagnosis using CT images. The various prostate diseases
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are diagonised with 95.28 % accuracy. GA optimised SMRT tex-
ture features using PNN classifier is found to be a very good
tool for prostate disease diagnosis. Hence, the method can be
extended to other category of images to address different issues.
Another type of medical image chosen for analysis are dermo-
scopic images of skin, explained in the next section.

4.3 Skin Cancer Detection

Now a days skin diseases are very common across the world.
Many of the skin diseases become dangerous if not treated at an
earlier stage. Occurrence of skin cancers are also increasing.

It is necessary to have a basic idea about the structure of skin,
largest human organ, for the study about skin diseases. The
skin has mainly three layers: epidermis, dermis and hypodermis.
In the epidermis, there are cells called melanocytes which are
responsible for the skin’s pigmentation as shown in Fig. 4.9.

Fig. 4.9: Structure of Skin
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Cancer occurring on skin can be broadly classified as melanocytic
and non-melanocytic. Melanoma is a malignant tumor of melanocytes.
The most common non-melanocytic skin cancers are basal cell
carcinoma (BCC) and squamous cell carcinoma (SCC). Malig-
nant Melanoma is the deadliest of all skin cancers and it must be
diagnosed early for effective treatment.

Dermoscopic images of skin lesions are analyzed to diagnose the
different skin diseases shown in Fig. 4.10.

In the present work, dermoscopic skin images are obtained from
an online data base [www. dermnet. com]. 36 Malignant Melanoma
images named as class A and 36 other benign melanoma images
named class B, are downloaded from the website. Sub images of
size 32 × 32, 16 × 16 and 8 × 8 are cropped manually from the
affected area seen in the images. Then texture features based
on SMRT with different sub image size (I) and block size (N)
are obtained from the two sets of 36 images each. The classifi-
cation is performed with K-NN classiifer to find the optimum I
and N which gives high classification accuracy. The results are
tabulated in Table 4.13.

The table shows that 32× 32 sub image size gave high accuracy.
But GA optimization of 32× 32 sub image size texture features
gave only 56.25% accuracy. The reduction in classification ac-
curacy is due to the presence of image water mark. Hence, GA
optimization is performed for 16×16 and 8×8 sub images cropped
from area avoiding watermark.
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Fig. 4.10: Image Samples of Skin Diseases
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Table 4.13: Comparison of feature sets with different I

Sl. Sub Image % η of K-NN for different k
No. Size(I) K=1 K=2 K=3 K=4 K=5
1 64x64 25 18.75 43.75 43.75 43.75
2 32x32 37.5 37.5 43.75 50 56.25
3 16x16 31.25 31.25 31.25 37.5 37.57
4 8x8 25 25 31.25 31.25 31.25

GA optimization of SMRT texture features derived from 16× 16
sub image resulted in one feature set with 13 features and gave
100% correct classification accuracy. The GA optimized 16x16
feature set is given in the Table 4.14.

Table 4.14: Result of GA optimized 16x16 Feature set

Sl. No. fi1(c1, c2) or fi2(c1, c2)
1 f1(0, 1)
2 f1(0, 4)
3 f1(4, 0)
4 f3(1, 1)
5 f4(1, 1)
6 f7(1, 1)
7 f3(1, 2)
8 f4(1, 2)
9 f2(2, 1)

10 f3(2, 1)
11 f2(1, 4)
12 f1(4, 1)
13 f1(4, 2)

The result in this section reveals that if a good database of der-
moscopic images is available, SMRT based texture analysis tech-
nique developed in section 4.2 for prostate disease can be easily
extended for detection and classification of different types of skin
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diseases also. But, even after repeated email requests, permis-
sion to use the images is not obtained and hence the work is
discontinued at this level.

In this stage, it is beneficial to explore the possibility of extending
SMRT based texture analysis technique developed for medical
images in non medical applications also. Hence a problem that
is hot in agriculture field is chosen for further study.

Coconut harvesting is a big social problem faced by people of
Kerala and even in many countries, which can be solved by an
automated coconut harvesting system. Coconut growth stage
identification is the most important step to develop such an au-
tomated system. Next section discusses about the study on ef-
fectiveness of SMRT based texture analysis technique, developed
in previous sections, for identification of the maturity level of
coconut from photographic images.

4.4 Coconut growth stage identifica-

tion

The procedure for growth stage identification technique explained
in this section is very similar to that of prostate disease diagnosis
technique, as given in the block diagram Fig. 4.11. The data used
for prostate disease diagnosis are slices of CT images whereas
photographic images are used in the case of coconut growth stage
identification.

Fig. 4.11: Proposed Scheme
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The first step to be performed in growth stage identification is
the collection of coconut images, as explained in the next section.

Photographs of Coconut

Photographic images of coconut in different growth stages, taken
in high resolution DSLR camera by experts in the field of coconut
research, is collected for analysis. The different stages to which
the coconuts are classified, shown in Fig. 4.12, are as explained
below:

In the early stage, large number of flowers start to form near the
trunk of the coconut, around the palm leaves. Nuts are formed
in these flowers and later grow into bright green fruits, identified
as young coconut, Fig. 4.12(a).

When the green fruit is seven months old, a jelly layer begins to
develop just inside the inner surface. The meat will keep thick-
ening and the water will sweeten as the coconut begins to ripen.
This stage is known as tender coconut, Fig. 4.12(b).

In the palm tree, as the coconut continues maturing, its size
increases and the husk becomes harder, Fig. 4.12(c). Also, the
coconut meat inside the shell becomes hard and thick. This is
the mature stage of coconut.

At the mature stage, if coconut is not plucked, it transforms to
dry or brown coconut, 4.12(d) and it will not have any green
color. This is the final stage of coconut on the palm tree. Images
of young, tender, mature and dry coconuts are collected. The
next step in coconut growth stage identification is to isolate the
region of interest (ROI).
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(a) Young Coconut (b) Tender Coconut

(c) Mature Coconut (d) Brown Coconut

Fig. 4.12: Different stages of coconut
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ROI Isolation

The ROIs are cropped out manually from the images. N×N im-
ages, N varies from 8 to 256 as powers of 2, are cropped manually
to optimize sub image and block size as shown in Fig. 4.13.

Fig. 4.13: Cropping Images of different size

The images are classified into five classes as : 1) Young Coconut
2) Tender Coconut 3) Mature Coconut 4) Dry Coconut 5) Other
parts.

A total of 500 cropped images of a particular size comprising of
100 images from each class is used to analyze the classification
capability of SMRT features. Next step in the coconut classifica-
tion procedure is to optimize the texture features.

Optimization of SMRT texture features

In this section, subimage and block size selection and GA based
optimization of SMRT texture feature set for coconut growth
stage identification are discussed.
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Selection of subimage size and block size The classifica-
tion performance is compared for images of different subimage
and block sizes, from 256 × 256 to 8 × 8. In the study, 80% of
images from each class is used for training the classifier and 20%
is used for testing. Hence, training image database is of size 400,
formed from 80 images of each class and test database of 100
formed from 20 images of each class. Classification accuracy is
computed using K-NN classifier with different values of K. The
results are given in Table 4.15 for K of K-NN classifier giving
highest classification accuracy.

Table 4.15: Classification Accuracy with different Sub Image Size
and Block Size

Sub Image Size Block Size Value of K in
K-NN Classifier
giving Highest
Accuracy

Classification
Accuracy (%)

256 256 4 38
128 4 32
64 5 32

128 128 4 44
64 4 40
32 4 38

64 64 5 60
32 4 32
16 4 56

32 32 5 79
16 5 56
8 4 43

16 16 4 40
8 4 37

8 8 4 22

The results in the Table 4.15 shows that the classification accu-
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racy is high when we choose the same sub image size and block
size of 32 × 32. After sub image and block size selection, GA
based optimization is performed to obtain feature set with mini-
mum number of elements giving high classification accuracy.

GA based optimization of texture features GA optimiza-
tion, as discussed in section 3.3, is performed in the 32 × 32
feature sets to eliminate the unwanted and redundant features
giving maximum classification efficiency with K-NN classifier. It
improves the classification accuracy to 92 % with 38 features. Af-
ter identifying the classification ability of GA optimized SMRT
texture features, it is compared with GLCM texture features for
the same set of images. Fourteen GLCM features proposed by
Haralick is used for classification and yields a classification ac-
curacy of 57%. After identification of optimum texture feature
set the classification is performed using PNN classifier, which is
found to yield good classification for prostate images.

Growth stage Identification

The result of classification with GA optimized feature set using
PNN classifier is as shown below.

Table 4.16: Classification Accuracy of GA optimized feature set

Young Tender Mature Dry Other Class
Acc%

Young 17 2 0 0 1 85
Tender 2 18 0 0 0 90
Mature 0 0 20 0 0 100
Dry 0 0 0 20 0 100
Other 2 0 0 0 18 90

93
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Color histogram feature in the RGB space, discussed in section
1.4.2, used to incorporate the color property of different stages of
coconut is used along with GA optimized SMRT feature set for
classification. But it has no effect on the classification accuracy.

The studies on coconut classification with SMRT texture fea-
tures shows that GA optimization along with K-NN classifier as
an efficient method to discriminate between different stages of
coconut. This serves as a starting step to automate the process
of harvesting coconut.

4.5 Conclusion

GA optimized SMRT texture features are found to be one of the
best methods for feature selection when used along with K-NN
classifier. The results obtained with the optimized feature set is
better than that obtained with other feature sets for other classi-
fiers also. It can be used for both medical and non medical image
classification. After analyzing the experimental results for differ-
ent real time images which is discussed in the chapter indicates
that the SMRT texture feature gives high classification accuracy
when sub image size and block size is the same. Hence in the
expression for SMRT texture feature, Nb can be taken as 1.
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5.1 Introduction

SMRT texture features found to be very effective in the classifica-
tion of medical and non-medical images as discussed in chapter
3 and chapter 4. Different processing steps involved in SMRT
based texture analysis of images are the acquisition of images,
preprocessing, segmentation of ROI, texture feature extraction,
feature selection and finally classification. They are implemented
using different algorithms having a different scale of complexity
and speed. The complexity of algorithms varies and depends on
the way it is implemented.

There exist many situations in real time applications of texture
analysis that requires faster computation. Transform is one of the
major components that slows down the processing. Exhaustive
researches are going on to improve the transformation speed.

The computation time of SMRT coefficients increases with matrix
size, since it is done based on basic MRT computation approach,
explained in section 1.4.3, that involves too many data search.

Different parallel distributed architectures for UMRT were de-
veloped [17], as discussed in section 2.7.1, based on analysis of
visual representation [15], [17]. The following sections explore
the possibility of extending the hardware implementation meth-
ods developed for UMRT to implement SMRT.

5.2 Modified Primitive Symbols based

on 2× 2 Data

The set of primitive symbols used in the visual representation in
[82] is shown in Appendix C. In the set of symbols, many are sign
reversed versions of another primitive symbol. The redundant
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symbols are removed from the primitive symbol set, to reduce
the complexity in both hardware and software implementations.
For example, LAN is sign reversed version of LAP and hence
removed. Since LAP is the Top Left element of the 2 × 2 data
matrix, it is renamed as TL. Similarly, many symbols are removed
and renamed using similar mnemonics. Hence, the symbol set is
reduced to 20 elements as shown in Fig. 5.1. Their names and
corresponding mathematical relations are shown below.

Fig. 5.1: Modified Primitive Symbols based on 2× 2 Data

Let the 2× 2 data be X,

X =

[
x00 x01

x10 x11

]
(5.1)

then the primitive symbols are,
TL = x00, BL = x10, TR = x01, BR = x11

LS = x00 +x10, RS = x01 +x11, TS = x00 +x01, BS = x10 +x11

LD = x00−x10, RD = x01−x11, TD = x00−x01, BD = x10−x11

DiS = x00 + x11, CS = x01 + x10

DiD = x00 − x11, CD = x01 − x10

SLR = x00 + x10 + x01 + x11, DLR = x00 + x10 − x01 + x11

DDiC = x00 + x11 − x10 + x01, DTB = x00 + x01 − x10 + x11
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5.3 Visual Representation of 8×8 SMRT

based on 2× 2 Data

Visual representation for 8 × 8 SMRT based on 2 × 2 data and
new primitive symbols is developed, as shown in Fig. 5.2 using
the primitive symbols discussed in section 5.2.

Fig. 5.2: Visual Representation of 8x8 SMRT Coefficients

The visual representation of SMRT coefficients is analyzed to de-
velop a parallel distributed architecture. The analysis shows that
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only one or two primitive symbols are involved in the computa-
tion of the coefficients coming under a particular sequency. Table
5.1 gives the details of primitive symbols based on 2× 2 data in-
volved in the computation of a particular SMRT coefficient.

Table 5.1: Primitive Symbols involved in 8x8 SMRT coefficients
Group Sequency SMRT Coefficient Primitive Symbols

1 0,0 S00 SLR

0,4 S07 DLR

4,0 S70 DTB

4,4 S77 DDiC

2 0,1 S01, S03 LS

S02, S04 RS

0,2 S05 LS

S06 RS

1,0 S10,S30 TS

S20,S40 BS

1,4 S17,S37 TD

S27,S47 BD

2,0 S50 TS

S60 BS

2,4 S57 TD

S67 BD

4,1 S71,S73 LD

S72,S74 RD

4,2 S75 LD

S76 RD

3 1,1 S11, S31, S13, S33 TL,BR

S21, S41 CS

S12,S32 DD

S22,S42, S24, S44 BL,TR

S23, S43 CD

S14, S34 DiS

1,2 S15,S35, S16,S36 TL,TR

S25,S45,S26, S46 BL,BR

2,1 S51,S53,S61,S63 TL,BR

S52,S54,S62,S64 BL,TR

2,2 S55 DiD

S65 CS

S56 DS

S66 CD
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5.4 Parallel Distributed Architecture

for 8×8 SMRT based on 2×2 data

The group of primitive symbols involved in the computation of
SMRT coefficients for a particular sequency is almost unique.
Based on the similarity of computation and primitive symbols
involved, the sequencies are grouped into three as in Table 5.1.
Sequencies coming under group 1 are (0,0), (0,4), (4,0) and (4,4)
whose computation involves primitive symbols SLR, DLR, DTB
and DDiC respectively. The group 2 involves sequencies (0,1),
(0,2), (1,0), (2,0), (1,4), (2,4), (4,1) and (4,2) with primitive sym-
bols LS, RS, TS, BS, LD, RD, TD and BD. The primitive symbols
involved in the computation of the remaining coefficients (group
3) are TL, BL, TR, BR, CS, DiS, CD and DiD.

The parallel distributed architecture developed for 8 × 8 SMRT
using 2 × 2 based on the observations in Table 5.1 is shown in
Fig. 5.3.

In layer L0, 8 × 8 input matrix is partitioned into 2 × 2 matri-
ces. Various primitive symbols in layer L1 are computed from the
partitioned 2× 2 input matrices in layer L0. The primitive sym-
bols in layer L1 are grouped into three based on the arithmetic
operations involved. LS, RS, TS, BS, CS and DiS are grouped as
G1, with addition operation. G2 includes LD, RD, TD, BD, CD,
DiD, which are obtained using subtraction of elements. TL, BL,
TR and BR extracted from the input matrix forms L1G3. The
primitive symbol matrices computed in layer L1 are of size 4× 4.
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Fig. 5.3: Parallel Distributed Architecture for 8× 8 SMRT based on
2× 2 Data

Operations in layer L2 are performed in four groups on outputs
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from layer L1. In L2G1, primitive symbols SLR, DTB, DLR,
DDiC matrices of size 4 × 4 are obtained from LS, RS, LD and
RD. Similarly in L2G2 column additions of LS, LD, RS & RD are
performed and stored as row vectors CLS, CLD, CRS & CRD of
size 4. In group 3 row additions of TS, TD, BS & BD are carried
out to obtain 4-point column vectors RTS, RTD, RBS and RBD.
Also, CS, DiS, CD, DiD, TL, BL, TR and BR is copied to 4× 4
matrices G, H, J, K, L, O, P, Q respectively in L2G4.

The computations in layer L3 are done as three groups taking
the output from L2. L3G1 includes sequencies 00, 04, 40 & 44
with one coefficient each are computed from SLR, DLR, DTB
and DDiC respectively of L2G1. CLS, CLD, CRS, CRD, RTS,
RTD, RBS and RBD vectors from L2G2 and L2G3 are used to
compute coefficient in sequencies 01, 02, 10, 20, 14, 24, 41 and 42
respectively of L3G2. A particular coefficient in L3G1 and L3G2
depends on one primitive symbol only. The coefficients coming
under sequencies in L3G3 are derived from one or two primitive
symbols as seen in Table 5.1 and computed from the output of
L2G4.

The algorithm used for the implementation of the three layer
architecture is discussed below:

Algorithm

In the architecture shown in Fig. 5.3, 8× 8 input data matrix, X
is partitioned into 2×2 matrices and S is the output 8×8 SMRT
matrix.

Computations in L1

L1G1
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For 0 ≤ i, j < M = 4
LS(i, j) = x(2i, 2j) + x(2i+ 1, 2j)
RS(i, j) = x(2i, 2j + 1) + x(2i+ 1, 2j + 1)
TS(i, j) = x(2i, 2j) + x(2i, 2j + 1)
BS(i, j) = x(2i+ 1, 2j) + x(2i+ 1, 2j + 1)
DiS(i, j) = x(2i, 2j) + x(2i+ 1, 2j + 1)
CS(i, j) = x(2i+ 1, 2j) + x(2i, 2j + 1)

L1G2

For 0 ≤ i, j < M = 4
LD(i, j) = x(2i, 2j)− x(2i+ 1, 2j)
RD(i, j) = x(2i, 2j + 1)− x(2i+ 1, 2j + 1)
TD(i, j) = x(2i, 2j)− x(2i, 2j + 1)
BD(i, j) = x(2i+ 1, 2j)− x(2i+ 1, 2j + 1)
DiD(i, j) = x(2i, 2j)− x(2i+ 1, 2j + 1)
CD(i, j) = −x(2i+ 1, 2j) + x(2i, 2j + 1)

L1G3

For 0 ≤ i, j < M = 4 TL(i, j) = x(2i, 2j), TR(i, j) = x(2i, 2j +
1)
BL(i, j) = x(2i+ 1, 2j), BR(i, j) = x(2i+ 1, 2j + 1)

Computations in L2

L2G1

For 0 ≤ i, j < M = 4
SLR(i, j) = LS(i, j)+RS(i, j) DTB(i, j) = LD(i, j)+RD(i, j)
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DLR(i, j) = LS(i, j)−RS(i, j) DDiC(i, j) = LD(i, j)−RD(i, j)

L2G2

For 0 ≤ i < M = 4 CLS(i) =
∑3

j=0 LS(j, i), CRS(i) =∑3
j=0 RS(j, i)

CLD(i) =
∑3

j=0 LD(j, i), CRD(i) =
∑3

j=0 RD(j, i)

L2G3

For 0 ≤ i < M = 4 RTS(i) =
∑3

j=0 TS(i, j), RTD(i) =∑3
j=0 TD(i, j)

RBS(i) =
∑3

j=0BS(i, j), RBD(i) =
∑3

j=0 BD(i, j)

L2G4

For 0 ≤ i, j < M = 4
G(i, j) = TL(i, j) L(i, j) = DiS(i, j)
H(i, j) = BL(i, j) O(i, j) = DiD(i, j)
J(i, j) = TR(i, j) P (i, j) = CS(i, j)
K(i, j) = BR(i, j) Q(i, j) = CD(i, j)

Computations in L3

L3G1

Sequency 0,0
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S(0, 0) =
∑3

i=0

∑3
j=0 SLR(i, j)

Sequency 0,4

S(0, 7) =
∑3

i=0

∑3
j=0 DRL(i, j)

Sequency 4,0

S(7, 0) =
∑3

i=0

∑3
j=0 DTB(i, j)

Sequency 4,4

S(7, 7) =
∑3

i=0

∑3
j=0 DDiC(i, j)

L3G2

Sequency 0,1

S(0, 1) = CLS(0)− CLS(2) S(0, 3) = CLS(1)− CLS(3)
S(0, 2) = CRS(0)− CRS(2) S(0, 4) = CRS(1)− CRS(3)

Sequency 0,2

S(0, 5) = CLS(0) + CLS(2)− CLS(1)− CLS(3)
S(0, 6) = CRS(0) + CRS(2)− CRS(1)− CRS(3)

Sequency 1,0

S(1, 0) = RTS(0)−RTS(2) S(3, 0) = RTS(1)−RTS(3)
S(2, 0) = RBS(0)−RBS(2) S(4, 0) = RBS(1)−RBS(3)

Sequency 2,0

S(5, 0) = RTS(0) +RTS(2)−RTS(1)−RTS(3)
S(6, 0) = RBS(0) +RBS(2)−RBS(1)−RBS(3)
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Sequency 1,4

S(1, 7) = RTD(0)−RTD(2) S(3, 7) = RTD(1)−RTD(3)
S(2, 7) = RBD(0)−RBD(2) S(4, 7) = RBD(1)−RBD(3)

Sequency 2,4

S(5, 7) = RTD(0)−RTD(1) +RTD(2)−RTD(3)
S(6, 7) = RBD(0)−RBD(1) +RBD(2)−RBD(3)

Sequency 4,1

S(7, 1) = CLD(0)− CLD(2) S(7, 3) = CLD(1)− CLD(3)
S(7, 2) = CRD(0)− CRD(2) S(7, 4) = CRD(1)− CRD(3)

Sequency 4,2

S(7, 5) = CLD(0)− CLD(1) + CLD(2)− CLD(3)
S(7, 6) = CRD(0)− CRD(1) + CRD(2)− CRD(3)

L3G3

Sequency 1,1

S(1, 1) = G(0, 0)−G(0, 2)−K(0, 1)+K(0, 3)−K(1, 0)+K(1, 2)−
G(1, 1)+G(1, 3)−G(2, 0)+G(2, 2)+K(2, 1)−K(2, 3)+K(3, 0)−
K(3, 2) +G(3, 1)−G(3, 3)
S(2, 1) = P (0, 0−P (0, 2)−P (1, 1)+P (1, 3)−P (2, 0)+P (2, 2)+
PG(3, 1)− P (3, 3)
S(3, 1) = K(0, 0)−K(0, 2)+G(0, 1)−G(0, 3)+G(1, 0)−G(1, 2)−
K(1, 1)+K(1, 3)−K(2, 0)+K(2, 2)−G(2, 1)+G(2, 3)−G(3, 0)+
G(3, 2) +K(3, 1)−K(3, 3)
S(4, 1) = P (0, 1)−P (0, 3)+P (1, 0)−P (1, 2)−P (2, 1)+P (2, 3)−
P (3, 0) + P (3, 2)
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S(1, 2) = O(0, 0)−O(0, 2)+O(1, 1)−O(1, 3)−O(2, 0)+O(2, 2)−
O(3, 1) +O(3, 3)
S(2, 2) = J(0, 0)−H(0, 1)−J(0, 2)+H(0, 3)+H(1, 0)+J(1, 1)−
H(1, 2)−J(1, 3)−J(2, 0)+H(2, 1)+J(2, 2)−H(2, 3)−H(3, 0)−
J(3, 1) +H(3, 2) + J(3, 3)
S(3, 2) = O(0, 1)−O(0, 3)−O(1, 0)+O(1, 2)−O(2, 1)+O(2, 3)+
O(3, 0)−O(3, 2)
S(4, 2) = H(0, 0)−H(0, 2)+J(0, 1)−J(0, 3)−J(1, 0)+H(1, 1)+
J(1, 2)−H(1, 3)−H(2, 0)−J(2, 1)+H(2, 2)+J(2, 3)+J(3, 0)−
H(3, 1)− J(3, 2) +H(3, 3)
S(1, 3) = G(0, 0)+K(0, 1)−G(0, 2)−K(0, 3)+K(1, 0)−G(1, 1)−
K(1, 2)+G(1, 3)−G(2, 0)−K(2, 1)+G(2, 2)+K(2, 3)−K(3, 0)+
G(3, 1) +K(3, 2)−G(3, 3)
S(2, 3) = Q(0, 0)−Q(0, 2)−Q(1, 1)+Q(1, 3)+Q(2, 2)−Q(2, 0)+
Q(3, 1)−Q(3, 3)
S(3, 3) = −K(0, 0) + G(0, 1) + K(0, 2) − G(0, 3) + G(1, 0) +
K(1, 1)−G(1, 2)−K(1, 3)+K(2, 0)−G(2, 1)−K(2, 2)+G(2, 3)−
G(3, 0)−K(3, 1) +G(3, 2) +K(3, 2)
S(4, 3) = Q(0, 1)−Q(0, 3)+Q(1, 0)−Q(1, 2)−Q(2, 1)+Q(2, 3)−
Q(3, 0) +Q(3, 2)
S(1, 4) = L(0, 0)−L(0, 2) +L(1, 1)−L(1, 3)−L(2, 0) +L(2, 2) +
L(3, 3)− L(3, 1)
S(2, 4) = J(0, 0)+H(0, 1)−J(0, 2)−H(0, 3)−H(1, 0)+J(1, 1)+
H(1, 2)−J(1, 3)−J(2, 0)−H(2, 1)+J(2, 2)+H(2, 3)+H(3, 0)−
J(3, 1)−H(3, 2) + J(3, 3)
S(3, 4) = L(0, 1)−L(0, 3)−L(1, 0) +L(1, 2)−L(2, 1) +L(2, 3) +
L(3, 0)− L(3, 2)
S(4, 4) = −H(0, 0)+J(0, 1)+H(0, 2)−J(0, 3)−J(1, 0)−H(1, 1)+
J(1, 2)+H(1, 3)+H(2, 0)−J(2, 1)−H(2, 2)+J(2, 3)+J(3, 0)+
H(3, 1)− J(3, 2)−H(3, 3)

Sequency 1,2

S(1, 5) = G(0, 0)−G(0, 1)+G(0, 2)−G(0, 3)−J(1, 0)+J(1, 1)−
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J(1, 2) +J(1, 3)−G(2, 0) +G(2, 1)−G(2, 2) +G(2, 3) +J(3, 0)−
J(3, 1) + J(3, 2)− J(3, 3)
S(2, 5) = H(0, 0)−H(0, 1)+H(0, 2)−H(0, 3)−K(1, 0)+K(1, 1)−
K(1, 2)+K(1, 3)−H(2, 0)+H(2, 1)−H(2, 2)+H(2, 3)+K(3, 0)−
K(3, 1) +K(3, 2)−K(3, 3)
S(3, 5) = J(0, 0)−J(0, 1) +J(0, 2)−J(0, 3) +A(1, 0)−G(1, 1) +
G(1, 2)−G(1, 3)−J(2, 0) +J(2, 1)−J(2, 2) +J(2, 3)−G(3, 0) +
G(3, 1)−G(3, 2) +G(3, 3)
S(4, 5) = K(0, 0)−K(0, 1)+K(1, 3)−K(1, 4)+H(2, 1)−H(2, 2)+
H(2, 3)−H(2, 4)−K(3, 1)+K(3, 2)−K(3, 3)+K(3, 4)−H(4, 1)+
H(4, 2)−H(4, 3) +H(4, 4)
S(1, 6) = G(0, 0)−G(0, 1)+G(0, 2)−G(0, 3)+J(1, 0)−J(1, 1)+
J(1, 2)−J(1, 3)−G(2, 0) +G(2, 1)−G(2, 2) +G(2, 3)−J(3, 0) +
J(3, 1)− J(3, 2) + J(3, 3)
S(2, 6) = −K(0, 0) + K(0, 1) − K(0, 2) + K(0, 3) + H(1, 0) −
H(1, 1)+H(1, 2)−H(1, 3)+K(2, 0)−K(2, 1)+K(2, 2)−K(2, 3)−
H(3, 0) +H(3, 1)−H(3, 2) +H(3, 3)
S(3, 6) = J(0, 0)−J(0, 1) +J(0, 2)−J(0, 3)−G(1, 0) +G(1, 1)−
G(1, 2) +G(1, 3)−J(2, 0) +J(2, 1)−J(2, 2) +J(2, 3) +G(3, 0)−
G(3, 1) +G(3, 2)−G(3, 3)
S(4, 6) = H(0, 0)−H(0, 1)+H(0, 2)−H(0, 3)+K(1, 0)−K(1, 1)+
K(1, 2)−K(1, 3)−H(2, 0)+H(2, 1)−H(2, 2)+H(2, 3)−K(3, 0)+
K(3, 1)−K(3, 2) +K(3, 3)

Sequency 2,1

S(5, 1) = G(0, 0)−H(0, 1)−G(0, 2)+H(0, 3)−G(1, 0)+H(1, 1)+
G(1, 2)−H(1, 3)+G(2, 0)−H(2, 1)−G(2, 2)+H(2, 3)−G(3, 0)+
H(3, 1) +G(3, 2)−H(3, 3)
S(5, 2) = J(0, 0)−K(0, 1)−J(0, 2)+K(0, 3)−J(1, 0)+K(1, 1)+
J(1, 2)−K(1, 3)+J(2, 0)−K(2, 1)−J(2, 2)+K(2, 3)−J(3, 0)+
K(3, 1) + J(3, 2)−K(3, 3)
S(5, 3) = H(0, 0)+G(0, 1)−H(0, 2)−G(0, 3)−H(1, 0)−G(1, 1)+
H(1, 2)+G(1, 3)+H(2, 0)+G(2, 1)−H(2, 2)−G(2, 3)−H(3, 0)−
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G(3, 1) +H(3, 2) +G(3, 3)
S(5, 4) = K(0, 0)+J(0, 1)−K(0, 2)−J(0, 3)−K(1, 0)−J(1, 1)+
K(1, 2)+J(1, 3)+K(2, 0)+J(2, 1)−K(2, 2)−J(2, 3)−K(3, 0)−
J(3, 1) +K(3, 2) + J(3, 3)
S(6, 1) = G(0, 0)+H(0, 1)−G(0, 2)−H(0, 3)−G(1, 0)−H(1, 1)+
G(1, 2)+H(1, 3)+G(2, 0)+H(2, 1)−G(2, 2)−H(2, 3)−G(3, 0)−
H(3, 1) +G(3, 2) +H(3, 3)
S(6, 2) = J(0, 0)+K(0, 1)−J(0, 2)−K(0, 3)−J(1, 0)−K(1, 1)+
J(1, 2)+K(1, 3)+J(2, 0)+K(2, 1)−J(2, 2)−K(2, 3)−J(3, 0)−
K(3, 1) + J(3, 2) +K(3, 3)
S(6, 3) = G(0, 1)−H(0, 0)+H(0, 2)−G(0, 3)+H(1, 0)−G(1, 1)−
H(1, 2)+G(1, 3)−H(2, 0)+G(2, 1)+H(2, 2)−G(2, 3)+H(3, 0)−
G(3, 1)−H(3, 2) +G(3, 3)
S(6, 4) = −K(0, 0)+J(0, 1)+K(0, 2)−J(0, 3)+K(1, 0)−J(1, 1)−
K(1, 2)+J(1, 3)−K(2, 0)+J(2, 1)+K(2, 2)−J(2, 3)+K(3, 0)−
J(3, 1)−K(3, 2) + J(3, 3)

Sequency 2,2

S(5, 5) = O(0, 0)−O(0, 1)+O(0, 2)−O(0, 3)−O(1, 0)+O(1, 1)−
O(1, 2)+O(1, 3)+O(2, 0)−O(2, 1)+O(2, 2)−O(2, 3)−O(3, 0)+
O(3, 1)−O(3, 2) +O(3, 3)
S(6, 5) = P (0, 0)−P (0, 1)+P (0, 2)−P (0, 3)−P (1, 0)+P (1, 1)−
P (1, 2)+P (1, 3)+P (2, 0)−P (2, 1)+P (2, 2)−P (2, 3)−P (3, 0)+
P (3, 1)− P (3, 2) + P (3, 3)
S(5, 6) = L(0, 0)−L(0, 1) +L(0, 2)−L(0, 3)−L(1, 0) +L(1, 1)−
L(1, 2) +L(1, 3) +L(2, 0)−L(2, 1) +L(2, 2)−L(2, 3)−L(3, 0) +
L(3, 1)− L(3, 2) + L(3, 3)
S(6, 6) = Q(0, 0)−Q(0, 1)+Q(0, 2)−Q(0, 3)−Q(1, 0)+Q(1, 1)−
Q(1, 2)+Q(1, 3)+Q(2, 0)−Q(2, 1)+Q(2, 2)−Q(2, 3)−Q(3, 0)+
Q(3, 1)−Q(3, 2) +Q(3, 3)
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Example

The computation of 8 × 8 SMRT based on 2 × 2 data shown in
Fig. 5.3 is illustrated with an example as given below:
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The number of additions in the parallel architecture algorithm
for SMRT based on 2 × 2 data can be summarized as in Table
5.2.

Table 5.2: 8x8 SMRT computations based on 2× 2 data
Layer1 Layer2 Layer3

Matrix
and Size

No. of
additions

Matrix
and Size

No. of
additions

Sequencies No. of
Coeffi-
cients

No. of
additions

LS (4x4) 16 CLS
(1x4)

4 0,0 1 15

RS (4x4) 16 CRS
(1x4)

4 0,1 4 1

LD (4x4) 16 CLD
(1x4)

4 0,2 2 3

RD
(4x4)

16 CRD
(1x4)

4 0,4 1 15

TS (4x4) 16 RTS
(4x1)

4 1,0 4 1

TD (4x4) 16 RTD
(4x1)

4 1,1 8 15

BS (4x4) 16 RBS
(4x1)

4 1,1 8 7

BD (4x4) 16 RBD
(4x1)

4 1,2 8 15

CS (4x4) 16 SLR
(4x4)

16 1,4 4 1

DiS
(4x4)

16 DTB
(4x4)

16 2,0 2 3

CD (4x4) 16 DDiC
(4x4)

16 2,1 8 15

DiD
(4x4)

16 DLR
(4x4)

16 2,2 4 15

2,4 2 3

4,0 1 15

4,1 4 1

4,2 2 3

4,4 1 15

Total
Addi-
tions

192 Total
Addi-
tions

96 Total
Addi-
tions

576

Total No. of Computations: 864
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The number of additions involved in the computation of 8 × 8
SMRT directly from data using the visual representation shown
in Fig. 5.2 is 1344. The Table 5.2 shows that the total number of
additions involved in the computation of 8 × 8 SMRT using the
parallel distributed architecture presented in section 5.4 is 864.
The inference is that parallel distributed computation reduces
the number of additions from 1344 to 864, i.e. it reduces compu-
tational complexity. As seen from the Table 5.2, the maximum
memory requirement is 192.

The computational complexity of coefficients in L3G3 is high
when compared to L3G1 and L3G2. There are simple compu-
tational patterns for coefficients in L3G1 and L3G2, whereas it is
complex for that of L3G3. Hence, new approaches are explored
in the following sections.

5.5 Parallel Distributed Architecture

for 8×8 SMRT based on M-spacing

Data

Visual representation of coefficients shows clear patterns in terms
of M-spaced data, where M = N/2, termed as M-spacing based
data availability [17].

M-spacing based Data

Theorem 4.1 developed in [17] for the M-spacing data is restated
as:
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Theorem 5.1

If a data (n1, n2) is present in the visual representation of Y p
k1,k2

then the data at (n1, n2 +M), (n1 +M,n2) and (n1 +M,n2 +M)
will also be present in the computation of the coefficient.

Different sign patterns of M-spacing data is given as C, D, E and
F shown in Fig. 5.4.

Fig. 5.4: M-Spacing Patterns

The type of M-spacing pattern present in the computation of
UMRT coefficient depends on the frequency index (k1, k2) and
based on that a theorem (Theorem 4.2) was developed in [17]
which is restated as,

Theorem 5.2

One type of pattern C, D, E, or F and/or its sign reversed form
will be present in the visual representation of UMRT coefficients
and the type of the pattern depends on whether the frequency
index k1 and/or k2 is even or odd.

There is a direct relationship, given in Table 5.3 [22], between
sequencies c1 & c2 of SMRT coefficients and frequency index k1

& k2 of UMRT coefficients.
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Table 5.3: Relationship between sequency and frequency parameters

c1 ≤ c2 c1 > c2

c2 = 0 c1 = 0
k1 c1.(1 + 2.i2) c1.(1 + 2.i1)
k2 c2 c2

p c1.i1 c2.i2

The table shows that the sequencies c1 and c2 of SMRT coeffi-
cients are directly related to frequency indices k1 and k2 respec-
tively of UMRT coefficients. Hence the theorem (Theorem 4.2 in
[17]) is modified for SMRT as,

Theorem 5.3

One type of pattern C, D, E, or F and/or its sign reversed form
will be present in the visual representation of SMRT coefficients
and the type of the pattern depends on whether the sequency c1

and/or c2 is even or odd.

Proof of theorem 5.3 is in Appendix D.

The sequency values and M-spacing patterns for 8× 8 SMRT is
grouped into four based on Theorem 5.3 as listed in Table 5.4.

Table 5.4: Sequencies and M-spacing Patterns

Sequency Groups Sequencies in 8×
8 SMRT

M-spacing
Pattern

c1 c2

even even 00, 02, 04, 20,
22, 24, 40, 42, 44

C

odd even 10, 12, 14 D
even odd 01, 21, 41 E
odd odd 11 F
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A three layered parallel distributed architecture for 8× 8 SMRT
based on M-spacing data is developed from the above observa-
tions as shown in Fig. 5.5. Matrices A and B, of size 8× 4 each
in layer L1, are computed as the sum and difference respectively
of input data elements 4 columns apart in L0. Matrices C, D, E
& F of size 4× 4 in layer L2 are computed from A & B matrices
of layer L1 using patterns C, D, E and F (given in Fig. 5.4). The
SMRT coefficients in layer L3 are computed, based on Table 5.4,
from the matrices C, D, E, F and are grouped as G1, G2, G3, G4
respectively.

Fig. 5.5: Parallel Distributed Architecture based on M-spacing Data
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Algorithm used in the computation of 8×8 SMRT matrix S from
an 8× 8 input data matrix, X for the parallel distributed archi-
tecture based on M-spacing data is discussed below:

Computations in L1

For 0 ≤ i < 7, 0 ≤ j < 3, A(i, j) = x(i, j)+x(i, j+4), B(i, j) =
x(i, j)− x(i, j + 4)

Computations in L2

For 0 ≤ i, j ≤ 3 C(i, j) = A(i, j) + A(i + 4, j), E(i, j) =
B(i, j) +B(i+ 4, j)
D(i, j) = A(i, j)− A(i+ 4, j), F (i, j) = B(i, j)−B(i+ 4, j)

Computations in L3

L3G1

Sequency 00

S(0, 0) = C(0, 0)+C(1, 0)+C(2, 0)+C(3, 0)+C(0, 1)+C(1, 1)+
C(2, 1)+C(3, 1)+C(0, 2)+C(1, 2)+C(2, 2)+C(3, 2)+C(0, 3)+
C(1, 3) + C(2, 3) + C(3, 3)

Sequency 02

S(0, 5) = C(0, 0)+C(1, 0)+C(2, 0)+C(3, 0)−C(0, 2)−C(1, 2)−
C(2, 2)− C(3, 2)
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S(0, 6) = C(0, 1)+C(1, 1)+C(1, 1)+C(3, 1)−C(0, 3)−C(1, 3)−
C(2, 3)− C(3, 3)

Sequency 04

S(0, 7) = C(0, 0)+C(1, 0)+C(2, 0)+C(3, 0)−C(0, 1)−C(1, 1)−
C(2, 1)−C(3, 1)+C(0, 2)+C(1, 2)+C(2, 2)+C(3, 2)−C(0, 3)−
C(1, 3)− C(2, 3)− C(3, 3)

Sequency 20

S(5, 0) = C(0, 0)+C(0, 1)+C(0, 2)+C(0, 3)−C(2, 0)−C(2, 1)−
C(2, 2)− C(2, 3)

S(6, 0) = C(1, 0)+C(1, 1)+C(1, 2)+C(1, 3)−C(3, 0)−C(3, 1)−
C(3, 2)− C(3, 3)

Sequency 22

S(5, 5) = C(0, 0)−C(0, 2)−C(1, 1)+C(1, 3)−C(2, 0)+C(2, 2)+
C(3, 1)− C(3, 3)

S(6, 5) = C(0, 1)−C(0, 3)+C(1, 0)−C(1, 2)−C(2, 1)+C(2, 3)−
C(3, 0) + C(3, 2)

S(5, 6) = C(0, 0)−C(0, 2)+C(1, 1)−C(1, 3)−C(2, 0)+C(2, 2)−
C(3, 1) + C(3, 3)

S(6, 6) = C(0, 1)−C(0, 3)−C(1, 0)+C(1, 2)−C(2, 1)+C(2, 3)+
C(3, 0)− C(3, 2)

Sequency 24

S(5, 7) = C(0, 0)+C(0, 2)+C(2, 1)+C(2, 3)−C(0, 1)−C(0, 3)−
C(2, 0)− C(2, 2)

School of Engineering, CUSAT 117



Chapter 5

S(6, 7) = C(1, 0)+C(1, 2)+C(3, 1)+C(3, 3)−C(1, 1)−C(1, 3)−
C(3, 0)− C(3, 2)

Sequency 40

S(7, 0) = C(0, 0)−C(1, 0)+C(2, 0)−C(3, 0)+C(0, 1)−C(1, 1)+
C(2, 1)−C(3, 1)+C(0, 2)−C(1, 2)+C(2, 2)−C(3, 2)+C(0, 3)−
C(1, 3) + C(2, 3)− C(3, 3)

Sequency 42

S(7, 5) = C(0, 0)+C(2, 0)+C(1, 2)+C(3, 2)−C(0, 2)−C(2, 2)−
C(1, 0)− C(3, 0)

S(7, 6) = C(0, 1)+C(2, 1)+C(1, 3)+C(3, 3)−C(0, 3)−C(2, 3)−
C(1, 1)− C(3, 1)

Sequency 44

S(7, 7) = C(0, 0)−C(1, 0)+C(2, 0)−C(3, 0)−C(0, 1)+C(1, 1)−
C(2, 1)+C(3, 1)+C(0, 2)−C(1, 2)+C(2, 2)−C(3, 2)−C(0, 3)+
C(1, 3)− C(2, 3) + C(3, 3)

L3G2

Sequency 01

S(0, 1) = E(0, 0) + E(1, 0) + E(2, 0) + E(3, 0)

S(0, 2) = E(0, 1) + E(1, 1) + E(2, 1) + E(3, 1)

S(0, 3) = E(0, 2) + E(1, 2) + E(2, 2) + E(3, 2)

S(0, 4) = E(0, 3) + E(1, 3) + E(2, 3) + E(3, 3)
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Sequency 21

S(5, 1) = E(0, 0)− E(1, 2)− E(2, 0) + E(3, 2)

S(5, 2) = E(0, 1)− E(1, 3)− E(2, 1) + E(3, 3)

S(5, 3) = E(0, 2) + E(1, 0)− E(2, 2)− E(3, 0)

S(5, 4) = E(0, 3) + E(1, 1)− E(2, 3)− E(3, 1)

S(6, 1) = E(0, 0) + E(1, 2)− E(2, 0)− E(3, 2)

S(6, 2) = E(0, 1) + E(1, 3)− E(2, 1)− E(3, 3)

S(6, 3) = E(0, 2)− E(1, 0)− E(2, 2) + E(3, 0)

S(6, 4) = E(0, 3)− E(1, 1)− E(2, 3) + E(3, 1)

Sequency 41

S(7, 1) = E(0, 0)− E(1, 0) + E(2, 0)− E(3, 0)

S(7, 2) = E(0, 1)− E(1, 1) + E(2, 1)− E(3, 1)

S(7, 3) = E(0, 2)− E(1, 2) + E(2, 2)− E(3, 2)

S(7, 4) = E(0, 3)− E(1, 3) + E(2, 3)− E(3, 3)

L3G3

Sequency 10

S(1, 0) = D(0, 0) +D(0, 1) +D(0, 2) +D(0, 3)

S(2, 0) = D(1, 0) +D(1, 1) +D(1, 2) +D(1, 3)

S(3, 0) = D(2, 0) +D(2, 1) +D(2, 2) +D(2, 3)

S(4, 0) = D(3, 0) +D(3, 1) +D(3, 2) +D(3, 3)
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Sequency 12

S(1, 5) = D(0, 0)−D(0, 2)−D(2, 1) +D(2, 3)

S(2, 5) = D(1, 0)−D(1, 2)−D(3, 1) +D(3, 3)

S(3, 5) = D(0, 1)−D(0, 3)−D(2, 2) +D(2, 0)

S(4, 5) = D(1, 1)−D(1, 3) +D(3, 0)−D(3, 2)

S(1, 6) = D(0, 0)−D(0, 2) +D(2, 1)−D(2, 3)

S(2, 6) = D(1, 3)−D(1, 1) +D(3, 0)−D(3, 2)

S(3, 6) = D(0, 1)−D(0, 3)−D(2, 0) +D(2, 2)

S(4, 6) = D(1, 0)−D(1, 2) +D(3, 1)−D(3, 3)

Sequency 14

S(1, 7) = D(0, 0)−D(0, 1) +D(0, 2)−D(0, 3)

S(2, 7) = D(1, 0)−D(1, 1) +D(1, 2)−D(1, 3)

S(3, 7) = D(2, 0)−D(2, 1) +D(2, 2)−D(2, 3)

S(4, 7) = D(3, 0)−D(3, 1) +D(3, 2)−D(3, 3)

L3G4

Sequency 11

S(1, 1) = F (0, 0)− F (1, 3)− F (2, 2)− F (3, 1)

S(2, 1) = F (0, 1) + F (1, 0)− F (2, 3)− F (3, 2)

S(3, 1) = F (0, 2) + F (1, 1) + F (2, 0)− F (3, 3)

S(4, 1) = F (0, 3) + F (1, 2) + F (2, 1) + F (3, 0)
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S(1, 2) = F (0, 0)− F (1, 1) + F (2, 2)− F (3, 3)

S(2, 2) = F (0, 1)− F (1, 2) + F (2, 3) + F (3, 0)

S(3, 2) = F (0, 2)− F (1, 3)− F (2, 0) + F (3, 1)

S(4, 2) = F (0, 3) + F (1, 0)− F (2, 1) + F (3, 2)

S(1, 3) = F (0, 0) + F (1, 3)− F (2, 2) + F (3, 1)

S(2, 3) = F (0, 1)− F (1, 0)− F (2, 3) + F (3, 2)

S(3, 3) = F (0, 2)− F (1, 1) + F (2, 0) + F (3, 3)

S(4, 3) = F (0, 3)− F (1, 2) + F (2, 1)− F (3, 0)

S(1, 4) = F (0, 0) + F (1, 1) + F (2, 2) + F (3, 3)

S(2, 4) = F (0, 1) + F (1, 2) + F (2, 3)− F (3, 0)

S(3, 4) = F (0, 2) + F (1, 3)− F (2, 0)− F (3, 1)

S(4, 4) = F (0, 3)− F (1, 0)− F (2, 1)− F (3, 2)

The calculations in each layer can be summarized as in Table
5.5 which clearly shows that the number of additions is further
reduced as compared to that of 2 × 2 data based architecture
shown in Table 5.2.
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Table 5.5: 8x8 SMRT Computations based on M-spacing

Layer1 Layer2 Layer3
Matrix
and
Size

No. of
addi-
tions

Matrix
and
Size

No. of
addi-
tions

Seque-
ncies

Coeffi-
cients

No. of
addi-
tions

A
(8X4)

32 C
(4x4)

16 0,0 1 15

B
(8x4)

32 D
(4x4)

16 0,1 4 3

E
(4x4)

16 0,2 2 7

F
(4x4)

16 0,4 1 15

1,0 4 3
1,1 8 3
1,1 8 3
1,2 8 3
1,4 4 3
2,0 2 7
2,1 8 3
2,2 4 7
2,4 2 7
4,0 1 15
4,1 4 3
4,2 2 7
4,4 1 15

Total
Addi-
tions

64 Total
Addi-
tions

64 Total Additions 288

Total No. of Computations: 416

Tables 5.2 and 5.5 show that the computations in both architec-
tures are unevenly distributed among layers. The computational
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complexity in both the architectures is more in layer L3 compared
to the other two layers.

The algorithms developed for the 8 × 8 SMRT using 2 × 2 data
and M-spacing data based architectures are analyzed to reduce
the computational complexity of L3. The number of additions in
L3 required for the computation of coefficients in row 0, row 7,
column 0 and column 7 of SMRT matrix in both architectures is
as in Table 5.6

The number of additions in L3, for the sequency packets in the
outer rows and columns of SMRT matrix, is less for 2 × 2 data
based architecture compared to that of M-spacing based architec-
ture. Also, 2×2 data based architecture has a predictable pattern
of primitive symbols in the computation for the sequency packets
given in Table 5.6.

A similar analysis is performed for the sequency packets in the in-
ner rows and columns of SMRT matrix. The derived conclusions
are tabulated as shown in Table 5.7.

Table 5.6: No. of additions in rows 0, 7 & columns 0, 7 of SMRT
matrix for both the architectures

Sequency Packets No. of Co-
efficients per
sequency
packet

No. of additions per
coefficient

2x2 Data M-spacing
Data

00, 04, 40, 44 1 15 15
01,10,14,41 4 1 3
02,20,24,42 2 3 7
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Table 5.7: No. of additions in inner rows/ columns of SMRT matrix
for both the architectures

Sequency Packets No. of Co-
efficients per
sequency
packet

No. of additions per
coefficient

2x2 Data M-spacing
Data

11 16 7/15 3
12 8 15 3
21 8 15 3
22 4 15 7

The observations in Table 5.7 show that the number of additions
for sequency packets in the inner rows and columns of 8 × 8
SMRT matrix is less for M-spacing based architecture compared
to that of 2 × 2 data based architecture. The algorithm for M-
spacing based architecture given in section 5.5 shows that the
computation pattern is also simple for M-spacing data.

The analysis suggests that a hybrid architecture which uses 2×2
data based algorithm for rows 0, 7 and columns 0, 7 and M-
spacing based algorithm for all the inner rows and columns.

5.6 Hybrid Architecture for 8×8 SMRT

A hybrid three layered architecture, shown in Fig. 5.6, is devel-
oped based on the observations made in section 5.5. In the hybrid
architecture, 2× 2 data based algorithm is used when any of the
sequency is 0 or 4 and M-spacing data based algorithm is used
for all other sequency combinations.

L1G1 and L1G2, in layer L1, of Fig. 5.6 is derived by removing
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CS, DiS, CD and DiD from L1G1 and L1G2 of 2× 2 data based
architecture shown in Fig. 5.3. L1G3 of layer L1 is same as L1 of
M-spacing based architecture in Fig. 5.5. L2G1, L2G2 and L2G3
in layer L2 of Fig. 5.6 is same as L2G1, L2G2 and L2G3 of 2× 2
data based architecture shown in Fig. 5.3. L2G4 of layer L2 in
Fig. 5.6 is same as L2 of M-spacing based architecture in Fig. 5.5.

Fig. 5.6: Hybrid Architecture based on combination of M-spacing
and 2× 2 Data
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The algorithm for the hybrid architecture for an 8×8 data matrix
is explained below :

Computations in L1

L1G1

For 0 ≤ i, j < 4
LS(i, j) = x(2i, 2j) + x(2i + 1, 2j), RS(i, j) = x(2i, 2j + 1) +
x(2i+ 1, 2j + 1)

TS(i, j) = x(2i, 2j) + x(2i, 2j + 1), BS(i, j) = x(2i + 1, 2j) +
x(2i+ 1, 2j + 1)

L1G2

For 0 ≤ i, j < 4
LD(i, j) = x(2i, 2j)− x(2i+ 1, 2j)

TD(i, j) = x(2i, 2j)− x(2i, 2j + 1)

RD(i, j) = x(2i, 2j + 1)− x(2i+ 1, 2j + 1)

BD(i, j) = x(2i+ 1, 2j)− x(2i+ 1, 2j + 1)

L1G3

For 0 ≤ i < 7, 0 ≤ j < 3,
A(i, j) = x(i, j) + x(i, j + 4), B(i, j) = x(i, j)− x(i, j + 4)
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Computations in L2

L2G1

For 0 ≤ i < M = 4 CLS(i) =
∑3

j=0 LS(j, i), CRS(i) =∑3
j=0 RS(j, i)

CLD(i) =
∑3

j=0 LD(j, i), CRD(i) =
∑3

j=0 RD(j, i)

L2G2

For 0 ≤ i < M = 4 RTS(i) =
∑3

j=0 TS(i, j), RTD(i) =∑3
j=0 TD(i, j)

RBS(i) =
∑3

j=0BS(i, j), RBD(i) =
∑3

j=0 BD(i, j)

L2G3

For 0 ≤ i, j < M = N/2
SLR(i, j) = LS(i, j) +RS(i, j)

DLR(i, j) = LS(i, j)−RS(i, j)

DTB(i, j) = LD(i, j) +RD(i, j)

DDiC(i, j) = LD(i, j)−RD(i, j)

L2G4

For 0 ≤ j < 3
C(i, j) = A(i, j) + A(i+ 4, j)

D(i, j) = A(i, j)− A(i+ 4, j)
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E(i, j) = B(i, j) +B(i+ 4, j)

F (i, j) = B(i, j)−B(i+ 4, j)

Computations in L3

L3G1

Sequency 00

S(0, 0) =
∑3

i=0

∑3
j=0 SLR(i, j)

Sequency 40

S(7, 0) =
∑3

i=0

∑3
j=0DTB(i, j)

Sequency 01

S(0, 1) = CLS(0)− CLS(2)

S(0, 2) = CRS(0)− CRS(2)

S(0, 3) = CLS(1)− CLS(3)

S(0, 4) = CRS(1)− CRS(3)

Sequency 02

S(0, 5) = CLS(0) + CLS((2)− CLS(1)− CLS(3)

S(0, 6) = CRS(0) + CRS(2)− CRS(1)− CRS(3)

Sequency 10

S(1, 0) = RTS(0)−RTS(2)
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S(2, 0) = RBS(0)−RBS(2)

S(3, 0) = RTS(1)−RTS(3)

S(4, 0) = RBS(1)−RBS(3)

Sequency 20

S(5, 0) = RTS(0) +RTS(2)−RTS(1)−RTS(3)

S(6, 0) = RBS(0) +RBS(2)−RBS(1)−RBS(3)

Sequency 41

S(7, 1) = CLD(0)− CLD(2)

S(7, 2) = CRD(0)− CRD(2)

S(7, 3) = CLD(1)− CLD(3)

S(7, 4) = CRD(1)− CRD(3)

Sequency 42

S(7, 5) = CLD(0)− CLD(1) + CLD(2)− CLD(3)

S(7, 6) = CRD(0)− CRD(1) + CRD(2)− CRD(3)

Sequency 14

S(1, 7) = RTD(0)−RTD(2)

S(2, 7) = RBD(0)−RBD(2)

S(3, 7) = RTD(1)−RTD(3)

S(4, 7) = RBD(1)−RBD(3)
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Sequency 24

S(5, 7) = RTD(0)−RTD(1) +RTD(2)−RTD(3)

S(6, 7) = RBD(0)−RBD(1) +RBD(2)−RBD(3)

Sequency 44

S(7, 7) =
∑3

i=0

∑3
j=0DDiC(i, j)

Sequency 11

S(1, 1) = F (0, 0)− F (1, 3)− F (2, 2)− F (3, 1)

S(2, 1) = F (0, 1) + F (1, 0)− F (2, 3)− F (3, 2)

S(3, 1) = F (0, 2) + F (1, 1) + F (2, 0)− F (3, 3)

S(4, 1) = F (0, 3) + F (1, 2) + F (2, 1) + F (3, 0)

S(1, 2) = F (0, 0)− F (1, 1) + F (2, 2)− F (3, 3)

S(2, 2) = F (0, 1)− F (1, 2) + F (2, 3) + F (3, 0)

S(3, 2) = F (0, 2)− F (1, 3)− F (2, 0) + F (3, 1)

S(4, 2) = F (0, 3) + F (1, 0)− F (2, 1) + F (3, 2)

S(1, 3) = F (0, 0) + F (1, 3)− F (2, 2) + F (3, 1)

S(2, 3) = F (0, 1)− F (1, 0)− F (2, 3) + F (3, 2)

S(3, 3) = F (0, 2)− F (1, 1) + F (2, 0) + F (3, 3)

S(4, 3) = F (0, 3)− F (1, 2) + F (2, 1)− F (3, 0)

S(1, 4) = F (0, 0) + F (1, 1) + F (2, 2) + F (3, 3)

S(2, 4) = F (0, 1) + F (1, 2) + F (2, 3)− F (3, 0)
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S(3, 4) = F (0, 2) + F (1, 3)− F (2, 0)− F (3, 1)

S(4, 4) = F (0, 3)− F (1, 0)− F (2, 1)− F (3, 2)

Sequency 12

S(1, 5) = D(0, 0)−D(0, 2)−D(2, 1) +D(2, 3)

S(2, 5) = D(1, 0)−D(1, 2)−D(3, 1) +D(3, 3)

S(3, 5) = D(0, 1)−D(0, 3)−D(2, 2) +D(2, 0)

S(4, 5) = D(1, 1)−D(1, 3) +D(3, 0)−D(3, 2)

S(1, 6) = D(0, 0)−D(0, 2) +D(2, 1)−D(2, 3)

S(2, 6) = D(1, 3)−D(1, 1) +D(3, 0)−D(3, 2)

S(3, 6) = D(0, 1)−D(0, 3)−D(2, 0) +D(2, 2)

S(4, 6) = D(1, 0)−D(1, 2) +D(3, 1)−D(3, 3)

Sequency 21

S(5, 1) = E(0, 0)− E(1, 2)− E(2, 0) + E(3, 2)

S(5, 2) = E(0, 1)− E(1, 3)− E(2, 1) + E(3, 3)

S(5, 3) = E(0, 2) + E(1, 0)− E(2, 2)− E(3, 0)

S(5, 4) = E(0, 3) + E(1, 1)− E(2, 3)− E(3, 1)

S(6, 1) = E(0, 0) + E(1, 2)− E(2, 0)− E(3, 2)

S(6, 2) = E(0, 1) + E(1, 3)− E(2, 1)− E(3, 3)

S(6, 3) = E(0, 2)− E(1, 0)− E(2, 2) + E(3, 0)

S(6, 4) = E(0, 3)− E(1, 1)− E(2, 3) + E(3, 1)
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Sequency 22

S(5, 5) = C(0, 0)−C(0, 2)−C(1, 1)+C(1, 3)−C(2, 0)+C(2, 2)+
C(3, 1)− C(3, 3)

S(6, 5) = C(0, 1)−C(0, 3)+C(1, 0)−C(1, 2)−C(2, 1)+C(2, 3)−
C(3, 0) + C(3, 2)

S(5, 6) = C(0, 0)−C(0, 2)+C(1, 1)−C(1, 3)−C(2, 0)+C(2, 2)−
C(3, 1) + C(3, 3)

S(6, 6) = C(0, 1)−C(0, 3)−C(1, 0)+C(1, 2)−C(2, 1)+C(2, 3)+
C(3, 0)− C(3, 2)

The total number of computations in each layer of hybrid algo-
rithm can be summarized as in Table 5.8.

Comparison of the algorithms of three architectures, it is clear
that in the first two algorithms number of additions is more in
layer L3. But in the hybrid algorithm, the number of additions is
almost equally distributed between layers as shown in Table 5.9.
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Table 5.8: 8x8 SMRT Computations Based on Hybrid Algorithm
Layer1 Layer2 Layer3

Matrix
and Size

No. of
additions

Matrix
and Size

No. of
additions

Sequencies Coefficients No. of
additions

A (8X4) 32 C (4x4) 16 0,0 1 15

B (8x4) 32 D (4x4) 16 0,1 4 1

LS (4x4) 16 E (4x4) 16 0,2 2 3

RS (4x4) 16 F (4x4) 16 0,4 1 15

LD (4x4) 16 CLS
(4x1)

4 1,0 4 1

RD
(4x4)

16 CRS
(4x1)

4 1,1 16 3

TS (4x4) 16 CLD
(4x1)

4 1,2 8 3

TD (4x4) 16 CRD
(4x1)

4 1,4 4 1

BS (4x4) 16 RTS
(4x1)

4 2,0 2 3

BD (4x4) 16 RTD
(4x1)

4 2,1 8 3

RBS
(4x1)

4 2,2 4 7

RBD
(4x1)

4 2,4 2 3

SLR
(4x4)

16 4,0 1 15

DTB
(4x4)

16 4,1 4 1

DDiC
(4x4)

16 4,2 2 3

DLR
(4x4)

16 4,4 1 15

Total
Addi-
tions

192 Total
Addi-
tions

160 Total Additions 224

Total No. of Computations: 640
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Table 5.9: Comparison of the three algorithms based on number of
computations

Layer wise number of computations
Layer1 Layer2 Layer3 Total

VR Based 192 96 576 864
M-spacing based 64 64 288 416
Hybrid 192 160 224 576

The three algorithms are simulated in MATLAB software with
different 8x8 input matrices. Simulation is performed using MAT-
LAB 7.12 (R2011a) software package on Intel core i5 machine, 2.4
GHz, 4 GB RAM. The results tabulated in Table 5.10 shows that
M-spacing based algorithm is faster than the other two.

Table 5.10: Comparison of the three algorithms based on computa-
tion time

Time(msec)
VR Based 69.5
M-spacing based 16.7
Hybrid 36.4

5.7 FPGA Implementation

The three parallel distributed architectures described in sections
5.4 to 5.6 for 8x8 SMRT are implemented in Xilinx ISE 14.7
using VHDL on Virtex 5 FPGA- XC5VLX30 as the target device.
The algorithms are simulated using file input-output operations
in VHDL. The input matrix is written as a text script. The
SMRT output is also obtained as text script. All the algorithms
are implemented as fully parallel by exploiting the parallelism of
FPGA and Table 5.11 shows the results.
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Table 5.11: Results of Fully Parallel Implementation of 8x8 UMRT

Performance
Factors

Visual
Represen-
tation

M-spacing Hybrid

No. of Adders/
Subtractors

904 401 651

Cell Usage-
BELS

19978 8991 14237

No. of slice
LUTs

7091 3169 5085

Max. Combina-
tional Path de-
lay (ns)

19.212 18.594 19.193

Logic Delay (ns) 10.005 10.005 10.005
Routing Delay
(ns)

9.207 8.589 9.188

5.8 Conclusion

The three different parallel distributed architectures developed
for implementation of 8 × 8 SMRT are compared based on soft-
ware simulation and FPGA based hardware implementation. Com-
putational complexity and time are minimum for M-spacing data
based approach and maximum for 2× 2 data based approach.

But, the computational complexity of layer L3 is much high com-
pared to layer L1 and L2 in parallel distributed architecture based
on M-spacing data. The computational complexity is almost
equally distributed among three layers in parallel distributed ar-
chitecture based on hybrid approach. Also, it has predictable
computation patterns that can be extended for the computation
of higher order SMRT matrices.
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6.1 Introduction

The parallel distributed architecture developed and implemented
for 8 × 8 SMRT using different approaches are discussed in sec-
tions 5.4, 5.5 and 5.6.

The visual representation of 4× 4 SMRT and the corresponding
algorithms, derived to develop 2 × 2 & M-spacing data based
architectures, are given in Appendix F.

Following observations are made for different N ×N data, after
analysis of 2× 2 data and M-spacing data based on the informa-
tions in chapter 5 and Appendix F:

1. Computational complexity, measured as the number of addi-
tions given in Tables 5.2 & 5.5, is more on the third layer
compared to the first two layers in 2× 2 & M-spacing data
based approaches and increases as size of the input data
increases.

2. When any of the sequency index is 0 or M, less complex com-
putation and simple generalization are possible for 2 × 2
data based approach. But for all other sequency combina-
tions, computations are highly complex and the complexity
increases with the increase in size of the input data.

3. Computational complexity is higher for outer rows/columns
(sequency is 0 or M) and increases with size of the input
data in M-spacing data based approach. Whereas the M-
spacing data based approach is simple compared to that of
2 × 2 data based approach for inner rows and columns of
SMRT matrix.

Thus the hybrid architecture developed for 8×8 SMRT discussed
in section 5.6 can be generalized for N ×N SMRT, N a power of
2.
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6.2 Hybrid Architecture for N×N SMRT,

N a power of 2

A generalized hybrid architecture is developed for N ×N SMRT,
as shown in Fig. 6.1, based on 2×2 data based approach for sequ-
ency index 0 or M and M-spacing approach for other sequency
index combinations.

Fig. 6.1: Hybrid Architecture for N ×N SMRT
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Layers L1 and L2 are derived as in section 5.6 and the size of
matrices are as given in Fig. 6.1. In layer L3, SMRT coefficients
are computed from the output of layer L2 and grouped into six.

Algorithm is explained in the following subsection.

6.2.1 Algorithm

Computations in L1

Four primitive symbols LS, RS, TS and BS in L1G1 are computed
from the addition of data elements, whereas LD, RD, TD and BD
in L1G2 are obtained from subtraction of the corresponding el-
ements based on 2 × 2 data and results in M ×M matrices. A
and B matrices in L1G3, of size N ×M , are obtained as the sum
and difference respectively from the corresponding elements M
columns apart in the input data matrix.

L1G1

For 0 ≤ i, j < M = N
2

LS(i, j) = x(2i, 2j) + x(2i+ 1, 2j)

TS(i, j) = x(2i, 2j) + x(2i, 2j + 1)

RS(i, j) = x(2i, 2j + 1) + x(2i+ 1, 2j + 1)

BS(i, j) = x(2i+ 1, 2j) + x(2i+ 1, 2j + 1)

L1G2

For 0 ≤ i, j < M = N
2
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LD(i, j) = x(2i, 2j)− x(2i+ 1, 2j)

TD(i, j) = x(2i, 2j)− x(2i, 2j + 1)

RD(i, j) = x(2i, 2j + 1)− x(2i+ 1, 2j + 1)

BD(i, j) = x(2i+ 1, 2j)− x(2i+ 1, 2j + 1)

L1G3

For 0 ≤ i < N − 1, 0 ≤ j < M − 1

A(i, j) = x(i, j) + x(i, j +M)

B(i, j) = x(i, j)− x(i, j +M)

Computations in L2

The computations in layer L2 are performed as four groups based
on the results from layer L1.

L2G1

For 0 ≤ i, j < M

SLR(i, j) = LS(i, j) +RS(i, j)

DLR(i, j) = LS(i, j) +RS(i, j)

DTB(i, j) = LD(i, j) +RD(i, j)

DDiC(i, j) = LD(i, j)−RD(i, j)

L2G2
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For 0 ≤ i < M

CLS(i) =
∑M−1

j=0 LS(j, i), CRS(i) =
∑M−1

j=0 RS(j, i)

CLD(i) =
∑M−1

j=0 LD(j, i), CRD(i) =
∑M−1

j=0 RD(j, i)

L2G3

For 0 ≤ i < M

RTS(i) =
∑M−1

j=0 TS(i, j), RTD(i) =
∑M−1

j=0 TD(i, j)

RBS(i) =
∑M−1

j=0 BS(i, j), RBD(i) =
∑M−1

j=0 BD(i, j)

L2G4

For 0 ≤ j < M − 1

C(i, j) = A(i, j) + A(i+M, j) D(i, j) = A(i, j)− A(i+M, j)
E(i, j) = B(i, j) +B(i+M, j) F (i, j) = B(i, j)−B(i+M, j)

Computations in L3

All SMRT coefficients are computed using the output of layer
L2 and placed in different sequency packets, grouped into six, in
layer L3.

The algorithm for computation and placement of elements in
layer L3 involves the following steps in general:

1. The range of sequencies in the group is to be identified.

2. The size of each sequency packet is to be determined.

3. Address of the first element in the first sequency packet of
the group has to be initialized.
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4. The elements in the sequency packets are to be computed
and placed.

The implementation steps are as explained below:
L3G1 and L3G2 represent groups of elements in row 0, row N-1,
column 0 and column N-1, where any of the sequency is 0 or
M. The remaining coefficients are grouped as different sequency
packets in L3G3 to L3G6.

L3G1

Coefficients with sequencies (0,0), (0,M), (M,0) and (M,M) are
computed and placed in L3G1. The elements of SLR, DLR, DTB
and DDiC in L2G1 are summed up to obtain the coefficients
S(0,0), S(0,N-1), S(N-1,0) and S(N-1,N-1) of sequencies 00, 0M,
M0 and MM respectively.

S(0, 0) =
∑M−1

i=0

∑M−1
j=0 SLR(i, j)

S(0, N − 1) =
∑M−1

i=0

∑M−1
j=0 DLR(i, j)

S(N − 1, 0) =
∑M−1

i=0

∑M−1
j=0 DTB(i, j)

S(N − 1, N − 1) =
∑M−1

i=0

∑M−1
j=0 DDiC(i, j)

L3G2

Sequency index (c1, c2) of the packets in L3G2 has 0 or M as one
of the index and the other one varies as 2l, where l = 0 to (v−1)
and v = log2M . Thus, coefficients belonging to sequency packet
groups {(0,1), (0,2), ..., (0,2v−1)}, {(1,0), (2,0), ..., (2v−1,0)},

School of Engineering, CUSAT 143



Chapter 6

{(M,1), (M,2), ..., (M,2v−1)} and {(1,M), (2,M), ..., (2v−1,M)}
are computed and placed in L3G2. The general algorithm for
L3G2 is explained with the help of a flow chart shown in Fig. 6.2.

The algorithm depicted in the flowchart is further explained for
sequency packet groups with index c1 = 0, i.e.
(0,1), (0,2), ..., (0,2v−1)}.

The elements are placed in row 0. Initial row index of the element
in SMRT matrix, n1 is set as 0 and column index n2 initialized as
1. Since two elements are computed in an iteration, n2 increases
by 2 after each iteration. The number of elements in a sequency
packet is M

c2
. The number of additions for computation of each

element depends on the sequency, c2. The matrices involved in
the computation are CLS and CRS of L2G2. The computation
steps in each iteration are as given in expressions 6.1 and 6.2 with
k varying from 0 to M

2c2
.

S(n1, n2) = S(n1, n2) + CLS(k)− CLS(k +
M

2c2

) (6.1)

S(n1, (n2+1)) = S(n1, (n2+1))+CRS(k)−CRS(k+
M

2c2

) (6.2)

The algorithm for sequency packet groups with c2 = M is identi-
cal, except the change in CLS & CRS to CLD & CRD and n1 = 0
to n1 = N − 1. Similarly, the computation for sequency packet
groups with c1 = 0 and c1 = M involves (RTS, RBS) & (RTD,
RBD) combinations respectively and interchange of row & col-
umn indices in the expressions 6.1 and 6.2 for SMRT coefficient,
S.
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Fig. 6.2: Sequencies {(0,1), (0,2), ..., (0,2v−1)}, {(1,0), (2,0), ...,
(2v−1,0)}, {(M,1), (M,2), ..., (M,2v−1)}, {(1,M), (2,M), ..., (2v−1,M)}

The four groups L3G3, L3G4, L3G5 and L3G6 in layer L3 are
classified based on sequency combinations as (odd, odd), (odd,
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even), (even, odd) and (even, even). Size of each sequency packet
in all the groups is obtained as M

c1
× M

c2
[22]. The SMRT kernel

expression 1.4.4 is used to compute the sign of the element of
M-spacing matrix (C, D, E or F) involved in the computation of
SMRT coefficient.

((r × c1(1 + 2× i2) + c× c2))N − c1 × i1 = 0 or M (6.3)

In the expression 6.3, (i1, i2) represents the row and column in-
dices of the coefficients within the packet with sequency (c1, c2),
having values, i1 = 0, 1, 2, ...M

c1
− 1 and i2 = 0, 1, 2, ..M

c2
− 1. (r, c)

is the row and column indices of the data matrix, here the M-
spacing matrix.

When c1 ≤ c2, and equation 6.3 gives zero, the element of M-
spacing matrix(C, D, E or F) involved in the computation of a
particular SMRT coefficient is positive and is negative if the equa-
tion 6.3 gives M. If c1 > c2, then to find the sign, just interchange
i1 and i2 in the equation 6.3.

The algorithm for computation and placement of elements in
L3G3, L3G4, L3G5 and L3G6 can be generalized using the fol-
lowing steps.

a. The indices of first row/column of SMRT coefficients corre-
sponding to a sequency packet are to be initialized.

b. The range of sequencies in the group are to be identified based
on odd sequency refers to 20 = 1 and even sequency is
calculated as:
v = log2M ,
l = 1 : (v − 1),
Even sequency varies as 2l.

c. The row and column size of a sequency packet are to be com-
puted as M

c1
and M

c2
respectively.
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d. For c1 ≤ c2, the sequency packets are computed column wise
according to the following steps:

1. Sequency ratio, m = c2
c1

is calculated and the computa-
tion begins at the starting row of the sequency packet.

2. A column identifier pointing to each column of the sequ-
ency packet is initialized as k = 1 to N

c2
in steps of 2.

3. The row and column indices of elements in M-spacing
matrix are calculated as r = 1 and c = M − M

c2
+ 1

respectively.

4. If the column index c is less than 0, c= c+M or if greater
than M-1, c= c-M.

5. The sign of element of M-spacing matrix is found from
the expression 6.3.

6. The SMRT coefficient is computed by the addition of
the element of M-spacing matrix with proper sign.

7. Column index c is changed as c = c− M
c2

after addition
of each M-spacing element.

8. Steps 4 to 7 are repeated until the selection of elements
in each row of M-spacing matrix is completed.

9. Row index r is changed as r +m and column index c is
changed as c = c + M

c2
− k. If the column index 2 is

less than 0, r= r+M or if greater than M-1, r= r-M.

10. Steps 4 to 9 are repeated until all elements of M-
spacing matrix involved in the computation of a par-
ticular coefficient is completed.

11. Change row index r = r+kim, where kim is the inverse
mod of k with M

c2
×m. Also check whether r is within

the range of size of M-spacing matrix as in step 4.
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12. Steps 4 to 11 are computed until all elements in a col-
umn of a sequency packet are computed.

13. Change n2 = n2+1. Column identifier, k = k+2. Steps
2 to 11 are repeated until all elements of a sequency
packet are considered.

14. Column index of new sequency packet is updated by
adding the column size of present sequency packet.
Steps from d is repeated until all the coefficients for
sequency c1 ≤ c2 are completed.

e. For c1 > c2, the sequency packets are computed row wise
according to the following steps.

1. Sequency ratio, m = c1
c2

and the computation starts at
the first column of the sequency packet.

2. Computation steps are similar to c1 ≤ c2, except inter-
change of row and column.

The values of different variables in the algorithm for different
groups is as shown in Table 6.1

Table 6.1: Variables used in the algorithm for different groups in
L3G3 - L3G6

Group Sequency Sequencies
c1, c2

Sequency
ratio, m

Sequency
Packet
Size

First
indices
values
n1, n2

M-
spacing
matrix

Group3 Odd,Odd c1 = 1,
c2 = 1

1 M*M 1,1 F

Group4 Odd,Even c1 = 1,
c2 = 2l

c2 M*M/c2 1,1+M D

Group5 Even,Odd c1 = 2l,
c2 = 1

c1 M/c1*M 1+M,1 E

Group6 Even,Even c1 =
2l, c2 = 2l

c2/c1 or
c1/c2

M/c1*M/c2 1+M,1+M C
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The computational procedure described above for L3G3 to L3G6
are performed for individual groups with different parameters as
explained below:

L3G3 - Odd Odd Sequency

SMRT coefficients belonging to Odd Odd sequency index are
computed in L3G3. The size of sequency packet is M×M , as the
sequencies are 20 = 1. Starting row index n1 and column index
n2 are (1,1). Each coefficient is computed in M iterations using
F matrix. The starting index of the element in the F matrix
involved in the computation is (1,1).

L3G4 -Odd Even Sequency

Table 6.1 shows the values of variables to be initialized in L3G4.
The starting row index, r of D matrix involved in the computation
of SMRT coefficient, is initialized as 1 at the beginning of each
sequency packet. The column identifier, k varies as 1,3,...,N

c2
for

the computation of M
c2

columns in each sequency packet. Each
column for L3G4 starts from the second row of SMRT matrix.
c2 elements in a row and M

c2
elements in a column of D matrix is

involved in the computation of an SMRT coefficient. At the start
of the iteration, column index (c) of the element of D matrix is
initialized as M − M

c2
+ 1. The sign of the element is computed

using equation 6.3. In each row iteration, the column index c
is reduced by M

c2
and at the end column index c is changed as

c+ M
c2
−k. The row index, r is increased by c2 after each iteration.

After completion of the computation of an SMRT coefficient, the
row index is increased by the inverse mod of k, kim, with respect
to M

c2
.

L3G5-Even Odd Sequency
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The algorithm for Even Odd Sequency using E matrix is very
much similar to L3G4 except the interchange of c1 & c2, n1 & n2

and r & c. Also, row index r is changed as m + M
c1
− kim, where

kim is the inverse mod of k with respect to M after the end of
row iteration.

L3G6 - Even Even Sequency

Table 6.1 shows the values of variables to be initialized in L3G6.
When the sequency index c1 ≤ c2, the algorithm is similar to that
of L3G4 and when c1 > c2, it is similar to L3G5.

When c1 ≤ c2, M
c2

columns in each sequency packet are identified

by the column identifier (k) varied as 1,3, ..., N
c2

. Also, M
c1

SMRT
coefficients are to be computed in each column. For computing
a coefficient, c2 elements in a row and M

c2
× c1 elements in a

column of M-spacing matrix C, are to be added. At the start of
iteration, column index (c) of element of matrix C is initialized as
M − M

c2
+ 1. In each row iteration, the column index c is reduced

by M
c2

. After the end of row iteration, column index c is changed

as c + M
c2
− k. The row index, r is increased by m = c2

c1
after

each iteration. After the completion of computation of an SMRT
coefficient, the row index is increased by kim with respect to M

c2
.

When c1 > c2, M
c1

rows in each sequency packet is identified by

the row identifier (k) varied as 1,3,...,N
c2

. c1 elements in a column

and M
c1

elements in a row of M-spacing C matrix are to be added
for the computation of an SMRT coefficient. Row index (r) of the
element of matrix C is initialized as M−M

c1
+1, at the beginning of

the iteration. In each column iteration the row index r is reduced
by M

c1
. After the end of row iteration, row index r is changed as

r + M
c1
− kim, where kim is the inverse mod of k with respect to

M
c1

. The column index (c) is increased by m after each iteration.
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Inverse Modulo Operation

The inverse modulo operation is to be used in the algorithm when
the sequencies c1 and c2 are not equal. When c1 ≤ c2, after the
completion of a column iteration of sequency packet and value
of k is expected as the initialization value of r in M-spacing ma-
trix for the next iteration. But its actual value is kim = inverse
modulo of k with respect to M

c2
. When c1 > c2, column index will

vary with inverse modulo of k with respect to M
c1

. The values of
k and kim is shown in figure 6.3. The definition and computation
of inverse modulo is explained in Appendix E.

Fig. 6.3: k and kim values

6.2.2 Matlab Simulation

Simulation of hybrid computation approach of N × N SMRT,
for N a power of 2 developed in section 6.2 is performed using
MATLAB 8.5 (R2015a) software package on Intel core i5, 2.4
GHz, 4 GB RAM. The comparison of execution time of the hy-
brid algorithm based computation and direct SMRT computation
[22] is given in Table 6.2. The results show that as the matrix
size increases, direct SMRT algorithm becomes time consuming.
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The computation time varies between the hybrid and direct ap-
proaches varies in the order of powers of 10.

Table 6.2: Computation time for direct SMRT and SMRT Hardware
Algorithms

Time in seconds
Size Hybrid Approach Direct SMRT
2x2 1.59× 10−4 2.54× 10−4

4x4 1.88× 10−4 1.86× 10−4

8x8 2.2× 10−3 2.23× 10−4

16x16 1.62× 10−2 4.1× 10−2

32x32 4.99× 10−2 5.64× 10−2

64x64 2.27× 10−1 8.13× 10−1

128x128 1.09× 100 1.29× 101

256x256 5.45× 100 2.09× 102

512x512 1.94× 101 3.34× 103

1024x1024 2.54× 102 7.98× 103

6.2.3 FPGA Implementation

The parallel architecture is implemented using Xilinx package,
presented in section 5.7, for the different size of matrices. The
results of hardware implementation is as shown in Table 6.3.

From the Table 6.3, it is clear that the time of computation is
very much reduced as the data size increases. But the resource
requirements increase with the size of the data matrix.
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Table 6.3: Comparison of FPGA Implementation for Matrices of
different size

Performance Fac-
tors

4x4 8x8 16x16 32x32 64x64

No. of Adders/
Subtracters

66 190 543 728 1382

No. of Counters 2 2 2 2 2
No. of Latches 15 45 125 370 725
No. of slice LUTs 546 1548 4856 9898 14486
Max. Combi-
national Path
delay(ns)

16.715 16.72 16.724 16.83 17.21

The comparison of implementation of the hybrid architecture for
8 × 8 SMRT discussed in section 5.6 using equations with the
8 × 8 SMRT using general hybrid architecture implementation
here is tabulated as shown in Table 6.4

Table 6.4: Comparison of FPGA Hybrid Architecture Implementa-
tion of 8× 8 SMRT

Hybrid Algorithm
Based on
equations

General
Algorithm

Performance Factors
No. of Adders/ Subtractors 651 190
Cell Usage- BELS 14237 4145

No. of slice LUTs 5085 1548
Max. Combinational Path
delay (ns)

19.193 16.72

Logic Delay (ns) 10.005 9.447
Routing Delay (ns) 9.188 7.273

The hybrid N ×N SMRT algorithm developed for N a power of
2 can be used for a variety of computations for image processing
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applications. In the direct SMRT algorithm [22], if a particular
sequency packet has to be computed, the whole SMRT matrix
is to be calculated and the coefficients are to be isolated from
the packet based on the row/column indices. But the hybrid
algorithm can be easily modified to compute particular sequency
packets or a particular set of coefficients, without computing the
whole SMRT matrix.

6.3 Software Hardware Co-development

The ease of implementation of the software hardware co-developed
system is suggested for the real time implementation of texture
analysis problems. The general block diagram of such a system
is as shown in Fig. 6.4

Fig. 6.4: General Block Diagram of Software Hardware Co-developed
System

The tasks performed by software part in co-development are, cap-
ture the image using some imaging techniques, pre-process the
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image if necessary, segment or locate ROI, crop an N ×N image,
N a power of 2. The cropped image is given as input to the SMRT
texture feature extraction hardware system and the output of the
hardware is given to a classifier implemented in software. This
system can be custom made for all SMRT texture feature based
classification.

6.3.1 Prostate Disease Diagnosis using Soft-
ware Hardware Co-development

Block diagram of the software hardware co-developed system for
prostate disease diagnosis based on texture analysis using SMRT
features is shown in Fig. 6.5.

Fig. 6.5: Co-developed System for Prostate Disease Diagnosis

Slice of abdomen CT image is given as input to ASM segmen-
tation software, to extract the prostate region. 32 × 32 image
is cropped from the prostate region and given as input to the
SMRT texture feature extraction hardware. The module output

School of Engineering, CUSAT 155



Chapter 6

is given to classifier implemented in software, which identifies the
prostate diseases.

A similar hardware can be developed for skin cancer detection
and coconut growth stage identification. In each case the general
algorithm developed for N × N SMRT has to be modified ac-
cordingly. The implementation of modified SMRT algorithm for
SMRT Texture Feature Extractor for Prostate Disease Diagnosis
is explained in the next subsection.

6.3.2 Hardware Implementation of SMRT Tex-
ture Feature Extractor for Prostate Dis-
ease Diagnosis

The details of optimized SMRT texture features used for prostate
disease diagnosis, explained in section 4.2.3, is given in Table 6.5.
The number of features belongs to a particular sequency and the
number of coefficients involved in the computation of that feature
is depicted in the table.

The hybrid algorithm discussed in section 6.2.1 is modified to
compute the required rows and columns in the sequency packets
for the computation of features.

Computations based on 2 × 2 data are not required in the tex-
ture feature computation, as seen from the table. The sequency
groups involved in the computation of features are (odd, odd),
(odd, even), (even, odd) and (even, even) as in the Table 6.5.
Hence, the hybrid algorithm can be modified as discussed below:
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Table 6.5: GA optimized SMRT Texture feature set

Sequency
Group

Sequency No.of fea-
tures

No. of co-
efficients

row/column
identifier,k

Odd Odd 1,1 3 48 1,3,11
Odd Even 1,2 3 48 3,5,9
Odd Even 1,4 1 16 7
Odd Even 1,8 1 16 1
Even Odd 2,1 2 32 9,11
Even Odd 4,1 3 48 1,3,5

Even Odd 8,1 1 16 3
Even Even 2,2 2 16 3,13
Even Even 2,4 1 8 1
Even Even 2,8 1 8 3
Even Even 4,2 1 8 3
Even Even 8,2 1 8 1
Even Even 4,8 1 4 3

Total 21 276

In layer L1, only L1G3 operations required to find A and B ma-
trices (32× 16), are to be performed. Similarly, only L3G4 com-
putations to find M-spacing matrices: C, D, E and F, are to be
done in layer L2. In layer L3, only few row/columns of sequency
packets in each groups L3G3, L3G4, L3G5 and L3G6 are to be
computed to get the SMRT texture features for prostate disease
diagnosis. The layer L3 algorithm is implemented in the following
steps.

a. SMRT texture feature vector with 21 features is to be initial-
ized. The sequencies in each group are to be identified, as
given in Table 6.5.

b. If c1 ≤ c2, the sequency packets are computed as column wise
and absolute value of each coefficient in a column is to be
added to obtain texture features, according to the following
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steps:

1. Sequency ratio, m is calculated as c2
c1

and the computa-
tion starts at starting row of the sequency packet.

2. A column identifier which points to the required columns
of the sequency packet, given in Table 6.5 is initialized
as row vector k.

3. The row and column indices of M-spacing matrix ele-
ments are to calculated, as r = 1 and c = M − M

c2
+ 1

respectively.

4. If the column index c is less than 0 or greater than M-1,
r+M or r-M.

5. The sign of M-spacing element is obtained from the ex-
pression 6.3.

6. The SMRT coefficient is computed by the addition of
the element of M-spacing matrix with proper sign.

7. After addition of each M-spacing element, column index
c is changed as c = c− M

c2
.

8. Steps 4 to 7 is repeated until all elements in row of
M-spacing matrix involved in a particular coefficient
computation is added.

9. Row index r is changed as r +m and column index c is
changed as c = c − M

c2
− k. Also check whether r is

within the range of M-spacing matrix size, else adjust
with M (r+M or r-M).

10. Steps 4 to 9 is repeated until all elements of M-spacing
matrix involved in a particular coefficient computation
is added.

11. Absolute value of the coefficient is added to obtain the
texture feature.
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12. Row index r is changed as r + kim, where kim is the
inverse mod of k with M

c2
× m. Also check whether

r is within the range of M-spacing matrix size, else
adjust with M. Also the row index of SMRT coefficient
increased by one after each iteration.

12. Steps 4 to 11 is computed until all elements in a column
of a sequency packet is computed and added to obtain
a texture feature.

13. Feature vector index is increased by 1 after the com-
pletion of one iteration. The next column identifier is
taken from the column identifier vector. Steps 2 to 11
is repeated until all columns identifiers in a sequency
packet is used.

14. Column index of new sequency packet is computed by
adding the column size of present sequency packet.
Steps from d is repeated until all the features in sequ-
ency packets with c1 ≤ c2 are computed.

e. If the c1 > c2, features in the sequency packets are computed
as row wise and hence the texture features are obtained by
addition of the absolute value of SMRT coefficients in a row
according to the following steps.

1. The computation starts at the first column of the sequ-
ency packet.

2. Computation steps are almost similar to c1 ≤ c2. The
difference is that instead of column identifier vector,
row identifier vector is to be initialized. All the row
steps in c1 ≤ c2 computations are column steps in
c1 > c2 computations. In all calculations, c1 is to be
replaced by c2 and vice versa. All r,c values are to be
replaced by c,r values.

In the algorithm, row/ column identifier vector has different size
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depending on the number of features in each sequency packet.
For example, in odd odd sequency group, the column identifier
vector is initialized as {1, 3, 11 } corresponding to the three
features in the sequency packet given in Table 6.5.

The optimized set of coefficients are to be identified and extracted
from the 94 features computed using direct SMRT computation
algorithm based on MRT [22] for 32×32 image. Here, the hybrid
algorithm is modified to compute only the coefficients to obtain
the required feature set and hence reducing the computational
time. The computation time of texture feature sets for three
different cropped prostate images using the hybrid algorithm and
direct SMRT algorithm is shown in Table 6.6.

Table 6.6: Computation time comparison of SMRT Texture features
using Hybrid Algorithm and Direct SMRT algorithm

Image Hybrid algorithm Direct SMRT algorithm
Computation Time in sec

1 3× 10−3 1.8× 10−2

2 1.2× 10−3 2× 10−2

3 2.3× 10−3 3.2× 10−2

The computation time of features, as seen from the Table 6.6, is
reduced to approximately 1/30th.

The above algorithm is implemented in Xilinx ISE 14.7, target
device is Virtex 5 FPGA- XC5VLX30 and the hardware language
used is VHDL.
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Table 6.7: FPGA Implementation of SMRT texture feature extrac-
tion for Prostate Disease Diagnosis

Performance Factors
No. of Adders/Subtracters 465
No. of Counters 2
No. of Latches 311
No. of slice LUTs 8798
Max. Combinational Path delay(ns) 15.62

The results tabulated in Table 6.7 show that the hardware im-
plementation reduces the computation time from milliseconds to
nanoseconds. It clearly shows that the time for disease diagnosis
gets drastically reduced through the proposed software hardware
co-developed system.

The algorithms developed for computation of 2-D SMRT is faster
compared to that of direct SMRT. 1-D SMRT is also used in
many signal processing applications similar to 2-D SMRT. Hence,
an attempt is made to improve the computational speed of 1-D
SMRT with a similar approach as that for 2-D SMRT.

6.4 Forward and inverse N-point SMRT,

N a power of 2

The concept of 1-D MRT is explained in [18]. An input vector of
size N has N2 MRT coefficients. Many of the coefficients appear
more than once either in the same form or with a change in sign.
Hence, there is much redundancy and can be eliminated. 1-D
UMRT [18] is formed by eliminating redundancy in 1-D MRT and
placing the unique coefficients. The elements of 1-D UMRT can
be rearranged based on sequency to obtain the 1-D SMRT. Here
visual representation of 1-D SMRT coefficients is to be analyzed
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in a similar way as 2-D SMRT and an algorithm can be developed
for the computation of 1-D SMRT based on the patterns present
in the visual representation.

The sequency distributions in 1-D SMRT for N= 4, 8 and 16 is
as shown in figure 6.6.

Fig. 6.6: Sequency distribution in 1-D SMRT for N=4,8,16

The sequency c in a 1-D SMRT vector varies as 0, 20, 21,...2v,
where v = log2M , M = N

2
. There will be only one element

for zero sequency. For all other sequencies the packet size is
computed as M

c
. The visual patterns of SMRT for N=4 and 8

are as shown below, Fig. 6.7 and 6.8.
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Fig. 6.7: Sequency Pattern in 1-D SMRT for N=4

Fig. 6.8: Sequency Pattern in 1-D SMRT for N=8

6.4.1 M-spacing Data for N-point SMRT

The theorem discussed in section 5.5, on M-spacing data in the
2-D SMRT coefficient can be derived to 1-D SMRT. The theorem
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is modified for 1-D SMRT as:
If data at n is involved in the computation of a particular SMRT
coefficient, data at n+M location will also contribute to that
coefficient. Based on this two vectors A and B are defined, which
are the sum and difference of data elements M distance apart, as
in Fig. 6.9.

Fig. 6.9: A and B Matrices

An algorithm is developed for the computation of 1-D SMRT
coefficients based on M-spacing data availability,.

6.4.2 Forward N-point SMRT Algorithm

Let X be the data vector and S be the SMRT vector, of size N.
The coefficients are computed in the order of sequency.

1. M-spacing vectors A and B are computed.
M = N

2

for i= 0 to M-1
A(i) = x(i) + x(i+M)
B(i) = x(i)− x(i+M)
end

2. Computation of DC SMRT coefficient.
r=0.
S(r) =

∑M−1
i=0 A(i).

r=r+1.
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3. Computation of SMRT coefficients in packet with sequency,
c=1
v = log2M
for i = 1 to v-1
S(r) = B(i)
r = r + 1
end

4. Computation of SMRT coefficients in other sequency packets
for l= 1 to v
sequency, c= 2l

Sequency packet size, q = M
c

for m= 1 to q
for k= 1 to c

2

S(r) = A(m)− A(m+ q)
end
r = r + 1
end

Table 6.8: Comparison of Execution time of 1-D SMRT Algorithms

Sl. No. Vector size M-spacing based
algorithm

MRT based al-
gorithm

microsecs
1 4 66× 10−0 21.1× 101

2 8 98× 100 37.3× 101

3 16 10.5× 101 10.65× 102

4 32 13.6× 101 14.20× 102

5 64 16.5× 101 25.76× 102

6 128 22.1× 101 55.05× 102

7 256 34.6× 101 98.84× 102

8 512 59.8× 101 24.900× 103

9 1024 11.36× 102 71× 103

10 2048 24.8× 102 16.6× 104
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The algorithm is implemented in MATLAB and is compared with
the algorithm based on MRT [190] in terms of execution time.

From the Table 6.8, it is clear that M-spacing based algorithm
is on an average 25 times faster than the earlier MRT based
algorithm. An inverse algorithm is also developed based on the
visual representation of 1-D SMRT coefficients.

6.4.3 Inverse N-point SMRT Algorithm

Fig. 6.7 is analyzed to derive the inverse SMRT vector for N=4.
Let X be the data vector and S be the SMRT vector, of size N. For
N=4, SMRT vector is S=[s(1), s(2), s(3), s(4)] and data vector is
X=[x(1), x(2), x(3), x(4)]. Analyzing the visual representation,
the elements of data vector is derived as:

x(1) =
s(1) + 2s(2) + s(4)

4
(6.4)

x(2) =
s(1) + 2s(3)− s(4)

4
(6.5)

x(3) =
s(1)− 2s(2) + s(4)

4
(6.6)

x(4) =
s(1)− 2s(3)− s(4)

4
(6.7)

Similarly, analysis of visual pattern for N=8, Fig. 6.8, gives the
data elements as:

x(1) =
s(1) + 4s(2) + 2s(6) + s(8)

8
(6.8)

x(2) =
s(1) + 4s(3) + 2s(7)− s(8)

8
(6.9)

x(3) =
s(1) + 4s(4)− 2s(6) + s(8)

8
(6.10)
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x(4) =
s(1) + 4s(5)− 2s(7)− s(8)

8
(6.11)

x(5) =
s(1)− 4s(2) + 2s(6) + s(8)

8
(6.12)

x(6) =
s(1)− 4s(3) + 2s(7)− s(8)

8
(6.13)

x(7) =
s(1)− 4s(4)− 2s(6) + s(8)

8
(6.14)

x(8) =
s(1)− 4s(5)− 2s(7)− s(8)

8
(6.15)

After studying the expressions for data elements for n=4 and 8,
the following conclusions are made: v = log2M
No. of iterations, l = 0 to M ;

Table 6.9: Sign changes and multiplication terms based on sequency
in 1-D SMRT inverse computation

Sequency 0 2v

sign change No sign changes Sign changes af-
ter 2(v−l) alter-
ations

multiplication factor 1 2(v−l)

Based on the above observations an algorithm is developed for the
computation of 1-D inverse SMRT, as explained in the preceding
section.
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Inverse N-point SMRT Algorithm

Let S be the SMRT vector and X be the data vector, of size N.

1. s(1) is added to obtain all data elements.
for i=1:N
x(i) = x(i) + s(1)
end

2. s(n) is added to obtain all data elements with proper sign.
for i=1:N
if mod(i,2)=0
p=-1
else
p=1
end
x(i) = x(i) + p× s(n)
end

3. Other coefficients are added to Xi with proper sign and mul-
tiplication factor in v ×N iterations.

q1 = 0, n = N , p = 1, v = log2M
for l = 1 : v
Sequency, c=2(v−l)

Multiplication Factor, r= 2l

Sequency packet size, q=M
c

q1 = q1 + q
n = n− q1
for i = 1 : N if mod(i,r)=0,
p = −p
n = n+ 1− q
else
n = n+ 1
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end
x(i) = x(i) + p× r × s(n)
end
end

The execution time of the inverse N-point SMRT algorithm for
different vector size is computed by MATLAB implementation
and is as given in Table 6.10

Table 6.10: Execution time of Inverse 1-D SMRT

Sl. No. Vector size Time taken
1 secs
2 4 6.3× 10−5
3 8 11.4× 10−5
4 16 12.9× 10−5
5 32 16.8× 10−5
6 64 24.2× 10−5
7 128 40.4× 10−5
8 256 64.9× 10−5
9 512 11× 10−4
10 1024 35.9× 10−4
11 2048 79× 10−4

Faster computation in 1-D forward and inverse SMRT is achieved
using the visual representation based algorithm. Hence the algo-
rithms can be used for various signal processing applications.

6.5 Conclusion

The architecture developed for 2-D SMRT implemented in the
hardware, can be considered as a fast algorithm in software also.
In the original 2-D SMRT algorithm as the size of the input vec-
tor increases, the time for computation increases many fold. The
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reason for this increase of time is that in the algorithm MRT co-
efficients are to be computed, which involves data search. But in
the new algorithm 2-D SMRT coefficients are computed directly
by adding or subtracting data elements. So as the matrix size
increases, time of computation is very much less compared to the
early algorithm. So to analyze large 2-D data, the new algorithm
will be more time efficient. For example, to analyze a 512x512
image, the early algorithm will take 3354 seconds whereas the
same can be achieved in 19 seconds using the new algorithm.
There is also considerable reduction in time of computation for
1-D forward and inverse SMRT algorithms when compared to the
early algorithm. The beauty of the algorithm lies in the ability
of isolating the computation of a particular set of coefficients or
a particular sequency packet.
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Summary of the investigations carried out and the conclusions
drawn from the investigations are presented in this chapter. Ma-
jor contributions and future scopes of work are also discussed.

7.1 Summary

The work is introduced in chapter 1 and the status of the related
works in the literature are discussed in chapter 2. The essence
of the research work is presented in chapters 3 to 6. SMRT
based texture features and their optimization are introduced in
chapter 3. Chapter 4 presents the application of SMRT based
texture analysis in medical and non medical field. Development
of parallel distributed architectures for 8× 8 SMRT is presented
in chapter 5. Chapter 6 explains the development of a paral-
lel distributed architecture for N × N SMRT, N a power of 2,
and other related works for software hardware co-development of
SMRT based texture analysis of images.

7.1.1 GA Optimization of SMRT based Tex-
ture Features

SMRT texture features, simple and faster in computation, are de-
veloped in the same line as that of UMRT texture features. The
SMRT texture feature extraction is six times faster than UMRT
texture feature extraction. The SMRT texture feature set is opti-
mized using genetic algorithm and K-NN classifier to obtain good
classification accuracy with minimum number of features. The
performance of optimized subset developed for Brodatz image
classification is evaluated. Classification accuracy of GA opti-
mized SMRT texture features is more when compared with tree
structured wavelet transform based texture features.
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7.1.2 SMRT based Texture analysis of Medi-
cal and Non Medical Images

SMRT based texture analysis of medical and non medical images
is performed. In this work two deadly diseases, prostate cancer
and skin cancer, are studied. Texture analysis of abdomen CT
images is done in order to diagnose prostate diseases. Prostate
gland is difficult to identify in images, as the prostate tissue
does not vary much from surrounding tissues and hence, there
is no border to distinguish the prostate gland in images. Active
shape model segmentation is used which automatically segment
the prostate gland in the image. Optimized SMRT texture fea-
ture set is computed from the segmented image. Prostate diseases
are classified with very good classification accuracy based on op-
timized 32 × 32 SMRT texture feature subset with 21 features.
The SMRT based texture analysis method is extended for malig-
nant melanoma diagnosis using dermoscopic images. Images of
malignant melanoma and other skin diseases are classified with
100% accuracy using eight 16×16 SMRT texture descriptors. The
method developed for classification of medical images is extended
for non medical images also. Here texture analysis is performed
to identify the maturity level of coconut to decide on harvesting
from photographs of coconut bunches.

7.1.3 Development of Parallel Distributed Ar-
chitecture for 8× 8 SMRT

Parallel distributed architectures are developed for 8× 8 SMRT,
as a first step in developing a software hardware co-development
for texture analysis of images using SMRT features. The archi-
tectures are developed by analyzing the visual representation of
SMRT coefficients based on 2× 2 data. Three different architec-
tures are developed: 1) based on 2×2 data, 2) based on M-spacing
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data and 3) a hybrid architecture as combination of 2 × 2 data
and M-spacing data. Performance of the three architectures are
compared by implementing them in software and hardware.

7.1.4 Development of Parallel Distributed Ar-
chitecture for SMRT

Parallel distributed model is developed for N × N SMRT, N a
power of 2. The model is implemented as a three layer distributed
architecture and the algorithm is implemented in both software
and hardware. In software, the algorithm works faster than the
direct SMRT [22] which involves modulus operation based data
search. The algorithm is modified to compute the texture fea-
tures for prostate disease diagnosis and implemented in FPGA
hardware.

An algorithm for the computation of forward and inverse N-point
SMRT, N a power of 2, is developed as a by-product of the gen-
eralized hardware algorithm for N × N SMRT. The algorithm
for N-point SMRT is faster compared to the existing algorithm
[190].

7.2 Research Contributions

Major contributions of the research work presented in the thesis
are:

• Developed SMRT based texture features and used Genetic
Algorithm optimization along with K-NN classifier as tool
for Feature selection in SMRT based texture analysis

• Developed SMRT based texture analysis from CT images
for Prostate Disease diagnosis.
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• Verified the scope of SMRT based texture analysis method
in skin cancer detection.

• Verified the scope of SMRT based texture analysis method
in Non medical image processing through growth stage iden-
tification of Coconut from photographic images.

• Developed Parallel Distributed Architecture for 8x8 SMRT
and is generalized for NxN SMRT, N a power of 2. They
are implemented in both hardware and software.

• Developed Parallel distributed architecture for texture fea-
tures for prostate disease diagnosis for software hardware
co-design.

• Developed the algorithm for computation of forward and
inverse N-point SMRT, N a power of 2, as a by-product of
parallel distributed computation approach.

7.3 Scope for Future Work

The present work established the usefulness of 2D- SMRT for tex-
ture analysis of few medical and non-medical images. The possi-
bility of 2-D SMRT for image analysis can be extended to many
other forms of images like SAR images, hyper spectral images
etc. Scope of 2-D SMRT in other signal processing applications
can also be explored.

GA based local optimization technique is used in the work for
optimizing SMRT texture features. Research can be continued
to develop a technique for global optimization of texture features.
The feasibility of adaptive optimization technique for global op-
timization of texture features can also be explored.

The present work mainly centers around 2D-SMRT with a size
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as power of 2. The studies shall be extended to any size N. The
parallel distributed architecture developed for 2D-SMRT compu-
tation as well as SMRT texture computation hardware can be
implemented in ASIC based nano-technology.

The software hardware co-developed system can be designed and
analyzed for any given application.

Also the transform can be extended for any multidimensional
signals.

An efficient algorithm for 1-D SMRT computation is developed
in the present work. This can be used for a number of signal
processing applications.
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Appendix A
Texture Features

A.1 GLCM and Haralick Features

Suppose an image to be analyzed is rectangular and has Nx res-
olution cells in the horizontal direction and Ny resolution cells
in the vertical direction. Each resolution cell is quantized to Ng

gray tone levels. Let the Horizontal Spatial Domain be ,Lx =
1, 2, ..., Nx and Vertical Spatial Domain be, Ly = 1, 2, ...N − y
and Set of quantized gray tones be ,G = 1, 2, ..., Ng. The texture
content information is specified by the matrix of relative frequen-
cies Pi,j with two neighboring pixels separated by a distance d
occur on the image, one with gray level i and other with gray
level j. Such matrices of gray level co-occurrence frequencies
are a function of the angular relationship and distance between
neighboring pixels.

Formally for angles quantized to 45ointervals, the unnormalized
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frequencies are defined as shown in the equations below.

P (i, j, d, 0o) = #{((k, l)(m,n))ε(Ly × Lx)× (Ly × Lx)
|k −m = 0, |l − n| = d,

I(k, l) = i, I(m,n) = j}
(A.1)

P (i, j, d, 45o) = #{((k, l)(m,n))ε(Ly × Lx)× (Ly × Lx)
k −m = d, l − n = −d, ork −m = −d, l − n = d

I(k, l) = i, I(m,n) = j}
(A.2)

P (i, j, d, 90o) = #{((k, l)(m,n))ε(Ly × Lx)× (Ly × Lx)
|k −m| = d, l − n = 0,

I(k, l) = i, I(m,n) = j}
(A.3)

P (i, j, 0o) = #{((k, l)(m,n))ε(Ly × Lx)× (Ly × Lx)
k −m = d, l − n = d or k −m = −d, l − n = −d,

I(k, l) = i, I(m,n) = j}
(A.4)

A set of 14 textural features extracted from each of the gray level
co-occurrence matrices is defined by Haralick et al.[11]. The fol-
lowing equations define these features.
Notation
p(i, j) (i, j)th entry in a normalized gray level co-occurrence
matrix, =P (i, j)/R.
px(i) ith entry in the marginal probability matrix obtained by

summing the rows of p(i, j) =
∑Ng

j=1 P (i, j).

Py(j) =
∑Ng

i=1 p(i, j)

px+y(k) =
∑Ng

i=1

∑Ng

j=1
i+j=k

p(i, j), k = 2, 3, ...2Ng.

px−y(k) =
∑Ng

i=1

∑Ng

j=1
|i−j|=k

p(i, j), k = 0, 1, ...Ng − 1.

T extural Features
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1. Angular Second Moment : f1 =
∑

i

∑
j{p(i, j)}2.

2. Contrast : f2 =
∑Ng−1

n=0 n2

{∑Ng

i=1

∑Ng

j=1
|i−j|=n

p(i)

}

3. Correlation : f3 =
∑

i

∑
j (ij)p(i,j)−µxµy

σxσy
where µx, µy, σx and σy

are the means and standard deviations of px and py.

4. Sum of squares : V ariance f4 =
∑

i

∑
j (i− µ)2 p(i, j).

5. Inverse Difference Moment : f5 =
∑

i

∑
j

1
1+(i−j)2p (i, j).

6. Sum Average : f6 =
∑2Ng

i=2 ipx+y(i).

7. Sum V ariance : f7 =
∑2Ng

i=2 (i− f8)2p(x+ y)(i).

8. Sum Entropy : f8 = −
∑2Ng

i=2 Px+y(i)logpx+y(i)

9. Entropy : f9 = −
∑

i

∑
jp(i, j)log(p(i, j))

10. Difference V ariance : f10 = varianceofpx−y

11. Difference Entropy : f11 = −
∑Ng−1

i=0 px−y(i)log {px−y(i)}.

12,13. Information Measures of correlation:

f12 = HXY−HXY 1
max{HX,HY }

f13 = (1− exp[−2.0(HXY 2−HXY )])1/2

HXY = −
∑

i

∑
j p(i, j)log(p(i, j))

where HX and HY are entropies of px and py, and
HXY 1 = −

∑
i

∑
j p(i, j)log(px(i)py(j))

HXY 1 = −
∑

i

∑
j px(i)py(j)log(px(i)py(j))

14. Maximal Correlation coefficient :
f14 = (Second largest eigenvalue of Q)1/2
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A.2 GLRL matrix and texture features

The metrics for texture analysis computed from GLRL matri-
ces are termed as Short run low gray-level emphasis, Short run
high gray-level emphasis, Long run low gray-level emphasis, Long
run high gray-level emphasis, Gray level non uniformity and Run
length Non uniformity. Short Run Emphasis and Long Run Em-
phasis emphasizes short run and long run respectively. When
runs are equally distributed throughout the gray levels, Gray
level non uniformity measure will have a low value. Run length
Non uniformity measure will have a long value when the runs
are equally distributed throughout the lengths. The following
expressions give the five textural features extracted from GLRL
matrices.

Notation
p(i, j) (i, j)th entry in gray level run length matrix.
Ng be the number of gray levels in the picture.
Nr be the number of different run lengths that occur.
P be the number of points in the picture.
GLRL features

1.

Short Runs Emphasis, RF1 =

Ng∑
i=1

Nr∑
j=1

p(i, j)

j2
/

Ng∑
i=1

Nr∑
j=1

p(i, j)

2.

Long Runs Emphasis, RF2 =

Ng∑
i=1

Nr∑
j=1

j2p(i, j)/

Ng∑
i=1

Nr∑
j=1

p(i, j)
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3.

Gray Level NonUniformity, RF3 =

Ng∑
i=1

(
Nr∑
j=1

p(i, j))2/

Ng∑
i=1

Nr∑
j=1

p(i, j)

4.

Run Length NonUniformity, RF4 =

Ng∑
j=1

(
Nr∑
i=1

p(i, j))2/

Ng∑
i=1

Nr∑
j=1

p(i, j)

5.

Run Percentage, RF5 =

Ng∑
i=1

Nr∑
j=1

p(i, j)/P

A.3 Wavelet Transform based Texture

features

Wavelet transform [62] is a multiresolution technique, implemented
as pyramid or tree structure, by applying separable filter bank,
hLL(k, l) = h(k)h(l), hLH(k, l) = h(k)g(l), hHL(k, l) = g(k)h(l),
and hHH(k, l) = g(k)g(l). h and g are low pass and high pass
filters respectively. An image can be decomposed into four sub
images by convolving the image with these filters. The four sub
images characterize the frequency information of the image in the
LL, LH, HL, and HH frequency regions, respectively. The 2-D
pyramidal structured wavelet transform(PSWT) recursively de-
composes the image in the LL regions(Fig. A.1), whereas the 2-D
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wavelet packet transform decomposes all frequencies to achieve a
full decomposition(Fig. A.2). The tree structured wavelet trans-
form is the algorithmic approach to implement the decomposition
of a function in terms of wavelet packet basis.

Fig. A.1: Three level 2-D PSWT decomposition of 128x128 image.

Fig. A.2: Three level 2-D Wavelet Packet decomposition of 128x128
image

Wavelet based texture analysis focuses on extracting the energy
values from the sub images that characterizes the texture image.
A commonly used energy signature for characterizing texture,
mean deviation signature is explained in [65] .

If the sub image is of size M × N , its energy signature (mean
deviation signature) can be represented as,

e =
1

MN

M∑
i=1

N∑
j=1

|x(i, j)| (A.5)
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where x(i,j) is the pixel value of the sub image.
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Appendix B
Patient Proforma for CT Based
Texture Analysis in Prostate
Disease

1. Name of Patient

2. Age of Patient

3. Clinical Symptoms with Duration

4. Physical Examination Findings

5. DRE Findings

6. Abdomen Ultra Sound Scan

7. TRUS Report

8. X-Ray KUB

9. CT Scan

10. MRI
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11. PSA

Treatment Adopted

Histopathology Report
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Appendix C
Primitive Symbols used in Visual
Representation of 2-D DFT
coefficients based on 2× 2 Data

Let the 2× 2 data be X,

X =

[
x00 x01

x10 x11

]
(C.1)

Primitive symbols are derived from the mapping relation between
2× 2 data and 2× 2 DFT [15].

Fig. C.1: Primitive Symbols based on 2× 2 Data

211



In order to understand the primitive symbols, in general the fol-
lowing rule may be applied:

• A white square implies that the data at that point is to be
added.

• A black square implies that data at that point is to be
subtracted.

• Thin lines indicate that the data involved are to be added.

• Bold lines indicate that the data involved are to be sub-
tracted.

The alphabets in the mnemonics stands for:

• L: Left

• R: Right

• H : Horizontal

• V : Vertical

• A: Above

• B: Below

• P: Positive

• N: Negative

• M: Matrix

• D: Diagonal

• C: Cross Diagonal

The meaning of few primitive symbols and the corresponding
mnemonics used in the visual representation based on the 2 × 2
data matrix are given below:
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1. Symbol named LAP(Left Above Positive) indicates the el-
ement in the (0, 0)th position of the 2 × 2 data matrix is
taken with a positive sign for UMRT coefficient computa-
tion and the rest of the data not considered.
LAP = x00

2. Symbol named RBN(Right Below Negative) indicates the
(1, 1)th position element of the 2× 2 matrix is taken with a
negative sign for the computation and the rest of the data
not considered.
RBN = x11

3. Symbol named HAP (Horizontal Above Positive) indicates
that two data points on the upper row of the 2× 2 matrix
at positions (0, 0) and (0, 1) are taken with a positive sign
and the rest are not considered for coefficent computation.
HAP = x00 + x01.
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Appendix D
Poof of Theorem 5.3

D.1 Theorem 5.3

One type of pattern C, D, E, or F and/or its sign reversed form
will be present in the visual representation of SMRT coefficients
and the type of the pattern depends on whether the sequency c1

and/or c2 is even or odd.

D.2 Proof

D.2.1 Case 1: c1 and c2 even or zero

Suppose the data at (n1, n2) has to be added in the computation
of a particular SMRT coefficient. From expression of SMRT Ker-
nel given in equation 1.4: For c1 ≤ c2, then

((n1.c1.(1 + 2.i2) + n2.c2))N = c1.i1 (D.1)
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else for c1 > c2, then

((n1.c1.(1 + 2.i1) + n2.c2))N = c2.i2 (D.2)

When c1 and c2 even or zero, they can be written as c1 = 2.t1
and c2 = 2.t2 where t1 and t2 can be any whole number. Then
for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M.2.t2))N = c1.i1
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M.2.t2))N = c2.i2

Similarly for data point (n1 +M,n2) and (n1 +M,n2 +M) also
we can prove equations D.1 and D.2 remains same.

Thus it can be concluded that if the data at (n1, n2) is to be
added, then all the other three data M-spacing apart are also to
be added.

Now, suppose the data at (n1, n2) has to be subtracted in the
computation of a particular SMRT coefficient. From expression
of SMRT Kernel given in equation 1.4:
For c1 ≤ c2, then

((n1.c1.(1 + 2.i2) + n2.c2))N = c1.i1 +M (D.3)

else for c1 > c2, then

((n1.c1.(1 + 2.i1) + n2.c2))N = c2.i2 +M (D.4)

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
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M.c2))N = (c1.i1 +M +M.2.t2))N = c1.i1 +M
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M +M.2.t2))N = c2.i2 +M

Similarly for data point (n1 +M,n2) and (n1 +M,n2 +M) also
we can prove equations D.3 and D.4 remains same.
Thus it is understood that if the data at (n1, n2) is to be sub-
tracted, then all the other three data at M-spacing are also to be
subtracted.
The addition or subtraction of the four points M-space apart can
be defined as the element C(n1, n2) of C matrix. Hence when
the sequencies are both even, the C matrix is involved in the
computation.

D.2.2 Case 2: c1 and c2 odd

Suppose the data at (n1, n2) has to be added in the computation
of a particular SMRT coefficient. Then equations D.1 and D.2
are applicable.

When c1 and c2 odd, they can be written as c1 = 2.t1 + 1 and
c2 = 2.t2 + 1 where t1 and t2 can be any whole number.

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M.(2.t2 + 1)))N = c1.i1 +M
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M.(2.t2 + 1)))N = c2.i2 +M
Hence, for data point (n1, n2 +M) equations D.3 and D.4 holds,
implies data at the point to be subtracted in the computation of
SMRT coefficient.

216



Similarly for data point (n1 +M,n2) and (n1 +M,n2 +M) it can
proved that equations D.3 and D.4 and equations D.1 and D.2
respectively are applicable.

Thus it can be concluded that if (c1, c2) is odd then the data
at (n1, n2) and (n1 + M,n2 + M) are to be added and data at
(n1, n2 +M) and (n1 +M,n2) are to be subtracted.

Now, suppose the data at (n1, n2) has to be subtracted in the
computation of a particular SMRT coefficient. Then equations
D.3 and D.4 are applicable.

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M +M.(2.t2 + 1)))N = c1.i1
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M +M.(2.t2 + 1)))N = c2.i2

Hence, for data point (n1, n2 + M) equations D.1 and D.2 holds
good, which means data at the point has to be added.

Similarly for data point (n1 +M,n2) and (n1 +M,n2 +M) it can
proved that equations D.1 and D.2 and equations D.3 and D.4
respectively are applicable.

Thus it can be concluded that if (c1, c2) is odd then the data at
(n1, n2) and (n1 + M,n2 + M) are to be subtracted and data at
(n1, n2 +M) and (n1 +M,n2) are to be added.

The addition of data points (n1, n2) and (n1 +M,n2 +M) to be
subtracted from data (n1, n2 +M)(n1 +M,n2) can be defined as
the element F (n1, n2) of F matrix. Hence when the sequencies
are both odd, the F matrix is involved in the computation.
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D.2.3 Case 3: c1 even and c2 odd

Suppose the data at (n1, n2) has to be added in the computation
of a particular SMRT coefficient. Then equations D.1 and D.2
are applicable.

When c1 even and c2 odd, they can be written as c1 = 2.t1 and
c2 = 2.t2 + 1 where t1 and t2 can be any whole number.

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M.(2.t2 + 1)))N = c1.i1 +M
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M.(2.t2 + 1)))N = c2.i2 +M
Hence, for data point (n1, n2 +M) equations D.3 and D.4 holds,
implies data at the point to be subtracted in the computation of
SMRT coefficient.

For data point (n1 +M,n2) equations D.1 and D.2 holds, which
tells that the data there has to be added.

Similarly for data point (n1 + M,n2 + M) it can proved that
equations D.3 and D.4 are applicable, which means the data has
to be subtracted.

Thus it can be concluded that if c1 is even and c2 is odd then
the data at (n1, n2) and (n1 + M,n2) are to be added and data
at (n1, n2 +M) and (n1 +M,n2 +M) are to be subtracted.

Now, suppose the data at (n1, n2) has to be subtracted in the
computation of a particular SMRT coefficient. Then equations
D.3 and D.4 are applicable.

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

218



((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M +M.(2.t2 + 1)))N = c1.i1
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M +M.(2.t2 + 1)))N = c2.i2
Hence, for data point (n1, n2 + M) equations D.1 and D.2 holds
good, which means data at the point has to be added.

For data point (n1 +M,n2) equations D.3 and D.4 holds, which
tells that the data there has to be subtracted.

Similarly for data point (n1 + M,n2 + M) it can proved that
equations D.1 and D.2 are applicable, which means the data has
to be added.

Thus it can be concluded that if c1 is even and c2 is odd then the
data at (n1, n2) and (n1 + M,n2) are to be subtracted and data
at (n1, n2 +M) and (n1 +M,n2 +M) are to be added.

The addition of data points (n1, n2) and (n1 +M,n2) to be sub-
tracted from data (n1, n2 +M)(n1 +M,n2 +M) can be defined
as the element E(n1, n2) of E matrix. Hence when the sequencies
are even odd, the E matrix is involved in the computation.

D.2.4 Case 3: c1 odd and c2 even

Suppose the data at (n1, n2) has to be added in the computation
of a particular SMRT coefficient. Then equations D.1 and D.2
are applicable.

When c1 odd and c2 even, they can be written as c1 = 2.t1 + 1
and c2 = 2.t2 where t1 and t2 can be any whole number.

Then for the data point M space apart which is at (n1 +M,n2 +
M):
For c1 ≤ c2
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(((n1 +M).c1.(1 + 2.i2) + (n2 +M).c2))N = ((((n1.c1.(1 + 2.i2) +
(n2).c2))N +M.c2))N = (c1.i1 +M.(2.t2)))N = c1.i1
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M.(2.t2)))N = c2.i2
Hence, for data point (n1, n2 +M) equations D.1 and D.2 holds,
implies data at the point to be added in the computation of
SMRT coefficient.

For data points (n1 + M,n2) and (n1 + M,n2 + M) equations
D.3 and D.4 holds, which tells that the data there has to be
subtracted.

Thus it can be concluded that if c1 is odd and c2 is evev then the
data at (n1, n2) and (n1, n2 + M) are to be added and data at
(n1 +M,n2) and (n1 +M,n2 +M) are to be subtracted.

Now, suppose the data at (n1, n2) has to be subtracted in the
computation of a particular SMRT coefficient. Then equations
D.3 and D.4 are applicable.

Then for the data point M space apart which is at (n1, n2 +M):
For c1 ≤ c2

((n1.c1.(1+2.i2)+(n2+M).c2))N = ((((n1.c1.(1+2.i2)+(n2).c2))N+
M.c2))N = (c1.i1 +M.(2.t2 + 1)))N = c1.i1 +M
For c1 > c2

((n1.c1.(1+2.i1)+(n2+M).c2))N = ((((n1.c1.(1+2.i1)+(n2).c2))N+
M.c2))N = (c2.i2 +M.(2.t2 + 1)))N = c2.i2 +M
Hence, for data point (n1, n2 + M) equations D.3 and D.4 holds
good, which means data at the point has to be subtracted.

For data point (n1 +M,n2) and (n1 +M,n2 +M) equations D.1
and D.2 holds, which tells that the data there has to be added.

Thus it can be concluded that if c1 is odd and c2 is even then the
data at (n1, n2) and (n1, n2 + M) are to be subtracted and data
at (n1 +M,n2) and (n1 +M,n2 +M) are to be added.
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The addition of data points (n1, n2) and (n1, n2 +M) to be sub-
tracted from data (n1 + M,n2)(n1 + M,n2 + M) can be defined
as the element D(n1, n2) of E matrix. Hence when the sequencies
are odd even, the D matrix is involved in the computation.

Hence proved the theorem 5.3
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Appendix E
Modular Arithmetic

E.1 Definition of Congruent Modulo

It is said that two integers x and y are congruent modulo m,
where m is also a positive integer, if y − x is divisible by m.

x ≡ y (mod m)⇐⇒ x− y = m.k (E.1)

k is some integer.
The equivalence relation E.1 has many solutions and the smallest
solution is x ≡ y(MOD m).

E.2 Inverses in Modular Arithmetic

An inverse to x modulo m is a integer is integer y such that,

xy ≡ 1 (mod m) (E.2)

Let x and m be positive integers such that gcd(x,m) = 1. Then
x has an inverse modulo m, and it is unique.
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Appendix F

4× 4 SMRT coefficients

F.1 Visual Representation of 4×4 SMRT

The visual representation of 4× 4 SMRT coefficients is shown in
Fig. F.1.
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Fig. F.1: Visual Representation of 4× 4 SMRT based on 2× 2 Data

F.2 Algorithm for Computation of 4×
4 SMRT based on 2× 2 Data

In the algorithm 4 × 4 input data matrix, X is partitioned into
2× 2 matrices and S is the output 4× 4 SMRT matrix.

Computations in L1

L1G1

For 0 ≤ i, j < M = 2
LS(i, j) = x(2i, 2j) + x(2i+ 1, 2j)
RS(i, j) = x(2i, 2j + 1) + x(2i+ 1, 2j + 1)
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TS(i, j) = x(2i, 2j) + x(2i, 2j + 1)
BS(i, j) = x(2i+ 1, 2j) + x(2i+ 1, 2j + 1)
DiS(i, j) = x(2i, 2j) + x(2i+ 1, 2j + 1)
CS(i, j) = x(2i+ 1, 2j) + x(2i, 2j + 1)

L1G2

For 0 ≤ i, j < M = 2
LD(i, j) = x(2i, 2j)− x(2i+ 1, 2j)
RD(i, j) = x(2i, 2j + 1)− x(2i+ 1, 2j + 1)
TD(i, j) = x(2i, 2j)− x(2i, 2j + 1)
BD(i, j) = x(2i+ 1, 2j)− x(2i+ 1, 2j + 1)
DiD(i, j) = x(2i, 2j)− x(2i+ 1, 2j + 1)
CD(i, j) = −x(2i+ 1, 2j) + x(2i, 2j + 1)

Computations in L2

L2G1
For 0 ≤ i < M = 2

CLS(i) =
∑1

j=0 LS(j, i) CRS(i) =
∑1

j=0RS(j, i)

CLD(i) =
∑1

j=0 LD(j, i) CRD(i) =
∑1

j=0 RD(j, i)

L2G2
For 0 ≤ i < M = 2

RTS(i) =
∑1

j=0 TS(i, j) RTD(i) =
∑1

j=0 TD(i, j)

RBS(i) =
∑1

j=0BS(i, j) RBD(i) =
∑1

j=0BD(i, j)

L2G3
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For 0 ≤ i, j < M = 2
SLR(i, j) = LS(i, j)+RS(i, j) DTB(i, j) = LD(i, j)+RD(i, j)
DLR(i, j) = LS(i, j)−RS(i, j) DDiC(i, j) = LD(i, j)−RD(i, j)

L2G4

For 0 ≤ i, j < M = 2
L(i, j) = DiS(i, j) O(i, j) = DiD(i, j)
P (i, j) = CS(i, j) Q(i, j) = CD(i, j)

Computations in L3

L3G1

Sequency 0,0

S(0, 0) =
∑1

i=0

∑1
j=0 SLR(i, j)

Sequency 0,2

S(0, 3) =
∑1

i=0

∑1
j=0DRL(i, j)

Sequency 2,0

S(3, 0) =
∑1

i=0

∑1
j=0DTB(i, j)

Sequency 2,2

S(3, 3) =
∑1

i=0

∑1
j=0DDiC(i, j)

L3G2
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Sequency 0,1

S(0, 1) = CLS(0)− CLS(1) S(0, 2) = CRS(0)− CRS(1)

Sequency 1,0

S(1, 0) = RTS(0)−RTS(1) S(2, 0) = RBS(0)−RBS(1)

Sequency 1,2

S(1, 3) = RTD(0)−RTD(1) S(2, 3) = RBD(0)−RBD(1)

Sequency 2,1

S(3, 1) = CLD(0)− CLD(1) S(3, 2) = CRD(0)− CRD(1)

L3G3

Sequency 1,1

S(1, 1) = DiD(0, 0)−DiD(0, 1) +DiD(1, 0)−DiD(1, 1)
S(1, 2) = DiS(0, 0)−DiS(0, 1) +DiS(1, 0)−DiS(1, 1)
S(2, 1) = CD(0, 0)− CD(0, 1) + CD(1, 0)− CD(1, 1)
S(2, 2) = CS(0, 0)− CS(0, 1) + CS(1, 0)− CS(1, 1)

F.3 Algorithm for Computation of 4×
4 SMRT based on M-spacing Data

For 0 ≤ i < 3, 0 ≤ j < 1,

A(i, j) = x(i, j) + x(i, j + 2), B(i, j) = x(i, j)− x(i, j + 2)
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L2

For 0 ≤ i, j ≤ 1

C(i, j) = A(i, j) + A(i+ 2, j), E(i, j) = B(i, j) +B(i+ 2, j)
D(i, j) = A(i, j)− A(i+ 2, j), F (i, j) = B(i, j)−B(i+ 2, j)

L3

L3G1

Sequency 00

S(0, 0) = C(0, 0) + C(1, 0) + C(0, 1) + C(1, 1)

Sequency 02

S(0, 3) = C(0, 0) + C(1, 0)− C(0, 1)− C(1, 1)

Sequency 20

S(3, 0) = C(0, 0) + C(0, 1)− C(1, 0)− C(1, 1)

Sequency 22

S(3, 3) = C(0, 0)− C(0, 1) + C(1, 1)− C(1, 0)

L3G2

Sequency 01

S(0, 1) = E(0, 0) + E(1, 0)

S(0, 2) = E(0, 1) + E(1, 1)

Sequency 21

S(3, 1) = E(0, 0)− E(1, 0)
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S(3, 2) = E(0, 1)− E(1, 1)

L3G3

Sequency 10

S(1, 0) = D(0, 0) +D(0, 1)

S(2, 0) = D(1, 0) +D(1, 1)

Sequency 12

S(1, 3) = D(0, 0)−D(0, 1)

S(2, 3) = D(1, 0)−D(1, 1)

L3G4

Sequency 11

S(1, 1) = F (0, 0)− F (1, 1)

S(2, 1) = F (0, 1) + F (1, 0)

S(1, 2) = F (0, 0) + F (1, 1)

S(2, 2) = F (0, 1)− F (1, 0)
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Appendix G
Computational Illustration of
N ×N Hybrid SMRT
Architecture, N a power of 2

The algorithmic steps of NxN SMRT computation based on hy-
brid architecture is illustrated using an 8x8 Matrix:
Layer 0

Fig. G.1: Input 8× 8 Matrix
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Layer 1
L1G1

LS =


1 4 3 3
4 3 0 2
1 3 5 2
3 2 1 3

RS =


5 5 1 2
3 2 3 6
4 2 2 2
3 2 3 4

TS =


3 5 1 3
3 3 2 4
2 4 3 3
2 4 0 4

BS =


3 4 3 2
4 2 1 4
3 1 4 1
4 0 4 3


L1G2

LD =


1 2 −1 1
−2 3 0 0
−1 3 −1 2
−1 2 −1 1

 RD =


−1 −1 −1 0
1 −2 1 0
0 0 0 0
−1 2 −3 0

 TD =


−1 1 1 1
−1 3 −2 −2
−2 2 1 1
0 0 0 0



BD =


−3 −2 1 0
2 −2 −1 −2
−1 −1 2 −1
0 0 −2 −1


L1G3

A =



2 2 5 3
2 4 2 4
1 4 4 3
3 2 1 5
2 3 5 2
4 3 0 2
1 1 4 4
3 5 1 2


B =



0 2 1 1
−2 2 0 2
1 0 2 −3
3 0 −1 −1
−2 1 1 0
−2 1 0 0
1 1 0 0
1 −1 −1 −2


Layer 2
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L2G1

SLR = LS+RS =


6 9 4 5
7 5 3 8
5 5 7 4
6 4 4 7

 DLR = LS−RS =


−4 −1 2 1
1 1 −3 −4
−3 1 3 0
0 0 −2 −1



DTB = LD+RD =


0 1 −2 1
−1 1 1 0
−1 3 −1 2
−2 4 −4 1

 DDiC = LD−RD =


2 3 0 1
−3 5 −1 0
−1 3 −1 2
0 0 2 1


L2G2

CLS = column sum of LS =
[
9 12 9 10

]
CRS = column sum of RS =

[
15 11 9 14

]
CLD = column sum of LD =

[
−3 10 −3 4

]
CRD = column sum of RD =

[
−1 −1 −3 0

]
L2G3

RTS = row sum of TS =
[
12 12 12 10

]
RTD = column sum of TD =

[
2 −2 2 0

]
RBS = column sum of BS =

[
12 11 9 11

]
RBD = column sum of BD =

[
−4 −3 −1 −3

]
L2G4

C =


4 5 10 5
6 7 2 6
2 5 8 7
6 7 2 7

 D =


0 −1 0 1
−2 1 2 2
0 3 0 −1
0 −3 0 3

 E =


−2 3 2 1
−4 3 0 2
2 1 2 −3
4 −1 −2 −3
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F =


2 1 0 1
0 1 0 2
0 −1 2 −3
2 1 0 1



Layer 3
L3G1

Computation of elements belonging to sequency combinations (0,0),(0,M),
(M,0) and (M,M)
For sequency combination (0,0), the row and column index of
SMRT element is n1, n2=[0,0]
Hence, S(0,0) = sum of all elements of SLR matrix = 89.
For sequency combination (0,M), the row and column index of
SMRT element is n1, n2=[0, N-1]
Hence, S(0,N-1) = sum of all elements of DLR matrix = -9.
For sequency combination (M,0), the row and column index of
SMRT element is n1, n2=[N-1,0]
Hence, S(N-1,0) = sum of all elements of DTB matrix = 3.
For sequency combination (M,M), the row and column index of
SMRT element is n1, n2=[N-1,N-1]
Hence, S(N-1,N-1) = sum of all elements of SLR matrix = 13.
L3G2
The algorithm depicted in fig. 6.2 is illustrated using the follow-
ing steps:
Computation of elements belonging to Sequencies {(0,1), (0,2),
..., (0,2v−1)}, {(1,0), (2,0), ..., (2v−1,0)}, {(M,1), (M,2), ...,
(M,2v−1)}, {(1,M), (2,M), ..., (2v−1,M)}
Initialization:
M=4
v = log2M = 2
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Case 1: Sequencies {(0,1), (0,2), ..., (0,2v−1)}
For sequency combination (0,1)
Initialization:
c1 = 0, c2 = 1
n1, n2 = (0,1)
Row packet size, s= M

c2
= 4

1
= 4

No. of iterations in loop 1, i = s
2

=2
k varies from 0 to i-1
No. iterations in loop 2 = c2 =1
loop1, iteration 1, k=0:
S(0, 1) = CLS(k) − CLS(k + M

2c2
− 1) = CLS(0) − CLS(2) =

9− 9 = 0
S(0, 2) = CRS(k) − CRS(k + M

2c2
− 1) = CRS(0) − CRS(2) =

15− 9 = 6
n2=1+2=3
loop1, iteration 2=i, k=i-1=1:
S(0, 3) = CLS(k) − CLS(k + M

2c2
− 1) = CLS(1) − CLS(3) =

12− 10 = 2
S(0, 4) = CRS(k) − CRS(k + M

2c2
− 1) = CRS(1) − CRS(3) =

11− 14 = −3
For sequency combination (0,2)
Initialization:
c1 = 0, c2 = 2
n1, n2 = (0,5)
Row packet size, s= M

c2
= 4

1
= 2

No. of iterations in loop 1, i = s
2

=1
k varies from 0 to i-1
No. iterations in loop 2 = c2 =2
loop1, iteration 1, k=0:
loop2, iteration 1
S(0, 5) = CLS(k) − CLS(k + M

2c2
− 1) = CLS(0) − CLS(1) =

9− 12 = −3
S(0, 6) = CRS(k) − CRS(k + M

2c2
− 1) = CRS(0) − CRS(1) =

15− 11 = 4
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k=k+ M
2c2

= 0+2=2
loop2, iteration 1
S(0, 5) = S(0, 5)+CLS(k)−CLS(k+ M

2c2
−1) = −3+CLS(2)−

CLS(4) = −3 + 9− 10 = −4
S(0, 6) = S(0, 6) +CRS(k)−CRS(k+ M

2c2
− 1) = 4 +CRS(2)−

CRS(4) = 4 + 9− 14 = −1

In a similar manner the elements of other sequency combinations
in the group is calculated as follows:

Sequency 1,0

S(1, 0) = RTS(0)−RTS(2) = 12− 12 = 0
S(2, 0) = RBS(0)−RBS(2) = 12− 9 = 3

S(3, 0) = RTS(1)−RTS(3) = 12− 10 = 2
S(4, 0) = RBS(1)−RBS(3) = 11− 11 = 0

Sequency 2,0

S(5, 0) = RTS(0) − RTS(1) + RTS(2) − RTS(3) = 12 − 12 +
12− 10 = 2
S(6, 0) = RBS(0) − RBS(1) + RBS(2) − RBS(3) = 12 − 11 +
9− 11 = −1

Sequency 1,4

S(1, 7) = RTD(0)−RTD(2) = 2− 2 = 0
S(2, 7) = RBD(0)−RBD(2) = −4 + 1 = −3

S(3, 7) = RTD(1)−RTD(3) = −2− 0 = −2
S(4, 7) = RBD(1)−RBD(3) = −3 + 3 = 0
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Sequency 2,4

S(5, 7) = RTD(0)−RTD(1)+RTD(2)−RTD(3) = 2+2+2−0 =
6
S(6, 7) = RBD(0)−RBD(1) +RBD(2)−RBD(3) = −4 + 3−
1 + 3 = 1

Sequency 4,1

S(7, 1) = CLD(0)− CLD(2) = −3 + 3 = 0
S(7, 2) = CRD(0)− CRD(2) = −1 + 3 = 2

S(7, 3) = CLD(1)− CLD(3) = 10− 4 = 6
S(7, 4) = CRD(1)− CRD(3) = −1− 0 = −1

Sequency 4,2

S(7, 5) = CLD(0)−CLD(1) +CLD(2)−CLD(3) = −3− 10−
3− 4 = −20
S(7, 6) = CRD(0)− CRD(1) + CRD(2)− CRD(3) = −1 + 1−
3− 0 = −3

L3G3
Sequency 1,1
The general algorithm for computation and placement of ele-
ments in L3G3, L3G4, L3G5 and L3G6 is given in section 6.2.
L3G3 computes ODD ODD sequency combination. The steps for
L3G3 is given below:
a. Row and column indices of starting element of the sequency
packet is initialized, n1=1 and n2=1
b. Odd sequencies c1=1 and c2=1
c. Sequency packet size is computed as M

c1
× M

c2
=M ×M

d. Since c1 = c2, steps 1 to 14 are performed.
1. Sequency ratio, m = c2

c1
= 1
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2. Column identifier k is initialized as 1 to N
c2

in steps of 2. k=1
to 8 in steps of 2.
3. The row and column indices of elements in the M-spacing
matrix, F are calculated as, r=1 and c=M − M

c2
+ 1 respectively.

Hence in step 1, r=0 and c=0.
Iteration1
4. Check whether column index is in the range of F matrix. c
=0 is within range.
5. Sign of F matrix element to be used for the computation of S
element is decided from the computation of expression 6.3
((r× c1(1+2× i2)+ c× c2))N − c2× i1 = 0, hence sign is positive.
6. S(1,1)=F(0,0)
7. c = c− M

c2
= 0-M=-M

8. Steps 4 to 6 are repeated until all F matrix elements in a row
involved in the computation of a particular coefficient are com-
pleted. As c1 = 1, only one iteration
9. r=1, c=3
10. Steps 4 to 9 are repeated M times
Iteration 2
4. c is within range
5. sign: r=1, c=3,c1=1, c2=1, i1=0 and i2=0. Hence expression
6.3 is M and hence sign is negative.
6. S(1,1)=S(1,1)-F(1,3)
7 and 8 same as above.
9. r=2, c=6
Iteration 3
4. c not in range, hence c= c-M=6-4=2
5. sign:r=2, c=2,c1=1, c2=1, i1=0 and i2=0. Hence expression
6.3 is M and hence sign is negative
6.S(1,1)=S(1,1)-F(2,2)
7 and 8 same as above.
9. r=3, c=5
Iteration 4
4. c not in range, hence c= c-M=5-4=1
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5. sign:r=3, c=1,c1=1, c2=1, i1=0 and i2=0. Hence expression
6.3 is M and hence sign is negative
6.S(1,1)=S(1,1)-F(3,1)
7 and 8 same as above.
9.r =4, c=8
10. M iterations completed.
S(1,1) = F(0,0)-F(1,3)-F(2,2)-F(3,1) is caclulated.
S(1, 1) = F (0, 0)−F (1, 3)−F (2, 2)−F (3, 1) = 2−2−2−1 = −3
11. Steps to compute the next element in the sequency packet
n1=2, n2=1. S(2,1) is computed as

S(2, 1) = F (0, 1)+F (1, 0)−F (2, 3)−F (3, 2) = 1+0−(−3)−0 = 4

S(3, 1) = F (0, 2) +F (1, 1) +F (2, 0)−F (3, 3) = 0 + 1 + 0− 1 = 0

S(4, 1) = F (0, 3) +F (1, 2) +F (2, 1) +F (3, 0) = 1 + 0− 1 + 2 = 2

S(1, 2) = F (0, 0)−F (1, 1) +F (2, 2)−F (3, 3) = 2− 1 + 2− 1 = 2

S(2, 2) = F (0, 1)−F (1, 2) +F (2, 3) +F (3, 0) = 1− 0− 3 + 2 = 0

S(3, 2) = F (0, 2)−F (1, 3)−F (2, 0)+F (3, 1) = 0−2−0+1 = −1

S(4, 2) = F (0, 3)+F (1, 0)−F (2, 1)+F (3, 2) = 1+0−(−1)+0 = 2

S(1, 3) = F (0, 0) +F (1, 3)−F (2, 2) +F (3, 1) = 2 + 2− 2 + 1 = 3

S(2, 3) = F (0, 1)−F (1, 0)−F (2, 3)+F (3, 2) = 1−0−(−3)+0 = 4

S(3, 3) = F (0, 2)−F (1, 1) +F (2, 0) +F (3, 3) = 0− 1 + 0 + 1 = 0

S(4, 3) = F (0, 3)−F (1, 2)+F (2, 1)−F (3, 0) = 1−0−1−2 = −2

S(1, 4) = F (0, 0) +F (1, 1) +F (2, 2) +F (3, 3) = 2 + 1 + 2 + 1 = 6

S(2, 4) = F (0, 1)+F (1, 2)+F (2, 3)−F (3, 0) = 1+0+(−3)−2 =
−4
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S(3, 4) = F (0, 2) +F (1, 3)−F (2, 0)−F (3, 1) = 0 + 2− 0− 1 = 1

S(4, 4) = F (0, 3)−F (1, 0)−F (2, 1)−F (3, 2) = 1−0−(−1)−0 = 2
Similar steps are involved in the computation of L3G4, L3G5 and
L3G6.

L3G4
Sequency 1,2
S(1, 5) = D(0, 0)−D(0, 2)−D(2, 1) +D(2, 3) = 0− 0− 3 + (−1)

S(2, 5) = D(1, 0)−D(1, 2)−D(3, 1)+D(3, 3) = −2−2−(−3)+3 =
2

S(3, 5) = D(0, 1)−D(0, 3)−D(2, 2)+D(2, 0) = −1−1−0+0 =
−2

S(4, 5) = D(1, 1)−D(1, 3)+D(3, 0)−D(3, 2) = 1−2+0−0 = −1

S(1, 6) = D(0, 0)−D(0, 2)+D(2, 1)−D(2, 3) = 0−0+3−(−1) = 4

S(2, 6) = D(1, 3)−D(1, 1)+D(3, 0)−D(3, 2) = 2−1+0−0 = 1

S(3, 6) = D(0, 1)−D(0, 3)−D(2, 0)+D(2, 2) = −1−1−0+0 =
−2

S(4, 6) = D(1, 0)−D(1, 2)+D(3, 1)−D(3, 3) = −2−2+(−3)−3 =
−10

L3G5
Sequency 2,1
S(5, 1) = E(0, 0)−E(1, 2)−E(2, 0)+E(3, 2) = −2−0−2+(−2) =
−6

S(5, 2) = E(0, 1)−E(1, 3)−E(2, 1)+E(3, 3) = 3−2−1+(−3) =
−3
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S(5, 3) = E(0, 2)+E(1, 0)−E(2, 2)−E(3, 0) = 2+(−4)−2−4 =
−8

S(5, 4) = E(0, 3) + E(1, 1)− E(2, 3)− E(3, 1) = 1 + 3− (−3) +
(−1) = 8

S(6, 1) = E(0, 0)+E(1, 2)−E(2, 0)−E(3, 2) = −2+0−2−(−2) =
−2

S(6, 2) = E(0, 1)+E(1, 3)−E(2, 1)−E(3, 3) = 3+2−1−(−3) = 7

S(6, 3) = E(0, 2)−E(1, 0)−E(2, 2)+E(3, 0) = 2−(−4)−2+4 = 8

S(6, 4) = E(0, 3)− E(1, 1)− E(2, 3) + E(3, 1) = 1− 3− (−3) +
(−1) = 0

L3G6 Sequency 2,2

S(5, 5) = C(0, 0)−C(0, 2)−C(1, 1)+C(1, 3)−C(2, 0)+C(2, 2)+
C(3, 1)− C(3, 3) = 4− 10− 7 + 6− 2 + 8 + 7− 7 = −1

S(6, 5) = C(0, 1)−C(0, 3)+C(1, 0)−C(1, 2)−C(2, 1)+C(2, 3)−
C(3, 0) + C(3, 2) = 5− 5 + 6− 2− 5 + 7− 6 + 2 = 2

S(5, 6) = C(0, 0)−C(0, 2)+C(1, 1)−C(1, 3)−C(2, 0)+C(2, 2)−
C(3, 1) + C(3, 3) = 4− 10 + 7− 6− 2 + 8− 7 + 7 = 1

S(6, 6) = C(0, 1)−C(0, 3)−C(1, 0)+C(1, 2)−C(2, 1)+C(2, 3)+
C(3, 0)− C(3, 2) = 5− 5− 6 + 2− 5 + 7 + 6− 2 = 2
The L3 output is as given below:
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Fig. G.2: Output SMRT Matrix
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Appendix H
Shift invariance in sequence
packets of SMRT

The shift property of SMRT matrix is analyzed by shifting the
data row wise/column wise. After shifting the original data row
wise/ column wise and analyzing the sequency packets (fig: H.1),
it is clear that shifting has predicatble effect inside the sequency
packets. This will be more clear from the fig: H.2.

The shift property of SMRT can be concluded as follows:

Suppose c1, c2 are the sequencies and if row shift is indicated
by m and column shift by n, (where m positive for right shift
and negative for left shift. Similarly n positive for down shift
and negative for up shift.) then the shift in sequency packet of
SMRT matrix is (c1 ×m + c2 × n). When c1 > c2, shift is row
wise and c1 < c2 , shift is column wise. As it is a shift variant
transform it can be compared with other shift variant transforms
like wavelet transforms.
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Fig. H.1: Sequency Packets in 8x8 SMRT
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Fig. H.2: Shift variance in sequency packets of 8x8 SMRT
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