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ABSTRACT 

Keywords : MIMO;  spatial modulation (SM);  transmit diversity; parity 

encoding;  adaptive SM;  Weylgroup encoding  

Multiple input multiple output (MIMO) antenna communication is a 

breakthrough which has opened the doors to an exciting field of next 

generation wireless systems with many applications having various qualities of 

services (QoS) such as video, internet of things etc. at any time anywhere. The 

advantage offered by MIMO antenna systems is that it exploits the spatial 

domain along with the conventional time and / or frequency domain and hence 

provides an extra degree of freedom in design. Multipath fading, which is 

detrimental in single antenna systems, is effectively utilized by MIMO to 

enhance the performance or rate, at no cost of extra spectrum or power. The 

advantages offered by MIMO are at the cost of hard ware and design 

complexity. The design of channel coding schemes that are efficient in error 

handling and have affordable rate is a challenge. One of the other challenges is 

to reduce the complexity of decoding algorithm without degradation in bit 

error rate. Since the receiver complexity is a main concern in mobile/adhoc 

networks, detection algorithms are to be ingeniously designed so as to 

efficiently use the storage space and hardware available for computation. 

Importance is to be given for optimization of energy efficiency also, along 

with the performance and cost requirements. Designing MIMO systems to 

meet these conflicting needs is so challenging, and makes this research area 

rich and active since it’s starting from 1990’s.  

In this thesis, we have presented some coding schemes that ensure 

acceptable rate and reliability in MIMO spatial multiplexing, spatial 

modulation and generalized spatial modulation systems. Also, link adaptation, 
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which is a powerful technique for ensuring rate and reliability, is employed in 

a generalized spatial modulation system and the performance is studied. The 

detection schemes proposed are less complex compared to the state of the art, 

for a reasonable number of transmit and receive antennas. Theoretical analyses 

are provided to evaluate the performance of proposed systems, and simulations 

are presented to support this. The performance of the proposed methods in 

terms of bit error rate and complexity is compared with the results in literature.  

The limitations of the proposed methods and the intended extensions of 

the work in future are also presented in the thesis.   
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Multiple input multiple output (MIMO) antenna communication is a 

promising technology for the next generation high speed wireless systems. The 

importance stems from the fact that the conventional frequency and time 

domains are saturated and MIMO additionally utilizes the spatial domain and 

yields a degree-of- freedom gain. This enables the MIMO technology to 

communicate at higher rates and/or reliability without any extra cost of 

spectrum or power. Since their invention in the mid-1990s, MIMO systems 

have been the focus of rich and active research in the area of wireless 

communications. Starting from the demand for high spectral efficiency, the 

research is now facing a paradigm shift to energy-efficient and sustainable 

technology. In this chapter, we give a brief introduction to the MIMO systems, 

our motivation to research and an overview of the work done.  

1.1. NEED FOR MIMO SYSTEMS 

 There is more and more demand for reliable and high speed 

communication that supports many applications with various qualities of 

services (QoS) such as video, internet of things etc. at any time anywhere. 

Multipath fading, scarcity of available bandwidth, highly constrained transmit 

powers as well as hardware complexity and cost are hindering the achievement 

of such a wireless communication link. A simple approach to improve the 

bandwidth efficiency is to use higher order modulation schemes, with the 

drawback of poor reliability associated. Higher power is to be fed to the 

channels to combat this, which will normally be not possible due to the 
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regulatory issues and other constraints. On the other hand, reliability can be 

improved by providing the receiver with independently faded copies of the 

transmitted signal with the hope that at least one of these replicas will be 

received correctly.  This most effective technique called diversity may be 

realized in in terms of frequency, time, space, modulation etc. For example, 

delay diversity sends the same symbol delayed by a particular time after the 

first transmission (Wittneben, 1993). Channel coding may also be used to 

provide immunization against the impairments of the wireless channel. All 

these methods can be effected only with a cost of rate reduction in a single 

input single output (SISO) system.  

MIMO systems are evolved as a solution to the above issue of tradeoffs 

among bandwidth, transmit power, rate and reliability while using single 

transmit and receive antenna. MIMO systems provide substantial increase in 

data rates without any increase in bandwidth or transmit power.  At the same 

time, transmit and/or receive antenna diversity, also referred to as spatial 

diversity, can be implemented to combat the harmful effects of fading and 

provide high reliability without any rate reduction compared to a single antenna 

system. These benefits are the result of the capability of the MIMO systems to 

turn the multipath fading to a boon, which in the SISO system is most harmful. 

This is because, in rich scattering conditions, each signal received in a MIMO 

system is independently faded, which can then be combined in a proper way to 

minimize the error. The cost of these benefits is the complexity in transmitter as 

well as receiver circuits, which demands ingenious design.  

Various diversity techniques can be combined to further improve the 

system performance in a wireless environment which gives more freedom to a 

communication engineer to achieve the required QoS. For example, 

combination of channel coding with spatial diversity can offer effective 
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solutions to the challenges faced in realizing reliable high-speed wireless 

communication links (Mietzner et al., 2009). Therefore, coding over MIMO 

systems is fundamental to the realization of the promises offered by MIMO 

systems in terms of reliability and achievable rates.  

As already mentioned, system complexity is one of the major issues 

while using multiple antennas, especially in the case of mobile handheld 

devices. Some issues are antenna selection and synchronization, power 

amplifier linearity and the complexity in implementing coding and decoding 

algorithms. Hardware complexity is somewhat affordable on the base station 

side, whereas it is to be kept as minimum as possible on the terminal side. 

These issues can be effectively tackled only with ingenious design of coding 

and decoding algorithms, which again emphasizes the importance of research 

in this field. 

The following briefly explain different ways of exploiting multiple 

antennas at both the ends of the MIMO communication link, channel models 

and general detection methods.  Detailed state of the art coding and detection 

schemes are given in literature review. 

1.2. CONVENTIONAL MIMO SYSTEMS 

1.2.1. Spatial Multiplexing 

Spatial multiplexing (SMX) techniques simultaneously transmit 

independent information sequences, often called layers, over multiple antennas. 

Figure 1.1 illustrates the principle of SMX MIMO system. While this approach 

increases the transmission rate compared to a single-antenna system without 

requiring extra bandwidth or extra transmission power, the corresponding 

reliability is poor. Channel coding is often employed, in order to guarantee a 
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certain error performance. A well-known SMX scheme is the Bell-labs layered 

space-time architecture (BLAST) proposed by Foschini (1996).  .  

 

Fig. 1.1 Spatial multiplexing system 

To recover the transmitted signal, linear as well as non-linear detectors 

can be utilized at the receiving end. Linear receivers like zero forcing (ZF), 

minimum mean square error (MMSE) are having low complexity but the error 

performance is poor. Successive interference cancellation (SIC) is a popular 

method of decoding, which can be combined with ZF or MMSE to improve the 

performance (Duman and Ghrayeb, 2007). The maximum likelihood (ML), 

detection which performs an exhaustive search over all possible candidate 

vectors, gives optimum performance, but complexity is prohibitively high.  

Sphere decoding (SD) and QR decomposition with M algorithm (QRD-M) are 

used to reduce the search space in ML detection, with a performance trade off 

(Damen et al., 2000;  Kim and Yue, 2002). 

1.2.2. Spatial Diversity  

To improve the reliability of detection, multiple antennas should be used 

in such a way that diversity is achieved by transmitting and/or receiving 

redundant signals representing the same information. The transmission rate 

achieved in this case is comparable to that of SISO systems. As explained 
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below, appropriate combining methods are to be employed at the receiver to 

reap the diversity gain. 

1.2.2.1 Receive Diversity 

Receive diversity can be achieved by appropriately combining signals 

from more than one receive antennas. The optimal combining rule, called 

maximal ratio combining (MRC), linearly combines the received signals after 

co-phasing and weighting them with their respective channel gains. Thus the 

branches that have better channel gains, i.e., larger instantaneous signal-to-

noise ratios (SNR), will be emphasized more than others. After the received 

signals are combined, the ML decision rule is applied. MRC implementation is 

complicated as it requires exact knowledge of the instantaneous channel gains. 

The alternative combining schemes are selection combining (SC), equal-gain 

combining (EGC) and switch-and-stay combining (SSC). In selection 

combining, the decision is made based on the received signal from the branch 

with the highest SNR. The implementation is simpler but the performance is 

inferior.  In equal-gain combining, the signals of all branches are co-phased 

and summed together to form the equivalent channel output. In switch-and-

stay combining, signal from a particular branch is considered for demodulation 

until the signal-to-noise ratio of that branch falls below a certain threshold, in 

which case another branch is selected. This combining algorithm is also called 

threshold combining due to the way it is implemented.  

1.2.2.2 Transmit Diversity and Space time coding 

Transmit diversity cannot be implemented merely by transmitting the 

same symbol through multiple antennas. Exploiting spatial diversity by 

multiple antennas at the transmitter requires that the signal be pre-processed or 

precoded before transmission. Space-time coding which is a two-dimensional 
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coding in time and space is an example. At the receiver, an appropriate 

combining of the redundant signals has to be performed. Optionally, multiple 

receive antennas can be used for receive diversity also, which will further 

improve the error performance. The advantage over conventional channel 

coding is that redundancy can be accommodated in the spatial domain, rather 

than in the time domain. Correspondingly, a diversity gain and a coding gain 

can be achieved without lowering the effective bit rate compared to single-

antenna transmission. Two well-known spatial diversity techniques for 

systems with multiple transmit antennas are space time block codes (STBC, 

Alamouti, 1998) and space-time trellis codes (STTC, Tarokh et al., 1998). 

Since Alamouti coding is utilized in this work, it is explained below.      

• Alamouti Coding 

In Alamouti coding (Figure 1.2), the input symbols are divided into 

groups of two symbols each and are transmitted simultaneously from the two 

antennas during a time slot. Let the signal transmitted from antenna1 is ݔଵ and 

the signal transmitted from antenna 2 is  ݔଶ  during the first time slot. During  

the next symbol period, the signal transmitted from antenna 1 is െݔଶ∗   and the 

signal   transmitted   from   antenna 2   is   ݔଵ∗.  Let   ݄ଵ and   ݄ଶ respectively  be   

 

Fig.1.2 Alamouti coding 
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the channel gains from the first and second transmit antennas to the single 

receive antenna, that are assumed to be constant over two consecutive symbol 

periods. This peculiar way of transmission has the most attractive feature that it 

is possible to decode independently the two symbols that are transmitted 

simultaneously. This is due to the fact that the channel matrix is always 

orthogonal regardless of the channel coefficients. Orthogonal space time block 

codes (OSTBC) are an extension of this transmission scheme for more number 

of transmit antennas (Tarokh et al., 1999). 

1.2.3. Beamforming 

Multiple-antenna techniques can also be utilized to improve the SNR at 

the receiver and to suppress co-channel interference by weighting the signal 

transmitted from different antennas by a proper factor. Transmit and receive 

beamforming can be performed to improve the SNR or to extend the coverage. 

A better beamforming gain can be achieved if the number of antennas in an 

array is large. However, the channel state information (CSI) is required for 

beamforming to achieve maximum SNR.    

1.3. ENERGY EFFICIENT MIMO SYSTEMS 

In practice, the above conventional MIMO systems need large number 

of power amplifiers, radio frequency (RF) chains, mixers, synthesizers, filters, 

etc., which substantially increase the circuit complexity and power dissipation 

at the transmitter side. Other disadvantages are the stringent synchronization 

requirements among the transmit antennas (TA) and the signal processing 

complexity at the receiver arising from the interference imposed by 

simultaneously transmitting many data streams. Energy efficiency is highly 

important for mobile hand held devices and it is to be optimized considering 

the factors such as interference to other co-channel users and environmental 
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impacts also. Therefore, recent research has focused on energy-efficient 

wireless communication techniques. Spatial modulation (SM) and generalized 

spatial modulation (GSM) are two MIMO techniques in this direction. 

1.3.1. Spatial Modulation 

In spatial modulation (SM), out of the available antennas, only one 

antenna is activated during a time slot. The information is conveyed through 

the active antenna index as well as through the symbol transmitted, which 

results in increased rate compared to a single antenna system (Mesleh et al., 

2008).  There is no inter channel interference (ICI) and associated decoding 

complexity and it avoids antenna synchronization requirement. Other 

advantages are simpler transmitter design and better efficiency of power 

amplifiers.  But these advantages are achieved at the cost of fast antenna 

switching requirement, large training overhead, sub optimum spectral 

efficiency compared to spatial multiplexing and lack of diversity gain.  

In SM transmission, assuming there are ௧ܰ antennas at the transmitter, 

the information bit sequence is split into blocks of logଶሺ ௧ܰܭሻ bits, in which 

the antenna index part of logଶ ௧ܰ  bits select the active antenna and 

constellation part of  logଶ  complex symbols of the ܭ bits select one of the ܭ

signal constellation.   

In SM, spatial constellation and signal constellation are not 

independent and in the optimal ML detection presented by Jeganathan et al. 

(2008), both the antenna and constellation indices are jointly estimated. The 

computational complexity is very high for the above due to the exhaustive 

search and it can be reduced with the two step suboptimal decoding (Xu, 

2012), in which the antenna index and constellation point are detected 

separately.  
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1.3.2. Generalised Spatial Modulation 

Generalised spatial modulation is a compromise between complexity 

and rate, in which more than one antenna will be activated at a time based on 

antenna selection pattern (Younis et al., 2010). Many variations of this 

principle are reported in literature.  In a GSM system with  Nt  transmit 

antennas, if  Na antennas are active at a time, the antenna selection requires logଶሺ ௖ܰ	ሻ	  bits where ௖ܰ	 ൌ ඌ൬ ௧ܰ௔ܰ൰ඐଶ೛ . These ௔ܰ	  active antennas transmit 

symbols corresponding to each  logଶ  is the size of the ܭ bits at a time, where  ܭ

constellation.   

The optimum detection rule is the ML criteria.  In GSM, all possible 

candidate vectors within the constellation set ܭ  for all possible antenna 

combinations are to be considered to find the minimum distance metric.  So, 

the complexity is very high and sub optimum detection methods with 

compromise in performance are available and will be pointed out in literature 

survey. 

1.4. MASSIVE MIMO SYSTEMS 

Massive MIMO is an emerging technology that uses antenna arrays 

with a few hundred antennas simultaneously serving many tens of terminals in 

the same time-frequency resource. Significantly improved spectral efficiency, 

improved channel response and simplified transceiver designs are the promises 

of this technology, which makes it suitable for next generation 5G wireless 

systems ( Wang et al., 2014; Akyildiz  et al., 2014). It is predicted that the 5G 

wireless system would be able to deliver as much as 1000 times of the 

capacity provided by today’s mobile networks. In addition, 5G mobile system 

is expected to accommodate considerably larger number of wireless 
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connections to better support of existing and emerging applications. There 

would be no single technology that can meet the stringent QoS requirements 

of 5G, such as better delay, reliability, and higher spectral and energy 

efficiency. Therefore, a number of wireless technologies must be developed 

and jointly implemented (Gavrilovska et al., 2016). So far, most of the 

research work related to massive MIMO has been purely theoretical, mostly 

because of its practical limitation regarding the hardware design and the huge 

and bulky antenna array dimensions. However, for very high carrier 

frequencies, i.e. in the millimeter wave band, the antenna array dimensions 

scale down significantly, providing practical and small scale designs (Le  et al., 

2015). To put it briefly, massive MIMO is an enabler for the development of 

future broadband (fixed and mobile) networks, which will be energy-efficient, 

secure, and robust, and will use the spectrum efficiently.  

1.5. GENERAL MIMO CHANNEL MODEL 

Consider a MIMO system with Nt transmit antennas and Nr receiving 

antennas as in Figure1.1. The received signal vector can be represented as 

given below 

࢟  ൌ ࢞ࡴ ൅  (1.1)                                                              ࢔

where ࢞  and  	࢟   are Nt  x 1 transmit and Nr x 1 receive vector 

respectively, and	ࡴ	 stands for Nr x Nt  channel matrix. The (i,j)th entry of	ࡴ 

indicates the fading coefficient between the jth transmit and ݅th receive antenna. 

General assumptions on MIMO channels are 

• Linear, which implies that each received signal is the sum of scaled 

copies of the signals transmitted from all the transmit antennas, and 

AWGN. 
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• Flat-fading, or narrowband, i.e., there is no interference between 

symbols transmitted at different signaling intervals. In contrast, 

frequency-selective or wideband channels have inter symbol 

interference (ISI).  

• Quasi-static or slow-fading, i.e., the channel response does not vary 

over one frame of communication. In practice, wireless channels vary 

with time because of the movement of transmitter, receiver or scatterers 

in the vicinity. According to the quasi-static assumption, the channel 

varies so slowly over one communication block that it can be treated as 

constant. Other possible channel models are the fast fading and block 

fading models. The fast fading model assumes that the channel varies 

independently from one signaling interval to the next. The block fading 

assumption is a compromise between the slow and fast extremes. Here, 

the channel is invariant in small blocks lasting a few signaling intervals, 

but varies independently from one block to the next.  

Another important factor is the distribution of the random channel matrix H, 

which are assumed to be iid. If the antennas are placed far enough apart, it is 

valid to assume that the coefficients hij are independent. Regarding fading, each 

hij is assumed to be a complex, zero-mean, circularly symmetric Gaussian 

random variable of unit variance, which is named as Rayleigh channel. Other 

possible channels are Ricean where a line of sight path is assumed or Nagakami 

in which instantaneous receive power is Gamma distributed (Duman and 

Ghrayeb, 2007; Tse and Viswanath, 2005). 

1.6. MOTIVATION  

Though spatial multiplexing provides high data rates, the decoding 

algorithms suffer from high complexity, variable throughput or poor 
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performance. The popular tree searching algorithms for decoding perform well 

in the high SNR regime, since the symbols detected first will be more reliable 

and the effect of error propagation will less. But in the low SNR regime, the 

effect of error propagation will be prominent, which will affect the detection of 

higher layers and performance will be poorer. The lattice reduction aided 

detection requires transformation of the system before detection to obtain a 

better conditioned channel matrix. Channel coding schemes are often employed 

to achieve the desired bit error performance but results in rate reduction and 

coding-decoding complexity.  Low complexity coding and detection in SMX 

systems with acceptable rate and error performance need further investigation. 

Spatial multiplexing is preferred only when the rate is of prime 

importance as it is energy consuming and requires inter antenna 

synchronization and large number of receive antennas for low complexity 

detection. On the other hand, energy efficient systems like spatial modulation 

suffers from low transmission rates and lack of transmit diversity gain. High 

rate in SM is achievable with only large number of transmit antennas or higher 

modulation schemes, both of which results in performance degradation. 

Diversity in SM either requires more than one transmit antenna, complex 

coding or multiple time slots, and inherent advantages of the system is lost. 

Some of the systems reported achieves transmit diversity with single active 

antenna but are applicable to limited number of transmit antennas or require 

higher bandwidth (BW). SM Systems with transmit diversity and high rate 

without losing the advantage of single active antenna per time slot are to be 

developed considering the energy efficiency requirement of future mobile 

systems. 

A trade off among the above two systems which offers acceptable rate 

and energy efficiency is the GSM system in which more than one transmit 
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antenna will be activated at each instance of time. This enables diversity 

and/or spectral /energy efficiency trade off, and removes the restriction in SM 

that the total number of antennas should be a power of two. The drawbacks of 

GSM are the detection complexity and large number of receive antennas 

required. Though transmit diversity is implemented by activating more than 

one antenna in systems like space time block coded spatial modulation (STBC-

SM), but the multiplexing gain is lost (Basar et al., 2011). Another system 

reported provides switching between spatial multiplexing and diversity (Heath 

and Paulraj, 2005). Considering that there will always be data that require high 

quality and data with a quality compromise possibility, amalgamation of both 

in GSM is a promising option for high rate and QoS requirements in emerging 

5G systems. 

1.7. OBJECTIVES OF THIS WORK 

The objective of this work is to develop coding and decoding methods 

for MIMO systems that are having acceptable rate and error performance, with 

affordable computational complexity. Specifically,  

• To develop low complexity coding and detection schemes that will 

improve the BER performance of spatial multiplexing systems, by 

means of reducing the probability of error propagation in tree search 

algorithms.  

•  To introduce transmit diversity in SM without sacrificing its inherent 

advantages of no ICI and synchronization requirements and without 

reducing the achievable rate.  

• To incorporate diversity in GSM along with a multiplexing gain and to 

develop low complexity decoding method for the same.  
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• To design a rate configurable system, where there is an option for 

performance-rate trade off with the same number of active antennas, 

which is a good choice for next generation systems. 

1.8. WORK DONE 

Below we give an overview of the work done to develop rate and 

reliability optimized coding schemes for conventional as well as energy 

efficient MIMO systems. 

• For spatially multiplexed MIMO systems, a method for reducing the 

computational complexity with the aid of parity information sent 

through one of the transmitted symbols is developed. The proposed tree 

search method utilizes QR decomposition of the channel matrix and 

only one candidate is kept at each level of tree decomposition, which 

reduces the computational complexity. The probability of error in the 

selection of the candidate to be retained at each level is kept to a 

minimum with the aid of parity information, which also reduces 

probability of error propagation.  The BER performance of and 

complexity of the proposed system is compared with traditional QRD-

M both for uncoded and coded systems.  

• For energy efficient SM- MIMO, a transmit diversity scheme based on 

Weyl group encoding is introduced, where the information bits are 

encoded into matrices that belong to a coset of Weyl group first and the 

columns of these matrices are mapped onto the constellation as a 

second step. The advantage obtained here is that only one antenna will 

be active during a time slot, and single stream ML decoding is possible. 

This Weyl group encoded transmission in SM (WET-SM) achieves 

second order transmit diversity without any rate reduction or bandwidth 
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enhancement. The decoding complexity and BER performance is 

compared with other state of the art diversity schemes for SM.  

• Next, we combined space time coding and spatial multiplexing with 

GSM to develop an energy efficient transmission method that is 

suitable for emerging large scale MIMO scenario. The proposed 

diversity embedded SM (DESM) provides required QoS for a high 

priority data and at the same time maintains a fair transmission rate by 

spatial multiplexing of a low priority data. Only limited feedback is 

required and the system can be configured for different diversity/non-

diversity stream rates, as per the required QoS. As different from other 

schemes that utilize space time block codes for diversity, this does not 

impose any restriction on the number of active antennas. Utilizing 

some peculiarities of the channel matrix of the system, a QR 

decomposition based detection method that requires only four 

receiving antennas is shown to have good performance. The detection 

complexity of the proposed system is compared with some well-known 

GSM detection schemes, for reasonable number of transmit and active 

antennas. The effect of incorporating diversity on the rate of the system 

is also analysed. 

•  To further improve the performance of GSM, a link adaptation 

technique using code puncturing is applied. We considered a coded 

system that uses rate compatible punctured convolutional codes (RCPC) 

and analysed the performance. An antenna grouping method based on 

the CSI feedback from the receiver is used to adjust the transmission 

rate. The system is analysed with half rate convolutional mother code 

and for different puncturing lengths.   
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1.9. ORGANISATION OF THE THESIS 

The rest of the thesis is organized into chapters as follows:  

Chapter 2 gives a review of the coding and detection methods in spatial 

multiplexing, spatial modulation and generalised spatial modulation systems. 

Diversity schemes available for different MIMO systems and adaptation 

techniques are also presented. We have included most of the works that are 

relevant to our topic. 

Chapter 3 proposes a method for performance improvement in spatial 

multiplexing systems. The method is based on QR decomposition of the 

channel matrix and the simple technique of parity information of the bit stream 

transmitted. Along with a performance improvement, it also reduces the 

complexity in detection. Simulation results are given to compare the 

performance of the proposed method with some detection methods in literature, 

in terms of BER and computational complexity. 

Chapter 4 presents the Weyl group encoded transmission in SM, which 

increases the performance without rate reduction. Theoretical analysis of error 

performance and capacity is given to support the claims, and simulations are 

given to compare the theoretical and simulated values. The BER performance 

and complexity are compared with that of some diversity schemes in SM. 

Chapter 5 presents a method to incorporate diversity and maintain fare 

transmission rate in GSM. A low complexity detection scheme that requires 

minimum number of receive antennas is also presented. The proposed system 

is shown to have very good error performance and the  possibility to configure 

rate in various ways is also illustrated.  

Chapter 6 analyses the performance of a GSM system in which link 

adaptation is done using RCPC codes.  The system throughput and BER 
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performance are analyzed for various channel selection and puncturing 

schemes, using half rate convolutional code as the mother code. 

Chapter 7 concludes the thesis with a brief discussion on the drawbacks of 

our methods and possible extension of our work in future. 

****** 
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In this chapter, we present a brief review of the works done so far by 

various researchers in the area of MIMO coding and detection, concentrating 

mainly in spatial multiplexing and spatial modulation. MIMO technology 

exploits the spatial domain along with the conventional time and/or frequency 

domain to turn multipath fading beneficial rather than destructive, and improve 

the performance or rate at no cost of extra spectrum (Mietzner et al., 2009). 

But, meeting the conflicting requirements such as low bit error rate, low power 

consumption, low decoding complexity and high data rates is rather difficult 

and makes MIMO system design challenging. Spatial multiplexing (SMX) 

provides high data rates, but antenna synchronization requirements and signal 

processing complexity arises practical implementation problems (Paulraj and 

Kailath,1992). Spatial modulation (SM), in which out of the available antennas, 

only a limited number is activated at a time is a low complexity solution to 

these problems achieved at the cost of rate reduction (Di Renzo et al., 2014). A 

generalisation of the scheme, namely Generalised Spatial Modulation (GSM) 

provides an appealing compromise with energy efficiency and rate of 

transmission (Younis et al., 2010). Channel conditions play an important role 

in MIMO system performance and to combat this, link adaptation in which 

transmission parameters are dynamically adjusted is applied in all the above 

systems and is crucial. We review the important coding schemes and detection 

algorithms in these areas that are related to our work. A comprehensive review 

is not intended, because of the large volume of works available.  
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The review is organized in the following manner. Starting from the 

evolution of MIMO with the spatial multiplexing system, developments such as 

spatial modulation and generalized spatial modulation are explored. Emphasize 

is given to low complexity decoding methods in these areas and reliability 

enhancement. Finally, link adaptation schemes are reviewed. 

2.1 SPATIAL MULTIPLEXING  

The spatial multiplexing system, first proposed in 1992 by Paulraj and 

Kailath, transmits multiple signals through all the available transmit antennas 

and hence offers high data rates. Following that, the Bell lab’s layered space 

time architecture (BLAST) system is proposed by Foschini in 1996 that 

achieves bit rates approaching 90% of outage capacity. To ensure a certain 

error performance, channel coding is applied in BLAST in the following ways. 

In horizontal coding (H-BLAST), the channel coding is done separately for 

each data stream. In vertical coding (V-BLAST), the channel coding is 

performed first and then the stream is demultiplexed, modulated and 

transmitted through different antennas.  A combination of these, called 

diagonal coding (D-BLAST) performs the encoding for each layer separately, 

but the antennas selected for sending the layers are changed in a modulo-M 

fashion (Foschini, 1996). It is theoretically proved that, with spatial 

multiplexing, the capacity of a MIMO system grows linearly with minimum of 

transmit and receive antennas (Foschini and Gans, 1998; Teletar, 1999). The 

first real time V-BLAST demonstrator was equipped with 8 transmit and 12 

receive antennas and achieved high bit rates as envisaged theoretically 

(Golden et al., 1999).  

There are several detection algorithms for SMX systems that tradeoff 

performance and complexity. The maximum likelihood detection (MLD), 



Coding and Detection in Mimo Systems - A Review 

21 

which performs an exhaustive search over all possible candidate vectors gives 

optimum performance, but complexity is prohibitively high (Van Nee et al., 

2000).  Linear receivers like zero forcing (ZF) and minimum mean square error 

(MMSE) are having low complexity but the error performance is poor. 

Successive interference cancellation (SIC) is a popular method of detection in 

V-BLAST systems proposed by Wolniansky et al. (1998).  SIC technique is 

sub-optimum in terms of the error probability and channel ordering based on 

SNR is usually adopted to improve the performance. ZF or MMSE method can 

be used as a nulling step first and then the layer with largest SNR is estimated, 

treating all other layers as interference. Then the influence of the detected layer 

is subtracted from the received signal and nulling is performed again, before 

detecting the second layer. This process is continued till all the layers are 

detected. An example of the scheme is that proposed by Liu and Liu (2008). 

The corresponding SIC detections are known as ZF-SIC and MMSE-SIC, 

respectively. To make the SIC detection less complicated, a more 

computationally efficient detection can be realized with the assistance of QR 

decomposition (Böhnke et al. (2003); Zhang et al. (2005)). The drawbacks of 

SIC are error propagation and that only partial diversity gain can be achieved. 

For these two reasons, the performance of SIC detection shows a significant 

gap from that of the ML detection. Recently, an improved SIC algorithm using 

multiple feedback is proposed by Mandloi et al. ( 2017), having  near-optimal 

performance. 

To alleviate the computational complexity of the conventional full 

search ML decoder while maintaining the optimal BER performance, the 

sphere decoding (SD) principle is applied. This is based on the algorithm for 

calculating vectors of short length in a lattice at a reduced complexity proposed 

first by Fincke and Pohst in 1985.  Schnorr and Euchner (1994) proposed a 
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more efficient variation of the Fincke-Pohst SD algorithm based on the lattice 

basis reduction philosophy and represent a popular solution to the MIMO 

detection problem. Viterbo and Boutros (1999) applied the SD algorithm to the 

ML detection of multidimensional constellations transmitted over single-

antenna. SD for MIMO has been proposed and analyzed by Damen et al. 

(2000), which is based on Fincke Pohst algorithm. By searching over only the 

lattice points lying inside a hypersphere centered at the received signal point, 

SD reduces the search space and consequently the required computational 

complexity. Chan and Lee (2002) modified the sphere decoding algorithm such 

that the performance is relatively insensitive to the initial choice of sphere 

radius. One of the drawbacks of these methods is that the application is 

restricted to real valued systems. Hochwald and Brink (2003) extended the 

sphere decoding algorithm to complex valued systems applying Cholsky 

factorization. Three types of SD are reported-the breadth first, depth first and 

best first.  The Fincke Pohst algorithm is a depth first search. The breadth first 

signal decoder (Kang et al., 2008) searches the closest lattice point based on a 

breadth-first search method, and is shown to exhibit a lower computational 

complexity than the depth first SD. Nonetheless, it seems that it does not 

provide sufficient complexity reduction when the size of signal constellation is 

large. Shen et al. (2010) presented a best first tree-searching approach that 

combines the features of classical depth-first and breadth-first approaches to 

achieve close to ML performance while minimizing the number of visited 

nodes. 

The required computations in SD are highly dependent on the received 

SNR, and results in variable throughput. Addressing this issue, a fixed 

complexity SD has been proposed by Barbero and Thompson (2006). To 

achieve near ML performance, this requires iterative column ordering and extra 
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computations. Rachid and Daneshrad (2009) presented an iterative sphere 

decoding algorithm based on a constrained metric-first search. The search 

strategy minimizes the number of required iterations as well as the variation in 

the number of iterations. Further complexity reduction is achieved through the 

use of a simplified distance norm and sorted QR-decomposition.  

A reduced complexity SD is proposed by Azzam and Ayanoglu (2007) 

in which decoding the real and imaginary parts of every jointly detected 

symbol is done independently of each other, using a new lattice representation.  

A probabilistic sphere decoding proposed by Shim and Kang (2008) reduces 

the complexity by adding a probabilistic noise constraint on top of the sphere 

constraint. At an early stage itself, branches unlikely to be survived are 

removed and a parameter called pruning probability allows tradeoff between 

the performance and complexity. A complexity improved sphere decoding 

method using PSK modulations is proposed by Castillo León et al. (2012). This 

method prevents the errors caused by QR decomposition by mapping the area 

of search by phase angle and is claimed to have low complexity and good 

performance. The results presented are only for two transmit and receive 

antennas and BPSK constellation. As a latest work, Jang et al. (2017) proposed 

circular sphere decoding (CSD) which is applicable to MIMO systems with 

arbitrary 2-D constellations. 

A computationally inexpensive, fixed throughput algorithm is proposed 

by Wong et al. (2002), known as K-best tree search. It can be easily 

implemented in a pipeline manner, but to get ML performance, a high value of 

K is needed and hence complexity is higher. Guo and Nilsson (2006) presented 

a method to reduce the required value of K, but complex preprocessing such as 

matrix inversion is needed. An adaptive reduced complexity K-best decoding 

algorithm utilizing the winner path extension scheme is proposed by Shen and 
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Eltawil (2010) which requires a smaller K. The performance is comparable 

with SD but the throughput is variable. 

Choi et al. (2010) proposed a low-complexity detection technique 

referred to as a reduced dimension maximum-likelihood search. The search 

space is restricted to a partitioned symbol space and the resulting performance 

loss is compensated by an algorithm which is an extension of sphere decoding. 

Also, re-computation of the metric for a set of weak symbols ignored earlier for 

each strong symbol candidate found during the first search is done. 

A detection method using adaptive hybrid tree search is proposed by Lai 

et al. (2011) in which the search tree is expanded in the breadth first manner 

until a specified threshold is achieved and then the depth first search is 

employed. It utilizes the diversity of the higher layers as the tree is expanded 

and maintains detection performance at reduced complexity. 

Another tree search method having fixed complexity is the QRD-M 

algorithm ( Kim and Yue (2002); Kim and Iltis (2002)). M is the number of 

surviving branches selected based on the smallest accumulated squared 

Euclidean distance, which is the key parameter to determine the tradeoff 

between performance and complexity. With properly chosen M, QRD-M 

algorithm can achieve comparable performance to that of the ML detection 

with a complexity of the same order as that of the SIC. 

An ill-conditioned channel matrix may result in significant degradation 

in the performance of MIMO detection. MMSE based QRD-M (MQRD-M) 

algorithm (Sun et al., 2006) can effectively deal with this problem, but it is 

highly complex in computing QR factors of the augmented channel matrix. In 

addition, when the number of candidates is insufficient, the performance of the 

MQRDM and QRD-M algorithms degrade considerably. 
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Jeon et al. (2006) introduced an algorithm using partial decision 

feedback that reduces the complexity of conventional QRD-M.  At each stage, 

a threshold is set based on the smallest accumulated metric and the survival 

branches are those which have accumulated metrics smaller than this threshold. 

It leads to reducing the number of branches to be searched at each stage.  

Detert (2007) proposed a reduced complexity QRD-M algorithm based 

on diagonal loading preconditioning (DLP) to mitigate the impact of weak 

main diagonal elements of the channel matrix, and by pruning unnecessary 

branch computations. Another low complexity detection method is the adaptive 

parallel and iterative QRD-M algorithms proposed by Hui et al. (2012).  

Kim et al. (2010) proposed an algorithm that attains ML performance 

with much less complexity based on the minimum mean square error (MMSE) 

criterion. The search space is reduced by excluding unreliable candidates 

utilizing a probability metric that evaluates the reliability with the normalized 

likelihood functions of each symbol candidate. A threshold parameter is 

introduced to tradeoff between complexity and performance. An efficient way 

of generating the log likelihood ratio (LLR) values which can be used for coded 

systems is also proposed. Kim et al. (2012) proposed an algorithm to alleviate 

the performance degradation due to an inaccurate LLR of QRD-M when the 

number of candidates is insufficient. This algorithm obtains soft information of 

MMSE equalization efficiently and the optimal weighted combining method 

used derives a more reliable clipping value from the soft information.  

2.2 SPATIAL MODULATION 

Though Spatial Multiplexing provides high data rates and signal 

processing complexity can be reduced using the various methods above, 

antenna synchronization requirements and the overall energy consumption 
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raises practical implementation problems. This has led the current MIMO 

research towards maximizing the energy efficiency. Spatial modulation (SM), 

in which out of the available antennas, only a limited number is activated at a 

time is a low complexity solution to this (Di Renzo    et al., 2014).  

Spatial modulation was first proposed by Chau and Yu in 2001, known 

as space shift keying (SSK). It is a two antenna system in which one antenna is 

active all the time and the other one is activated depending on the information 

bit and achieves one bpcu rate. They also combine spatial information and 2-

PSK modulation to achieve 2 bpcu rate. A multi-antenna modulation scheme is 

proposed by Haas et al. (2002) that  activates only one transmit antenna out of 

the available antennas during each time slot and information bits equal to the 

number of transmit antennas are multiplexed orthogonally and transmitted. 

Two years later in 2004, Song et al. proposed a ‘‘channel hopping technique,’’ 

which is exactly known as SM MIMO today. This scheme transmits one of the 

two information streams using PSK/QAM and the second implicitly by 

activating a single transmit antenna. In 2005, Mesleh et al. independently 

proposed the above modulation scheme to develop an ICI-free multi-antenna 

modulation system. In 2006, the same authors further explored the scheme and 

used the terminology ‘‘spatial modulation’’ for the first time to identify this 

encoding mechanism. Yang and Jiao(2008) proposed a similar scheme namely 

information guided channel hopping (IGCH). The SSK concept originally 

proposed is generalized to arbitrary number of transmit antennas by Jeganathan 

et al. (2009). This encoding scheme, known today as SSK–MIMO, uses only 

the spatial-constellation diagram to transmit the information bits.  

The SM/SSK encoding schemes require that the number of TAs is a 

power of two. The generalized SSK schemes remove this restriction, but 

activating more than one transmit antenna has the associated problems of 
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higher decoding complexity and increased power consumption in the RF 

chains, which are to be addressed. This problem is avoided in the non-integer 

based encoding mechanism proposed by Serafimovski et al. (2010), which 

relies on the application of modulus conversion to achieve fractional bit rates. 

The main drawback of this solution is the presence of an error propagation 

effect. This issue is solved by Yang and Aissa (2011) using a bit padding 

method. The idea is to map different bit lengths onto the indices of the TAs and 

then to use padding techniques for avoiding error propagation. This approach 

can be used for arbitrary numbers of TAs without error propagation. 

The performance analysis of SM–MIMO by Handte et al. (2009) for 

transmission over various fading channel models has revealed that no transmit-

diversity gains can be expected. So, new encoding methods are developed that 

offer the advantage of diversity along with low decoding complexity. Basar et 

al. (2011) combine the SM–MIMO and the Alamouti scheme to exploit the 

second-order diversity of the Alamouti code and multiplexing gain of SM. A 

pair of transmit antennas chosen from a spatial constellation diagram transmits 

the Alamouti code using two time slots. To ensure second order diversity and 

maximum coding gain, rotation angles are introduced and optimized. The 

scheme offers a normalized rate higher than one and ML optimum performance 

with single-stream decodability.  

Sugiura et al. (2010a)  introduced a transmit diversity scheme in which 

the information bits are spread using  space- time matrices called dispersion 

matrices , which can be optimized for the desired performance. The rate 

limiting factor in this scheme is the number of dispersion matrices available, 

rather than the number of transmit antennas. The achievable transmit diversity 

is the minimum of the number of transmit antennas and the number of time 

slots.  
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Yang et al. (2011) proposed transmit-diversity schemes for SSK–MIMO 

with a single active TA per channel use. The encoding scheme utilizes ௦ܰ time 

slots and the achievable transmit-diversity order cannot be higher than ௧ܰ െ 1 

if the number of TAs is higher than two. For ௦ܰ ൑ ௧ܰ െ 1, transmit-diversity 

order equal to ௦ܰ  is achieved if specific conditions and bit-to-antenna mapping 

functions are followed. If  ௧ܰ ൌ 2, a closed-loop scheme that provides second 

order transmit diversity is illustrated based on phase rotations. 

Di Renzo and Haas (2011b; 2013) proposed a transmit-diversity scheme 

without rate reduction for SSK–MIMO and SM–MIMO communications that 

exploits the concept of time-orthogonal shaping filters. This TOSD–SSK–

MIMO is capable of providing second-order transmit diversity, while using a 

single time-slot transmission and a single active antenna. The TOSD principle 

is generalized then by combining with OSTBCs for achieving transmit-

diversity gains higher than two and for application to SM–MIMO 

communications. The adoption of time-orthogonal shaping filters facilitates 

ML-optimum single-stream decoding performance at a low complexity, but at 

the cost of increased bandwidth.  

Rajashekar and Hari (2012b) designed an open-loop transmit-diversity 

scheme for SM–MIMO communications that has the beneficial property of 

providing transmit-diversity gains with the aid of a single active TA element. 

The proposal is based on the so-called complex interleaved orthogonal design 

(CIOD), which refers to a class of symbol-by-symbol decodable codes that 

offer full rate (one complex symbol per channel use) for MIMO systems having 

up to four TAs. The authors combine SM with CIOD and prove that the 

proposed scheme guarantees second order transmit diversity and the same rate 

as SM MIMO. This is achieved using a two-slot transmission scheme and by 

introducing phase rotations for the sake of guaranteeing full diversity. 
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Furthermore, the authors propose a low complexity decoding scheme. To 

achieve the same rate as SM, the required transmit antennas is increased by one 

and the scheme is not extended to more than four transmit antennas.  

The original demodulation algorithm proposed for SM MIMO by 

Mesleh et al. (2008) is a two-step process that estimates the active antenna 

index and the transmitted symbol separately. It is suboptimal and is affected by 

high sensitivity to errors in demodulating antenna index.  Jeganathan et al. 

(2008b) developed the ML-optimum demodulator for SM MIMO, and showed 

that some performance improvements can be expected compared to the 

suboptimal demodulator. But this joint decoding increases the complexity of 

detection. A signal vector based detection scheme having near ML performance 

is proposed by Wang et al. (2012a), that provides significant reduction in 

complexity especially for higher order constellation. Rajashekar and Hari 

(2012a) proposed an ML optimum demodulator for SM MIMO applicable to 

either square or rectangular lattice constellations such as QAM, whose 

complexity is independent of the size of the signal constellation diagram. 

Without searching through the signal constellation diagram, hard limiting is 

performed directly on the received signal and to further reduce the complexity 

of demodulating the spatial constellation diagram, SD is applied. Yu et al. 

(2012) proposed a low-complexity demodulator for SSK-MIMO systems based 

on the compressive sensing (CS) principle, which is especially suitable for 

large-scale MIMO with only a few active antennas. Younis et al. (2013) 

proposed two low-complexity demodulation schemes based on the SD 

principle, namely the Rx-SD and Tx-SD, which aim for reducing the search 

space of the number of RAs and TAs respectively. Via a proper choice of the 

parameters, it is shown that both demodulators provide a substantial reduction 

of the computational complexity, while retaining the same performance as ML-
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optimum decoding.  Xu et al. (2013) developed a decoding algorithm that 

allows separate decoding of the spatial and signal constellation diagrams, while 

taking into account their correlation. The authors proposed both hard and soft 

decision solutions, and showed that the optimal performance can still be 

retained, despite its low demodulation complexity. 

2.3 GENERALISED SPATIAL MODULATION 

Compared to the spatial multiplexing system, the above spatial 

modulation techniques have low rate. Jeganathan et al. (2008a) extended the 

SSK-MIMO principle by allowing more than one transmit antenna to be active 

in every channel use and by encoding the information bits onto various 

combinations of multiple active transmit antennas.  For the same number of 

transmit antennas, the rate can be improved at the cost of performance loss and 

increased number of RF chains. This modulation scheme is referred to as 

GSSK now. Younis et al. (2010) combine the SM-MIMO and GSSK-MIMO 

concepts to further improve the achievable spectral efficiency. The proposed 

modulation scheme is termed as GSM-MIMO. The main idea is to modulate 

the information bits onto both the signal constellation diagram and 

combinations of multiple active TAs. The transmission is free from ICI but 

results in higher decoding complexity. Block mapping spatial modulation 

(BMSM) proposed by Qu et al. (2011) is another multi antenna activated 

system that maps the information bits to different combinations of transmit 

antenna indices and distinct constellation symbols for achieving high rates. 

Wang et al. (2012b) combined SM MIMO with spatial multiplexing for further 

increasing the rate at the cost of adding ICI and increasing the decoding 

complexity. The main idea of this MA-SM scheme is to allow the transmission 

of multiple symbols of the signal constellation diagram during the same channel 

use, and at the same time to encode some bits onto the indices of the active TAs.   
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These modified SM and SSK schemes such as  GSSK, GSM, MASM 

etc. in which more than one transmit antenna will be activated at each instance 

of time enables diversity and/or spectral /energy efficiency trade off, and 

removes the restriction on the total number of antennas. The STBC-SM system 

(E. Basar et al., 2011), pointed out in Section 2.2 is an example, which 

activates two antennas during a time slot and  combines SM with space time 

block coding. Ntontin et al. (2013) proposed a diversity scheme suitable for 

the GSSK modulated MISO systems, denoted as adaptive GSSK (AGSSK) 

that achieves full transmit-diversity for fewer number of transmit antennas 

without reducing the achievable rate. For higher number of transmit antennas 

and rates, the performance of this scheme degrades due to smaller average 

minimum Euclidean distance. Time-orthogonal shaping filters are utilized to 

alleviate this, and transmit-diversity greater than the number of active antennas 

is achieved but requires higher bandwidth.  Genaralised space-time shift 

keying (G-STSK)  scheme based on dispersion matrices in conjunction with 

PSK/QAM modulation is proposed by Sugiura et al.(2011b), in which 

activating a particular  dispersion matrix provides an implicit means of 

conveying information bits and the system can be configured in various mimo 

modes such as SSK,STBC, BLAST etc.  

Activating more antennas at the same time increases the receiver design 

complexity. In GSM, spatial and signal constellations are not independent and 

cannot be separately detected, without affecting performance. Along with this, 

decoding information from the entire possible antenna combinations require 

searching over a large signal space and optimum ML decoder is prohibitive. 

General linear decoders like ZF and MMSE for MIMO, which are having low 

complexity, lose this advantage when applied to GSM (Wang et al., 2012b). 

Considering the above factors, linear as well as nonlinear decoders for GSM, 
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with varying performance and complexity are proposed.  An ML group 

decodable receiver proposed by Cal-Braz et al. (2013) is particularly designed 

for 4 transmit and 2 active antennas and apply ML detection rule to partitions 

of received block. First, zero forcing equalization of received signal is 

performed and then partitioning is done by a linear transformation. However, 

ZF detection may cause noise amplification with additive white Gaussian 

noise and the performance will degrade. Xiao et al.  (2014) proposed an 

ordered block MMSE (OB-MMSE) detection that sorts all the potential 

transmit antenna combinations (TAC) according to an ordering scheme and 

then apply conventional MMSE. Ordering plays an important role and there is 

high computational complexity in computing the weights for each TAC. An 

improved version of this scheme (Chen     et al., 2015) uses the concentrated 

ML distance metric (CEML) to generate better ordering results and an 

algorithm is developed to avoid redundant computations for reducing the 

complexity. The nonlinear detector developed for GSM by Cal-Braz and 

Sampaio- Neto (2014) is an extension of sphere decoding approach to SM, and 

the results presented for computational complexity are only for small number 

of transmit and receive antennas. Projection based detector presented by Wang 

et al., (2012b) separate antenna set detection from symbol detection and Cal-

Braz and Sampaio- Neto (2015) uses a projection filter bank that sorts all valid 

antenna combinations in terms of the projection magnitudes. For both, the 

complexity is high due to the projections required for each TAC.  Layered 

message passing algorithm presented by Narasimhan and Chockalingam (2016) 

is having low complexity. All these detection schemes require either ௥ܰ	 ൐		 ௧ܰ	  or the best results require that condition. Recently, a K-Best sphere 

decoding for soft detection of GSM considering the null space is proposed by 

Zheng et al. (2017) that keep the same complexity irrespective of SNR. 
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2.4 ADAPTIVE SPATIAL MODULATION 

A method for achieving low bit-error rate (BER) and high spectral 

efficiency is by adjusting transmission parameters such as modulation order 

and coding scheme dynamically according to channel conditions, which is 

called link adaptation. Due to the existence of different spatial signalling 

techniques, the number of adaptation modes and the amount of feedback 

information required is high in MIMO systems and designing adaptation 

schemes is challenging. (Chae et al.,  2010).  

MIMO systems that exploit time and frequency parameter changes for 

adaptation are well explored (Keller and Hanzo, 2000). Some of these schemes 

increase the throughput for a fixed error rate and the others reduce the error 

rate for a fixed transmission rate (Chae et al., 2010). Throughput based 

techniques utilize robust modulation and coding schemes (MCS) when the 

channel condition is poor and as the channel quality improves, switches to 

higher order MCSs. Diversity based methods improve the error performance 

by selecting the MIMO transmission modes that offer higher robustness to 

fading. (Chae et al., 2004; Heath and Paulraj, 2005; Forenza et al., 2005). 

Another method of rate adaptation is code puncturing, if the system employs 

channel coding. This technique is applied in V-BLAST spatial multiplexing 

systems using RCPC codes and is shown to have better bandwidth efficiency 

without much degradation in performance (Sari et al., 2009; 2010) 

Only a few works have been reported in SM and GSM. Yang et al. 

(2011) proposed an adaptive SM scheme to achieve better system performance 

for a fixed data rate based on a modulation order selection criterion (MOSC). 

Furthermore, the spatial information conveying the mode of SM is utilized to 

reduce the complexity of the proposed algorithm. 
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Yang et al. (2012) developed link-adaptation schemes for spatial 

modulation systems based on the adaptive modulation (AM) and transmit 

mode switching (TMS) techniques. An optimal hybrid SM (OH-SM) scheme 

that jointly uses both AM and TMS techniques is first developed to efficiently 

utilize the channel resources. In   OH-SM, the transmit mode is jointly adapted 

with modulation orders according to the channel condition. A suboptimal 

hybrid SM scheme, termed as concatenated SM(C-SM), is also proposed that 

exploits the multistage adaptation strategy to balance the trade-off between 

computational complexity and performance.   

Mthethwa and Xu (2012) applied adaptive modulation to SM for 

maximizing the average throughput using the first-order statistics SNR and the 

average statistics SNR. Theoretical BER bounds are found for both the 

approaches and M-ary QAM switching levels are adaptively determined to 

meet the required BER and maximize the throughput.  

Xiao et al. (2013) proposed a power scaling scheme, PS-SM, for 

improving the SM performance with limited feedback. The scheme is based on 

a scaling factor for weighting the modulated symbols of SM, to enlarge the 

minimal Euclidean distance and thus improve the system performance. The 

scheme is shown to outperform the conventional adaptive spatial modulation 

with the same feedback amount and similar computational complexity.  

Ma et al. (2012) presented an adaptive joint mapping scheme for GSM 

namely AJM-GSM in which the input information bits are jointly mapped to a 

mapping table which indicates both the spatial constellation and the signal 

constellation. The mapping table is updated adaptively according to the 

channel state information, so that the performance of AJM-GSM is superior to 

GSM and SM. 
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2.5 CONCLUSIONS 

The extensive literature review showed the current status of coding and 

detection in MIMO. The spatial multiplexing systems provide high data rates, 

but the detection schemes are either complex or suffer from performance 

degradation. Since the detection of a symbol depends on the previous symbols 

detected, the diversity present in detection of upper layers is advantageous 

only in the high SNR region, where the detection of lower layers is more 

reliable. So, when traded off for complexity, the performance loss is more 

profound in the low SNR region. The other disadvantages are variable 

throughput, degradation of the performance as channel condition number is 

high or complex preprocessing required.  

Apart from ICI and antenna synchronization issues, SMX systems 

suffer from high energy consumption.  Spatial modulation avoids these 

problems, but transmit diversity is an issue. The diversity schemes in SM 

require more than one antenna activation, more time slots of transmission or 

enhanced bandwidth.  Rate reduction compared to SM is another disadvantage 

when diversity is introduced. GSM is a compromise with rate and energy 

efficiency, with an associated increase in detection complexity compared to 

SM. The available degree of freedom in GSM to provide rate and QoS tradeoff 

is not effectively utilized. Also, only a few works are reported in SM and 

GSM systems with link adaptation.  

Based on these observations, we have developed some systems that are 

having fair data rates and reliability, which are explained in the following 

chapters.  

****** 
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Spatial multiplexing systems transmit independent information symbols 

through different antennas, using same frequency and time slot and results in 

higher transmission rate. At the receiver, the transmitted symbols are separated 

by employing an interference cancellation type of algorithm. The maximum 

likelihood detection, which performs an exhaustive search over all possible 

candidate vectors, gives optimum performance, but complexity is prohibitively 

high. Several suboptimal tree search algorithms based on QR decomposition 

are developed that reduce the search space, but with a performance 

degradation, especially in the low SNR region. Examples are sphere decoding 

proposed by Damen et al. (2003) and QRD-M algorithm proposed by Kim and 

Yue (2002). In this chapter, we propose a coding scheme and a tree search 

detection named as QRD-P (QR decomposition and parity aided detection), in 

which parity checking is introduced as a means of reducing the probability of 

error and computational complexity. The coding process encodes the parity 

information of other symbols in one symbol, which is utilized to increase the 

reliability of the candidate retained at each level of tree search, thereby 

reducing the probability of error propagation and improving the performance.  

3.1 INTRODUCTION  

Tree search algorithms based on QR decomposition of the channel 

matrix are utilized by many low complexity detection schemes. Consider the 

MIMO system model given in Section 1.5, with Nt transmit antennas and Nr 
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receiving antennas where Nr  ≥ Nt . The received signal is given by Equation 

(1.1), repeated below for convenience. ࢟ ൌ ࢞ࡴ ൅  (3.1)                  ࢔

where ࢞ = [x1 …  xNt]T  and  	࢟  = [y1 …..yNr]T  are  Nt  x 1 transmit and   Nr x 1 

receive vector respectively. Each entry of ࢞ belongs to a complex constellation 

C, size K of which depends on the modulation scheme.   ࢔ = [݊1 ⋅ ⋅ ⋅ nNr ]T  

represents the complex AWGN vector whose covariance matrix is ߪ௡	ଶ		I, and	ࡴ	 
stands for the  Nr x Nt channel matrix. Assuming a quasi-static fading channel 

model, the fading coefficients are static within a frame of transmitted symbols 

and independent over frames (Duman and Ghrayeb, 2007). 

The maximum likelihood solution of Equation (3.1) is obtained by 

minimization of the metric ‖࢟ െ  ଶ. With QR decomposition of the channel‖࢞ࡴ

matrix,  ࡴ ൌ  is an  Nt x Nt ࡾ is an Nr x Nt   unitary matrix and ࡽ ,where ,ࡾࡽ

upper triangular matrix.  

Premultiplying Equation (3.1) by ࡴࡽ gives ࢟ࡴࡽ ൌ ࢞ࡾࡽࡴࡽ ൅  (3.2)            ࢔ࡴࡽ

Since Q is unitary,  ࡽࡴࡽ ൌ  So, Equation (3.2) can be reduced to  .ࡵ

෥࢟   ൌ ࢞ࡾ ൅  ෥                                           (3.3)࢔

where  ࢟෥ =	࢟ࡴࡽ and  ࢔෥ = ࢔ࡴࡽ  are the transformed receive and noise vectors 

respectively, whose statistical properties are not altered as Q is unitary. On 

expanding,  

൦ ෤ே೟൪ݕ⋮෤ଶݕ෤ଵݕ ൌ 		 ێێۏ
ଵଵݎۍ ଵଶݎ … ଵே೟0ݎ ଶଶݎ … ଶே೟0	ݎ 0 … ௞ே೟0ݎ 0 … ۑۑےே೟ே೟ݎ

ې 	 ൦ ே೟൪ݔ⋮ଶݔଵݔ ൅ 	 ൦ ෤݊ଵ෤݊ଶ⋮෤݊ே೟൪      (3.4)  
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From Equations (3.3) and (3.4), the ML solution of Equation (3.1) is equivalent 

to the minimization of the metric ‖࢟෥ െ ଶ‖࢞ࡾ ൌ ∑ หݕప෥ െ ∑ ௜௝ே೟௝ୀ௜ݎ ௝หଶே೟௜ୀଵݔ                                          (3.5) 

where ݕప෥  represents the ith  element of vector ࢟෥,  rij  denotes the (i,j)th element of 

the matrix R, and xj  is the jth  element of vector x. Equation (3.5) can be 

represented by a tree structure as follows.  

෥࢟‖	 െ ଶ‖࢞ࡾ ൌ ቚݕ෥ܰݐ െ ቚଶݐܰݔݐܰݐܰݎ ൅ ቚݕ෥ܰݐെ1 െ െ1ݐܰݔെ1ݐെ1ܰݐܰݎ െ ቚଶݐܰݔݐെ1ܰݐܰݎ ൅																													……………	൅		 หݕ෤ଵ െ ଶݔଵଶݎଵെݔଵଵݎ		 	……………െݎଵܰݐܰݔݐหଶ   (3.6) 

Each term in Equation (3.6) represent the branch metric at each level, 

and the path metric is the sum of the branch metrics.  The metric calculation 

and detection starts by estimating ݔே೟  in the first term. There is no interference 

caused by any other ݔ௜	since the ௧ܰ௧௛  row of ࡾ  contains only ݎே೟  , and the 

detection in the following levels depends on the symbols detected in the 

previous levels. 

Sphere decoding and QRD-M are two well-known low complexity 

detection methods for spatial multiplexing systems, which use QR 

decomposition. SD reduces the search space in evaluating Equation (3.5) with 

the assumption that at least one candidate resides in the sphere represented by ∑ หݕ෤௜ െ ∑ ே೟௝ୀ௜	௜௝ݎ ௝หଶே೟௜ୀଵݔ	 ൑ 	ܴଶ                          (3.7)  

where R denotes the initial radius of the sphere. During each step of tree 

search, valid candidates (lattice points) are found which satisfy Equation (3.7) 

and the search space is reduced by adjusting the radius, so that these newly 

discovered points lie on the surface of the sphere. As a result, the detection 

complexity can be reduced because the candidate search is restricted to the 
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lattice points found within the sphere. But due to the ambiguity in selecting the 

initial radius and varying values of radius at each level, the system suffers 

from variable throughput.    

In QRD-M, the search complexity is reduced by keeping only a fraction 

of the entire branches at each level in Equation (3.6) which have the small 

accumulated metric values. .In the first step, which estimates the ௧ܰ௧௛ symbol ݔே೟  , the branch metric หݕ෤ே೟ െ ே೟หݔ	ே೟,ே೟ݎ  is calculated with all possible 

candidates and M candidate symbols are selected with minimum values for  

the metric.  In the following steps, (i =Nt -1, …..1), the candidates for ݔ௝ are 

obtained in QRD-M assuming the symbols ݔே೟  ௝ାଵ are alreadyݔ , ⋅ ⋅ ⋅ ,ே೟ିଵݔ ,

detected in the previous steps and utilizing those M selected candidates.   

However, the complexity of QRD-M is still high for higher modulation 

order and large number of antennas, due to the requirement of retaining M 

candidates at each level. This increase in computational complexity by the 

order of M at each level can be avoided if only one candidate can be retained 

at all levels. If the probability of error in selecting the candidate retained can 

be made minimum, the performance will not be affected and the computation 

at each level will be reduced. In the proposed QRD-P system, the candidate 

retained is selected based on the available parity information, which is having 

high reliability with the coding scheme employed. So, the probability of error 

and complexity of detection are reduced and performance is improved even in 

the low SNR region.   

With the above background on tree searching, first we give a 

theoretical analysis of the dependence of block error probability on the 

detection error of successive symbols. Next we give our coding and detection 

method in QRD-P.  Computational complexity of QRD-P is analysed and 
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simulations are presented to compare the BER performance and complexity of 

QRD-P with that of QRD-M.  

3.2 PROBABILITY OF BLOCK ERROR WITH QR DECOMPOSITION  

As given in Section 3.1, the solution of Equation (3.1) based on QR 

decomposition starts at first level by detecting ݔே೟ , which is free of any 

interference from other symbols as seen from the branch metric หݕே೟ െݎே೟ே೟ݔே೟หଶ  in Equation (3.6).  In the second level, detection of ݔே೟ିଵ	 is 

performed with the known values of ݔே೟. The process continues up to the last 

level and at each level, the symbol decision depends on all the previous 

symbols detected. So, erroneous detection of a symbol in the earlier stages 

increases the probability of error in the subsequent stages. The error 

probability in detecting a block of symbols utilizing QR decomposition can be 

determined as follows. 

If ݔ௞௖   denotes the event that kth symbol is detected correctly and  ݔ௞௘  that 

of error, the probability of correctly detecting a block of ௧ܰ    symbols is given 

by 

௖ܲሺ ௧ܰሻ ൌ ܲ	ሺݔଵ௖	, ௖		ଶݔ		 , ୒೟௖ݔ……… 	ሻ 
 = ∏ ܲሺ୒೟௞ୀଵ	 ௖		௞ାଵݔ		|	௞௖ݔ , ୒೟௖ݔ……… 	) 
 = ∏ ൛1 െ ܲ	ሺx୩ୣ	|		x୩ାଵ		ୡ , ………x୒೟ୡ ൟ୒೟୩ୀଵ                  (3.8) 

The probability that  kth symbol is in error, given all symbols ݔ௞ାଵ ………..ݔே೟   
are detected correctly is  

Pሺݔ௞௘	|		ݔ௞ାଵ		௖ , ே௖ݔ……… 	) = ௘ܲሺ݇ሻ = ܳ ቀோೖఙ ቁ	                                     (3.9) 
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where Q(.) denotes the Q function of the argument and		ܴ௞ is the 		݇௧௛ diagonal 

entry in the R factor of QR decomposition of H matrix (Zhang et al., 2005). 

Substituting in Equation (3.8),		 		 ௖ܲ	ሺ ௧ܰሻ ൌ 	∏ ൬1 െ ܳ ቀோೖఙ ቁ൰ே೟௞ୀଵ                                                         (3.10) 

To illustrate how the block error probability depends on the detection error of 

successive symbols, we consider a system with ௧ܰ ൌ 	 ௥ܰ ൌ 4 , so that R is a    

4 x 4 upper triangular matrix and from Equation (3.9), 

௘ܲሺ4ሻ ൌ 	ܳ ቀ௥రరఙ ቁ	                                         (3.11) 

           	 ௘ܲሺ3ሻ 	ൌ 		ܲሺݔଷ௘	|		ݔସ		௖ 	ሻ		 ൌ 				ܳ ቀ௥యయఙ ቁ				      (3.12) 

The probability of correct detection of a block of two symbols  x4, x3 is  

           	 ௖ܲሺ2ሻ 	ൌ 	 ൬1 െ ܳ ቀ௥యయఙ ቁ൰	൬1 െ ܳ ቀ௥రరఙ ቁ൰				 (3.13) 

By neglecting the product term, the probability of error in detecting a block of      

x4  , x3 is  

௘ܲ௕ሺ2ሻ =1-  ௖ܲሺ2ሻ ≈ ܳ ቀ௥యయఙ ቁ + ܳ ቀ௥రరఙ ቁ  ,                                (3.14) 

From Equations (3.12) and (3.14), it is clear that in detecting the block 

x4, x3 the probability of error is less if x4 is detected correctly. Similarly, in 

detecting a block of three symbols   x4, x3, x2 , the probability of error  if x4 and 

x3 are detected correctly is  

௘ܲሺ2ሻ =    ܲሺݔଶ௘	|		ݔସ		௖ 	, ௖		ଷݔ	 ሻ =	ܳ ቀ௥మమఙ ቁ                                   (3.15) 

whereas if there is an error in detecting x3 or x4 

௘ܲ௕ሺ3ሻ	 ≈ ܳ ቀ௥మమఙ ቁ + ܳ ቀ௥యయఙ ቁ + ܳ ቀ௥రరఙ ቁ                                          (3.16) 
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which is higher. In the last level of detection, 

 ௘ܲሺ1ሻ  = 	ܲ൫ݔଵ௘	ห		ݔସ		௖ 	, ,௖		ଷݔ	 ௖		ଶݔ		 ൯ =	ܳ ቀ௥భభఙ ቁ                                  (3.17) 

	 ௘ܲ௕ሺ4ሻ		 ≈			ܳ ቀ௥భభఙ ቁ ൅ ܳ ቀ௥మమఙ ቁ +ܳ ቀ௥యయఙ ቁ + ܳ ቀ௥రరఙ ቁ                            (3.18) 

From Equations (3.17) and (3.18), we can see that ensuring the correct 

detection of first three symbols detected will minimize the block detection 

error. The proposed QRD-P is an efficient way of ensuring correct detection of 

first three symbols, without any additional computation, as explained below.  

3.3 PROPOSED METHOD OF CODING AND DETECTION  

3.3.1 Encoding 

Parity of the transmitted bit sequence can be effectively utilized for 

reducing the detection error as well as complexity. For example, consider a 

system with ௧ܰ ൌ 	 ௥ܰ ൌ 4  where the transmitted signal vector is represented 

as  ࢞	 = ሾݔଵ			ݔଶ		ݔଷ		ݔସሿ் .  Assuming 16 QAM constellation, ݔ௜			 represent a 

symbol in it and 16 bits are transmitted simultaneously through 4 transmit 

antennas. Among this,	ݔଵ,  ݔଶ		 and  ݔଷ represents the information bits and ݔସ is 

dedicated for parity information. The encoding process is shown in Figure 3.1. 

                     

Fig. 3.1 Block diagram of QRD-P encoding 
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For encoding, the information bit sequence is divided into blocks of 12 

bits and each block is again divided into sub blocks of 4 bits and mapped to 

constellation points as  	ݔଵ , ݔଶ		 and ݔଷ . The parity information of the above 

data is encoded as 	ݔସ	, considering the following matters. 

The first factor to be considered is the selection of the symbols, the 

parity information of which is to be encoded in 	ݔସ so as to minimize the block 

error. Encoding the parity of all the three data blocks corresponding to 	ݔଵ , ݔଶ		 
and ݔଷ   requires three bits and correspondingly there are eight possible 

constellation points for ݔସ . For reducing the probability of error in detecting  ݔସ , the parity encoding is limited to two blocks, so that there are only four 

possible constellation points, and these two blocks are selected as follows. As 

already explained, the probability of error in detecting 	ݔଵ in the last level is 

reduced by the correct detection of	ݔସ,  ଶ, which is also evident fromݔ	ଷ, andݔ	

Equations (3.17) and (3.18). So, it is obvious that 	ݔଶ   and 	ݔଷ   are the two 

symbols whose error is to be minimized using the parity information.  

The second factor is that, 	ݔସ  is the first symbol which is detected 

independently of the other symbols that are sent simultaneously. Since it carries the 

parity information that is to be used for reducing the probability of error in the 

detection of 	ݔଷ and	ݔଶ in the next levels, the correct detection of 	ݔସ	 is essential. 

So, the selection of symbols in the constellation to represent 	ݔସ  is very important. 

Assuming that the same 16 QAM constellation is used for parity and 

information symbols, to encode the four possible values of parity of 	ݔଶ and 	ݔଷ	,  00, 01 10 and 11, four constellation points are to be selected from the 16 

available points. Since the probability of error in detection is inversely 

proportional to the minimum distance between the candidate points, the most 

distant four points on the corners in the 16 QAM constellation, marked as red 
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crossed circles in Figure 3.2 are used to represent  ݔସ . Note that the Euclidean 

distance between these points is 6ඥܧ௦	 √10⁄   where ܧ௦ is the average symbol 

energy, which is three times the distance between adjacent points, and 

probability of error in the detection of ݔସ is reduced proportionally (Proakis, 

2008). The parity information of 	ݔଶ   and 	ݔଷ  obtained from the second and 

third sub blocks of input sequence, represented by ܾସ	 - ܾ଻  and ଼ܾ	 - ܾଵଵ  in 

Figure 3.1 are mapped into these points, as shown in Table 3.1.   

  
Fig.3.2. Mapping of  ݔସ  in  16 QAM constellation 

 

Table 3.1 Mapping of parity information  to  x4 

Parity 
bits 

First two 
bits  of x4 

Representation of 
parity bits in x4 

x4 

00 00 Not inverted 0000
10 00 Not inverted 0010
01 10 inverted 1010 
11 10 inverted 1000 
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The parity information is also utilized to reduce the search space of  ݔଷ 

and  ݔସ . For example, consider the even parity condition. As shown in Figure 3.3, 

points that satisfy even parity are only eight, marked as blue crossed circles.  So, 

instead of searching all over the 16 points of constellation to estimate 	ݔଶ  or 	ݔଷ, 

only these eight points are to be considered, which reduces the required 

comparisons and hence the complexity. The distance between adjacent 

constellation points is  2ඥܧ௦	 √10⁄   , whereas the distance between valid points 

that satisfy parity condition (blue crossed circles) is increased to  ඥ8ܧ௦	 √10⁄   , so 

that error probability is reduced proportionally. 

 
Fig.3.3 Search space with even parity 

The reduction in spectral efficiency due to a symbol utilized for 

sending parity information is affordable, considering the large reduction in 

computational complexity, as will be explained in section 3.4. Considering the 

improvement in bit error rate performance achieved by this simple coding also, 

the spectral efficiency reduction is affordable.   
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3.3.2  Detection 

Here, the detection process in QRD-P formulated for minimizing the 

metric in Equation (3.6) is explained. With  ௧ܰ ൌ 	 ௥ܰ ൌ 4 , Equation (3.6) can be 

rewritten as follows. 

෥࢟‖	  െ ଶ‖࢞ࡾ ൌ ସݕ| െ ସ|ଶݔସସݎ ൅ ଷݕ| െ 	ଷݔଷଷݎ െ ସ|ଶݔଷସݎ ൅ ଶݕ|		 െ 	ଶݔଶଶݎ	 	െ			ݎଶଷݔଷ െ				 ଵݕ|		൅		ସ|ଶݔଶସݎ െ ଶݔଵଶݎ	െ	ଵݔଵଵݎ		 െ 	ଷݔଵଷݎ െ   ସ|ଶ      (3.19)ݔଵସݎ

The branch and path metrics are calculated as follows.  

Step1: In the first level of detection, the metric, say ଵ݂ሺݔସሻ	 =|ݕସ െ  ସ|ଶ isݔସସݎ

calculated to estimate ݔସ . As can be seen, this detection of ݔସ  is independent 

of the interference from the symbols transmitted from other antennas and 

hence can be done independently. In QRD-P, this metric is to be calculated 

only for the four possible candidates of  ݔସ  and here itself there is a 

computational reduction. The candidate that corresponds to the minimum 

metric is selected as the sent symbol. From this, the parity information of the 

symbols 	ݔଶ  and 	ݔଷ are extracted. 

Step2: The second metric, ଶ݂ሺݔଷ	, ଷݕ| = 	ସሻݔ െ ଷݔଷଷݎ െ  ସ|ଶ is calculated withݔଷସݎ

the fixed value of ݔସ  and with only eight possible candidates for  ݔଷ  , which 

satisfy the parity condition. The value of ݔଷ which corresponds to the minimum 

metric is retained. 

Step3: The same process as in step2 is repeated for fixing the value for ݔଶ 

from the metric, 	 ଷ݂ሺ	ݔଶ	, ,	ଷݔ	 ସሻݔ ଶݕ|	=  െ ଷݔଶଷݎ	െ	ଶݔଶଶݎ െ	ݎଶସݔସ|ଶ  , from the 

fixed values of  ݔସ	and		ݔଷ. 

Step4: From the metric, 

ସ݂ሺݔଵ	, ,	ଶݔ ,	ଷݔ	 ସሻݔ 	ൌ ଵݕ| െ ଶݔଵଶݎଵെݔଵଵݎ െ	ݎଵଷݔଷ െ   , ସ|ଶݔଵସݎ
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,	ସݔ  ଵ is calculated having obtained the values ofݔ ,	ଷݔ and		ݔଶ. Here all 16 

possible candidates are considered since no parity information is available. 

The process is illustrated in Figure 3.4. 

                               

Fig. 3.4. Tracing of nodes in QRD-P 

  R is the root node and there are four child nodes in the first level of 

detection, representing the four possible values of  ݔସ  . The node with 

minimum branch metric dmin = min ଵ݂ሺݔସሻ	 given in step1 is selected as ݔସ , 

shown as the red shaded node2 in first level. In the second level which detects  ݔଷ  , there are 8 child nodes 1, 2…..8 to be considered for calculating the 

branch metric that satisfy the parity condition obtained from  ݔସ. The branch 

metrics given in step2 are calculated with these nodes for  ݔଷ and the only one 

node retained in the first level for  ݔସ  . The node that corresponds to the 

minimum metric, shown as shaded node1 in the second level, is fixed as the 

correct symbol for ݔଷ . Similarly in the third level, the eight child nodes with 

correct parity and single nodes retained for ݔସ in the first level and for ݔଷ in 

first level 

second level 

third level 

fourth level 
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the second level are considered for calculating the branch metrics. The node 

retained for ݔଶ in this level is 2, and with the fixed nodes in the previous three 

levels, the fourth level calculates the minimum path metric considering all the 

sixteen nodes and the selected node 2  for ݔଵ completes the path selected finally. 

3.4 COMPLEXITY ANALYSIS 

In this section the computational complexity of QRD-P is compared 

with that of QRD-M. The complexity is computed in terms of the number of 

real additions and multiplications required for computing the metric. However, 

the computations required for matrix transposing and QR decomposition are 

excluded since they are the same for both methods. 

In QRD-P, the number of real multiplications is given by 4ቄ4∑ ݅ ൅ಿ೟షభ௜ୀଵ௄ଶ ௧ܰ ൅ ܲቅ + 2	ቀ	௄ଶ ௧ܰ ൅ ܲቁ, where P is the number of points in the constellation 

representing the symbol with parity information. For example, in the 

illustration in Section 3.3, P = 4. Here the first term accounts for the metric 

calculations and the second term for the norm square operations in Equation 

(3.6). This result directly follows from Equation (3.6) considering that only 

one candidate that satisfies parity condition is retained at each level as 

explained in Section 3.3. Number of additions required is only 2ܲ ൅ܭ∑ ݅	ே೟௜ୀଶ 	 since the path metric summation is only with single candidates 

retained at each level.  

In QRD-M, real multiplications needed is given by 4 ൛൫∑ ݅ ൅ಿ೟షభ௜ୀଵܭሺ ௧ܰ െ 1ሻ൯M ൅ ൟܭ  +2(MK+K ሺ ௧ܰ െ 1ሻ ), with the first and second term 

having the same interpretation as above, and  M is the number of candidates 

retained at each level. The summation of terms in the path metric calculation 

requires  2ܭ൫1 ൅ M∑ ݅ே೟௜ୀଵ ൯ additions (Kim et al., 2010). 
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A comparison of the computations required for detection with 16 QAM 

constellation is shown in Table 3.2. From the table it can be seen that 

compared to QRD-M, with M ൌ 4 , there is a reduction of 74% in the number 

of multiplications and a reduction of 88% in the number of additions. It is also 

clear that for QRD-M, the required additions and multiplications are 

approximately doubled when M is doubled (see the columns for QRD-M in 

Table 3.2), whereas QRD-P requires fixed number of additions and 

multiplications as it retains only one candidate at each level. 

Table 3.2  Comparison of computational complexity of 
QRD-P and QRD-M 

Detection scheme QRDM QRD-P  M=1 M=2 M=4 
Addition 352 672 1312 152 
Multiplication 392 704 1328 344 

  

3.5 SIMULATION RESULTS 

In this section, simulation results are presented to compare the 

performance of QRD-P and QRD-M. The simulations are carried out 

considering MIMO systems with  ௧ܰ ൌ 	 ௥ܰ ൌ 4, ௧ܰ ൌ 	 ௥ܰ ൌ 8, 16 QAM and 

64 QAM constellations, where flat fading Rayleigh channels are assumed. 

Also, different transmit and receive antennas are assumed uncorrelated. For 

QRD-M, the parameter M is set to 1, 2, and 4.  

3.5.1 Performance 

The bit error rates for QRD-P and QRD-M, for a range of SNR values are 

shown in Figure 3.5. As can be seen, even at low values of SNR, QRD-P shows 

an SNR gain of 5dB for same bit error rate, compared to QRD-M, M = 1,  where 
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the number of  computations are approximately the same. With M = 4, where 

there is a large difference in computations, proposed method shows a gain of 3dB.  

 
Fig. 3.5  BER Vs. SNR curves for QRD-P and QRD-M  

for ௧ܰ ൌ 	 ௥ܰ ൌ 4, 16 QAM 

Again, to illustrate the strength of QRD-P, we compare the 

performance with a coded system that employs QRD-M. For this, a simple    

(7, 4) linear block code is used, where hard decision approach can be applied 

as such. It is clear from Figure 3.6 that at moderate SNR of 10 dB, QRD-P 

shows 3dB improvement compared to QRD-M, M = 1, which is having the 

same complexity of detection. Figure 3.6 also shows the performance of QRD-

M with 8QAM modulation, which is having the same information rate of 12 

bits per time slot as QRD-P. Compared with this scheme also, QRD-P 

performance is better. 
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Fig.3.6  BER Vs. SNR curves for QRD-P, coded QRD-M 
& 8QAM for ௧ܰ ൌ 	 ௥ܰ ൌ 4 

Since only three symbols are carrying information out of the four 

symbols transmitted, the apparent data rate, which is the data rate considering 

only information bits is low for QRD-P. If the effective data rate, which is the 

percentage of correctly received information bits is considered, it is high for 

QRD-P. To establish this, we define a term called effective spectral efficiency 

(SEeff)  at a particular SNR and for a fixed block of bits as follows. 

SEeff     =   ୒୳୫ୠୣ୰	୭୤	ୠ୧୲ୱ	୰ୣୡୣ୧୴ୣୢ	ୡ୭୰୰ୣୡ୲୪୷୉୤୤ୣୡ୲୧୴ୣ	୬୳୫ୠୣ୰	୭୤	ୠ୧୲ୱ	୲୰ୟ୬ୱ୫୧୲୲ୣୢ. 
where effective number of bits is the number of information bits transmitted in 

that particular block of bits. In QRD-M, all the four symbols transmitted 

carries information, and so there is no difference between the actual bits 

transmitted and the effective bits. But for QRD-P system illustrated here, the 

effective bits are only 75% of the actual bits transmitted. Even though the 
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effective bits are less in QRD-P, most of them are received correctly and 

information transfer is better. This aspect is considered in defining SEeff  and 

so it is a term introduced as measure of the actual performance of the system. 

The effective spectral efficiency vs. SNR curves for QRD-P and QRD-M are 

given in Figure 3.7. It shows that effective spectral efficiency of QRD-P is 

better even at low values of SNR. At SNR = 10dB, 90% spectral efficiency is 

achieved by QRD-P, whereas QRD-M, M = 1 attains the same efficiency at 

SNR = 15. M has to be increased to 4 to attain same efficiency at SNR = 10dB, 

and for lower values of SNR, even with M = 4, the efficiency is less. It can be 

seen that compared to coded systems also, QRD-P has a better effective 

spectral efficiency.  

       

Fig. 3.7. SEeff  vs. SNR curves for QRD-P and QRD-M 
for ௧ܰ ൌ 	 ௥ܰ ൌ 4, 16 QAM 
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The comparison of effective spectral efficiency for the proposed 

method and QRD-M in numerical form is provided in Table 3.3. At 5dB, there 

is a large difference in spectral efficiency even though M = 4 is used for QRD-

M. Even the coded QRD-M shows the same spectral efficiency only at 15 dB 

SNR. Note that the bit error rates derived from table 3.3 for QRD-M exactly 

match with the results shown in Figures 3.5 and 3.6. For QRD-P, the change is 

due to the consideration of errors in the information bits only for calculating 

the effective spectral efficiency. 

Table 3.3 Comparison of effective spectral efficiency of QRD-P and QRD-M 

SNR = 5 dB
A block of 
1000 bits 

QRD-P QRD-M,  M=1 QRD-M, 
M=4

Coded QRD-
M 

Effective bits 750 1000 1000 570 
Bits received 
correctly 

470 
(62.7%) 

500 
(50%) 

550 
(55%) 

336 
(58.9%) 

SNR = 10 dB    
Bits received 
correctly 

675 
(90%) 

700 
(70%) 

850 
(85%) 

485 
(85%) 

 SNR = 15 dB    
Bits received 
correctly 

743 
(99%) 

900 
(90%) 

990 
(99%) 

565 
(99.1%) 

 

The performance of the system as we increase the transmit antennas or 

the constellation size is illustrated next. Figure 3.8 shows the BER performance 

of QRD-P and QRD-M for a system with ௧ܰ ൌ 	 ௥ܰ ൌ 8, 16QAM modulation. 

For QRD-M, a moderate value of M = 2 is assumed. The BER performance 

shows 3dB Improvement for almost all values of SNR. Figure 3.8 also 

compares the performance as we increase the constellation size to 64QAM, in 

a system with  ௧ܰ ൌ 	 ௥ܰ ൌ 4.  Here also, performance of QRD-P is better than 

QRD-M, but the SNR gain is somewhat lower compared to the system of eight 

transmit antennas.   
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Fig.3.8  BER Vs. SNR curves for QRD-P and QRD-M  for  ௧ܰ ൌ 	 ௥ܰ ൌ 8, 16 QAM and ܰ ௧ ൌ 	 ௥ܰ ൌ 4, 64QAM  
 

In QRD-P, in the ௧ܰ ൌ 	 ௥ܰ ൌ 8antenna system, two out of the eight 

transmit antennas are utilized for sending parity information of the four 

symbols transmitted through other antennas. As in the previous system of four 

transmit antennas, the information rate is reduced to 75%. As explained before, 

to compare the actual performance, the effective spectral efficiency of the 

above systems is plotted in Figure 3.9.  As can be seen, the performance of 

QRD-P for Nt = Nr = 8 antenna system is better. For higher modulation order of 

64 QAM in Nt = Nr = 4 antenna system, the effective spectral efficiency better 

than QRD-M only at high SNR region. This indicates that QRD-P performs 

better as the number of transmit antennas are higher, rather than for higher 

constellation sizes. 
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Fig. 3.9.  SEeff  vs. SNR curves for QRD-P and QRD-M for ௧ܰ ൌ 	 ௥ܰ ൌ 8, 16 QAM and ܰ ௧ ൌ 	 ௥ܰ ൌ 4, 64QAM  

 

3.5.2 Computational Complexity 

For comparing the computational complexity, the average number of 

flops which is machine independent, is plotted against M, in Figure 3.10. For 

QRD-M, the number of flops is higher and varies as M is varied. In QRD-P, 

the computational complexity is independent of the value of M, since only one 

symbol is retained at each level of detection. The overhead due to parity 

encoding is in bit level and is negligible. Another factor compared is the 

number of nodes visited as M is varied, which depends on the constellation 

size.  For large constellation size and high values of M, it can be seen from 

Figure 3.11 that huge number of nodes are visited in QRD-M, which in turn 

increases the computation required. In QRD-P, nodes visited are independent 

of M and only a small increase is there due to increase in constellation size.  
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Fig. 3.10. Number of flops vs. M for QRD-P and QRD-M, ௧ܰ ൌ 	 ௥ܰ ൌ 4 

 

Fig. 3.11. Number of nodes visited vs. M for QRD-P and 
QRD-M, ௧ܰ ൌ 	 ௥ܰ ൌ 4 
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3.6 CONCLUSIONS  

This chapter proposed a coding scheme named as QRD-P that improves 

the BER performance of SMX-MIMO detection with the aid of parity 

information sent through one of the transmitted symbols. With the added 

advantage of low complexity detection, QRD-P shows better performance in 

terms of BER and effective spectral efficiency even at low values of SNR, 

compared to the traditional QRD-M method. This is due to retaining only one 

reliable candidate at each level, utilizing the redundancy introduced by the 

parity information. The cost of the lower computational complexity is the 

information bit rate, which is reduced to three fourth of the standard SMX-

MIMO, even though the data rate is the same. But, it is seen that the effective 

spectral efficiency, which is a measure of the percentage of correctly received 

bits to the sent information bits is better even at low values of SNR.  

As the number of transmit antennas increases, either more symbols are 

to be utilized for encoding the parity information or more points in the 

constellation are to be used to represent the parity encoded symbol. In the first 

case, the effective data rate will be reduced whereas the second solution will 

increase the computational complexity slightly. This drawback is compensated 

with the improved performance even at low values of SNR.  

****** 
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Spatial multiplexing offers high transmission rates, but impose practical 

implementation problems of antenna synchronization and signal processing 

complexity. The multiple RF chains along with the power amplifiers at the 

transmitter make the system unattractive due to low energy efficiency. A low 

complexity solution to these problems is the so called spatial modulation.  In 

SM, out of the available antennas, only one antenna is activated at a time and 

hence there is no ICI and associated decoding complexity. SM can convey 

information through the active antenna index as well as through the symbol 

transmitted and results in increased rate compared to a single antenna system, 

without increase in energy consumption (Meslesh et al., 2006; Di Renzo, et al., 

2014). Since only one antenna is active during a time slot, the spectral 

efficiency compared to spatial multiplexing is less and transmit diversity gains 

cannot be provided. Another restriction in SM is that the total number of 

transmit antennas has to be a power of two. Literature survey revealed that the 

existing transmit diversity techniques in SM either activates more than one 

transmit antenna and the inherent advantages of SM are lost, or requires more 

number of time slots and results in rate reduction. The single antenna activated 

solutions to transmit diversity need higher bandwidth or complex optimization 

of parameters    (Di Renzo et al., 2014). In this chapter, we introduce a single 

antenna activated scheme in SM named as WET-SM (Weyl group encoded 

transmission in SM), that offers second order transmit diversity without any 



Chapter 4 

60 

rate reduction. The other advantages of WET-SM are that it is suitable for any 

number of transmit antennas and the computational complexity increases only 

linearly with the number of antennas.  

4.1 INTRODUCTION 

The SM transmission is as follows. Assuming there are ௧ܰ antennas at 

the transmitter, the information bit sequence is split into blocks of logଶሺ ௧ܰܭሻ 
bits, in which the antenna index part of logଶ ௧ܰ bits select the active antenna 

and constellation part of  logଶ  complex symbols of ܭ bits select one of the ܭ

the signal constellation.  The transmitted signal vector in SM is 

࢞                 ൌ 	 ൣ0	0	0	.		.		.		.  0൧்		.		.		.	௤ݔ

                                                         ⇑ 

                                             tth position   

where ݔ௤ ∈  So, the signal vector in SM .ܭ the complex constellation of size ܥ

has    Nt -1 zero entries and only one non zero entry corresponding to the 

active antenna at  tth  position.  

As per this system model and as shown by Handte et al. (2009), it is 

clear that no transmit diversity can be achieved in SM since only one antenna is 

activated during each time slot. Some encoding techniques utilize more than 

one transmit antenna and/or more than one time slot to achieve diversity. 

STBC-SM (Basar et al., 2011) and SM-CIOD (Rajashekar and Hari, 2012) are 

two such schemes that offer diversity and still maintain low complexity single 

stream decodability.  

The STBC-SM combines SM with space time block coding, so that both 

antenna index and STBC carry information and diversity is achieved. With 

Alamouti scheme as the mother STBC, two antennas and two RF chains will be 
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active during each time slot. The spatial constellation diagram selects these two 

antenna combinations from the total ௧ܰ 	 antennas available. The possible 

antenna activation patterns with the corresponding symbols transmitted are 

arranged as code books, such that each codebook is composed of antenna 

combinations that are never used in another codebook. This is to ensure 

diversity and maximize coding gain distance by providing different rotation 

angles to codebooks. The rate of the code is 1 2ൗ logଶ ܿ ൅	 logଶ  where ܿ is 	ܭ

the degree of spatial modulation (DoSM) given by 	ܿ ൌ උ൫ே೟ଶ ൯ඏଶ೛  a positive ݌ ,

integer, and ܭ is the constellation size. The decoding complexity of the system 

increases linearly with DoSM, which is very high as the number of antennas 

increases.  The system also requires synchronization of two antennas.  

Second order diversity with a single active antenna per time slot is 

achieved by the CIOD based scheme. In this scheme, ̃ݏଵ ൌ 	 ଵூݏ ൅ ଶொݏ݆  and ̃ݏଶ ൌ 	 ଶூݏ ൅  ଶ are obtained byݏ̃ ଵ andݏ̃ are the symbols transmitted, where	ଵொݏ݆

swapping the imaginary parts of ݏଵ  and ݏଶ . During the first timeslot, ̃ݏଵ  is 

transmitted through the first antenna and the second antenna is kept inactive, 

and ̃ݏଶ is transmitted through the second antenna during the second time slot 

while the first antenna is inactive. The two antennas are selected from the total 

antennas in the same way as STBC-SM, with DoSM given by ܿ ൌ උ൫ே೟ଶ ൯ඏଶ೛.  
With ௧ܰ antennas and DoSM  ௧ܰ over two channel uses, the rate achieved is  1 2ൗ ሺlogଶ ௧ܰ ൅	 logଶ ଶሻ bpcu.  With DoSM ௧ܰ over one channel use, rate is  logଶሺܭ ௧ܰ. ሻܭ  bpcu, but ௧ܰ ൅ 1	  antennas are required. Here also, to achieve 

diversity and maximize coding gain, rotation angles are provided to the 

constellation and code books. The ML search complexity of the scheme is high 

compared with the standard SM and the performance depends on DoSM. 
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Here, we propose a transmit diversity technique in SM with only one 

active antenna during a time slot based on a bits to matrix conversion method. 

The information bits are not directly mapped to constellation points as in the 

existing systems, but they are first encoded into matrices that belong to Weyl 

group (MacWilliams and Sloane, 1977; Arab et al., 2011). Then the columns of 

these matrices are mapped to the constellation as a second step. The advantage 

obtained is that due to the peculiarity of Weyl Group matrix, a single antenna 

will be active during a time slot and at the same time diversity is achieved.  

Weyl group is a Unitary Matrix group. The multiplicative Weyl Group ܩ௪ is generated by two matrices,	 ଵ√ଶ ቂ1 11 െ1ቃ  and  			ቂ1 00 ݅ ቃ . As these matrices 

are unitary, all the matrices generated by them are also unitary. The group is 

divided into 12 cosets and each coset contains 16 invertible matrices. The first 

coset, which is a sub group of Weyl group is given by  ܥ଴ ൌ 	 ൜α ൤1 00 1ାି ൨	 , α ൤ 0 11ାି 0൨	ൠ                   (4.1) 

with  α ∈ ሼ൅1, െ1,൅݅, െ݅ሽ. (see appendix for details) 

Blocks of 4 bits are mapped to the 16 matrices in this coset on a one to 

one basis. In the next section, based on the above, we propose a transmit 

diversity technique that has the single stream decodability with only one active 

antenna during a time slot.   

4.2 PROPOSED METHOD FOR DIVERSITY  

Here we assume that there are two information streams, a high priority 

stream that need diversity based on the required QoS (stream1) and a low 

priority stream for increasing the rate (stream2). The encoding process is 

different for the low and high priority data. High priority information bits are 



A Transmit Diversity Technique with High Rate in Spatial Modulation System 

63 

not directly mapped to constellation points but they are encoded into matrices 

that belong to Weyl group first. The matrices thus obtained along with the low 

priority data determines the transmission symbols during the two time slots. 

The antenna selection is done using the bits of low priority data. In the 

following sections, we explain the encoding process in detail. 

4.2.1 Encoding 

The encoding in the proposed WET-SM is based on bits to matrix 

conversion and antenna grouping.  The bits to Weyl Group matrix conversion is  

done so as to encode the information in such a way that diversity is achieved 

and at the same time rate of transmission is not reduced. This is made possible 

by utilizing the following features of Weyl Group matrices, that are easily 

observable from the rows of Table 4.1, obtained by expanding Equation (4.1). 

1.  The first column of these matrices can be grouped into two as given 

below, bit group ܤథ  and bit group ܤట , elements of which are the 

negatives of the elements of ܤథ. 

థܤ ൌ 	 ቄቂ10ቃ		ቂ01ቃ		ቂ0݅ቃ		ቂ0݅ቃ		ቅ	 ܤట ൌ 	 ቄቂെ10 ቃ		ቂ 0െ1ቃ		ቂെ0݅ ቃ		ቂ 0െ݅ቃ		ቅ                          (4.2) 

2. The matrices can be grouped as follows, based on the second column. 

In the first matrix  ቂ1 00 1ቃ , the second column is just the inverted form 

of first column. All the eight matrices that fall in this category are 

grouped as ܤక and the others where the second column is negative of 

the inverted form of the first column are grouped as ܤఎ,  an example 

being the matrix  ቂ1 00 െ1ቃ . 
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Table 4.1 Mapping of bit groups to Weyl Matrices 

Information  bits 0000 0001 0010 0011 

Matrix ቂ૚ 0૙ 1ቃ ቂ1 00 െ1ቃ ቂ૙ 1૚ 0ቃ ቂ 0 1െ1 0ቃ 
Information  bits 0100 0101 0110 0111 

Matrix ቂെ1 00 െ1ቃ ቂെ1 00 1ቃ ቂ 0 െ1െ1 0 ቃ ቂ0 െ11 0 ቃ 
Information  bits 1000 1001 1010 1011 

Matrix ቂ࢏ 0૙ ݅ ቃ ቂ ݅ 00 െ݅ቃ ቂ૙ ࢏݅ 0ቃ ቂ 0 ݅െ݅ 0ቃ 
Information  bits 1100 1101 1110 1111 

Matrix ቂെ݅ 00 െ݅ቃ ቂെ݅ 00 ݅ ቃ ቂ 0 െ݅െ݅ 0 ቃ ቂ0 െ݅݅ 0 ቃ 
The spatial constellation diagram of SM is used to represent the group 

information.  With this, the transmission from a specific antenna represents a 

particular group and hence only four symbols are required to represent the eight 

elements in Equation (4.2).  Also, the matrix group information is conveyed in 

WET-SM in an implicit manner so that it will not reduce the rate, as will be 

explained. 

Matrix mapping is done using a look up table, whereby each four bits of 

stream1, ie. high priority data, are mapped on a one to one basis to a matrix that 

belongs to the first coset of Weyl Group. An example of mapping is shown in 

Table 4.1. The transmission of this encoded data will be explained after 

introducing the second step of our method, which is antenna grouping.  

The antennas are grouped as ܣథ and  ܣట so as to make the codebooks 

noninterfering and reduce the computational complexity. The minimum number 

of antennas in a group should be two, so that  ௧ܰ ൒ 4. In a group of two antennas, 

each antenna represents different information so that the two antennas selected 

should not be part of another group. Then, if the group selected in the first time 

slot is avoided in the second time slot, computation required while decoding is 
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reduced. Table 4.2 illustrates the grouping and the spectral efficiency (SE) 

resulting from antenna selection. The group selection bits select a set of two 

antennas from any of the group and the antenna selection bits select one antenna 

from that group. Spectral efficiency due to antenna selection is the average of the 

group selection bits and antenna selection bits.  To see the advantage of grouping, 

consider the 16 antenna WET-SM system in which the antenna group (1, 2) is 

selected in the first time slot. If all the other antennas (3-16) are considered for the 

second time slot, maximum number of bits that can be communicated is 3 

,ଶ೛ۂ14ہ)   .(	integer	positive	a	݌

Table 4.2. Antenna grouping and spectral efficiency (SE) 

No. of 
antenna

s 

Grouping Group 
selection 

Antenna 
selection SE in 

WET-SM 
(bpcu) 

SE in 
STBC-

SM 
(bpcu) ࣒࡭ ࣘ࡭ No. of 

bits 
No. of 

bits 
4 (1,2) (3,4) 1 1 1 1 
*6 (1,2) (3,4)  (5,6) 1 2 1.5 1.5 
8 (1,2) (3,4) (5,6) (7,8) 2 2 2 2 

16 
(1,2) (3,4)  
(5,6) (7,8) 

(9,10)  (11,12) 
(13,14)  (15,16) 3 3 3 3 

*  Here, antennas 5 & 6 can be grouped with any antenna elements used in the second time slot. 
If the number of antenna elements are not a power of two, grouping can be done like this.  

In the antenna selection process employed in WET-SM, only the antennas 

in  ܣట, ie.  (9-16) are used in the second time slot, which will communicate same 

number of bits (ۂ8ہଶ೛  = 3), which shows that there is no reduction in spectral 

efficiency (SE) due to antenna selection with the grouping strategy employed in 

WET-SM.  At the same time, since the number of antennas to be considered for 

decoding in the second time slot is less, a significant reduction in decoding 

complexity results. The last two columns of Table 4.2 also show that the spectral 
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efficiency of WET-SM is the same as that of STBC-SM,  for the given number of 

transmit antennas. 

The details of encoding and transmission in WET-SM are illustrated in 

Figure 4.1. The process is illustrated with an example of four transmit antenna 

system, with QPSK modulation. As shown in Figure 4.1, each four bits of the 

high priority data which need diversity, (stream1) are first converted to 

matrices and according to the first column of these matrices, they are grouped 

as ܤథ or ܤట. The transmission starts in the first time slot T1 by selecting the 

antenna group by the first bit of stream 2. The Weyl group matrix 

corresponding to the four bits of stream 1 is formed and if the first column 

belongs to ܤథ , it is mapped to one of the four symbols of QPSK and sent 

through antenna 1 of the group selected. If the first column belongs to ܤట, it is 

sent through antenna 2 of the group selected after constellation mapping. 

Constellation rotation will be applied before sending, as will be explained in 

the codebook construction. The information regarding the second column of the 

matrix, whether it is just the inverted form of column1 or the negative of the 

inverted form of column1, is not directly sent but is implicitly conveyed by 

selecting a particular constellation rotation during the transmission in the 

second time slot.  

During the second time slot, the second antenna group (the group that is 

not used in the first time slot) is selected. The antenna in that group is selected 

according to the second bit of bit stream2. If it is zero, the first antenna is 

selected and otherwise the second. The next two bits are mapped to the 

constellation as follows. If the implicit information to be conveyed is that the 

second column of the matrix is just the inverted form of column1 (matrix 

belongs to ܤక), the two bits are mapped to four symbols of QPSK , with a 
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constellation rotation of a specific angle. If the matrix belongs to ܤఎ, ie. the 

second column of the matrix is negative of the inverted form of column1, the 

two bits are mapped to the four symbols of QPSK with a constellation rotation 

of another specific angle. That means the elements of ܤక  and ܤఎ  will be 

mapped to separate subsets of codebook.  

 

Fig. 4.1. Encoding and transmission in N୲	 ൌ 4  WET-SM system 

The code book construction is as follows, with rows indicating the time slot 

and the columns indicating the active antenna. ܺ∝	 ൌ ሼܺଵଵ	, ܺଵଶ		ሽ 	ൌ 		 ቄቀݔଵ 00 0ቁ		,			ቀ0 ଵ0ݔ 0 ቁ	ቅ	                    (4.3) 

	 ఉܺ	 ൌ 	 ሼܺଶଵ	, ܺଶଶ		ሽ 	ൌ 	 ൜	൬ 0 ଶݔ0 0൰	,			൬0 00  ଶ൰ൠ (4.4)ݔ

where ݔଵ	and ݔଶ	are elements of rotated constellations which ensures diversity 

of order two, ie. ݔଵ	 ൌ 	 ,	௜ݔ ଶݔ ൌ 	 ݁௝ఏݔ௜		; 		௜ݔ	  being the QPSK symbol. The 

codebook 	ܺ௞  is formed by combining one matrix ܺଵ௜	 from ܺ∝	  and another 
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matrix  ܺଶ௝	from ఉܺ	.  The codebooks formed like this will be interfering and 

will not satisfy the rank criteria for maximum diversity gain (Cho et al., 2010), 

given by ݒ ൌ 	min ݊ܽݎ ௣݇ஷ௤ ቄ൫ܺ௣ െ ܺ௤൯൫ܺ௣ െ ܺ௤൯ுቅ                      (4.5) 

where  ܺ௣and ܺ௤ are two different code word matrices. To avoid this scenario 

and to ensure diversity, the complete code book construction, with non-

interfering code words grouped together is as follows.   Note that    ܺଵ	,  ܺଷ	  
and  ܺଶ	,  ܺସ	  contains the  same codewords with a different rotation angle, 

which is used to convey the information regarding the second column of the 

matrix.      

ܺଵ	 ൌ ൞൬ݔଵ 0	0 0 				 0 ଶݔ0 0൰		,			൬0 0	ଵݔ 0 				0 00 ଶ൰൬ݔ 0 ଶݔ	0 ଵݔ				0 00 0൰		,			൬0 0	0 0				ଶݔ ଵ0ݔ 0 ൰	ൢ ݁௝ఏభ  (4.6) 

ܺଶ	 ൌ ൞൬ݔଵ 0	0 0				0 00 ൬0			,		ଶ൰ݔ 0	ଵݔ 0 				 0 ଶݔ0 0൰൬0 0	0 ଵݔ				ଶݔ 00 0൰		,			൬ 0 ଶݔ	0 0 				0 ଵ0ݔ 0 ൰	ൢ ݁௝ఏమ (4.7) 

ܺଷ	 ൌ ൞൬ݔଵ 0	0 0				 0 ଶݔ0 0൰		,			൬0 0	ଵݔ 0 				0 00 ଶ൰൬ݔ 0 ଶݔ	0 ଵݔ				0 00 0൰		,			൬0 0	0 0				ଶݔ ଵ0ݔ 0 ൰	ൢ ݁௝ఏయ              (4.8) 

ܺସ	 ൌ ൞൬ݔଵ 0	0 0				0 00 ൬0			,		ଶ൰ݔ 0	ଵݔ 0 				 0 ଶݔ0 0൰൬0 0	0 ଵݔ				ଶݔ 00 0൰		,			൬ 0 ଶݔ	0 0 				0 ଵ0ݔ 0 ൰	ൢ ݁௝ఏర	              (4.9) 

where  ߠଵ , ߠଶ , ߠଷ , ߠସ are the rotation angles provided to ensure that all the 

codebooks have become non-interfering . For any two different code word 

matrices, it can be verified using Equation (4.5) that the difference matrix is not 
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rank deficient and offers full diversity. The coding gain distance (CGD) for 

different error conditions are given below, in which  ݔ௞ and  ݔ෤௞ represent the 

possible transmitted and estimated symbols during time slots  ݇ = 1, 2. 

1)  When the transmitted matrix and the estimated matrix belong to the 

same codebook. 

CGD1 =  |ݔଵ െ	ݔ෤ଵ|ଶ |ݔଶ െ	ݔ෤ଶ|ଶ                                            (4.10) 

2)  When they belong to the same codebook group 

CGD2 = |ݔଵ|ଶ|ݔଶ|ଶ ൅ ෤ଶ|ଶݔ|෤ଵ|ଶݔ| െ 2ܴ݁ሺ	ݔଵݔଶݔ෤ଵ∗ݔ෤ଶ∗ሻ	     (4.11) 

3)  When they belong to different codebook group, in general 

CGD3 =ܣଵ	ܣଶ  ;  where ܣଵ ൌ ݇ଵ െ 2ܴ݁ሺ	ݔଵݔ෤ଵ∗݁௝ሺఏೖିఏ೗ሻሻ	  ܣଶ ൌ ݇ଶ െ 2ܴ݁ሺ	ݔଶݔ෤ଶ∗݁௝ሺఏೖିఏ೗ሻሻ                       (4.12) ݇௜ ൌ 	 ௜|ଶݔ| ൅ .෤௜|ଶ , and  ܴ݁ሺݔ| ሻ represents real part of its argument. The coding 

gain can be maximized by optimizing ߠ for different constellations (Xian and Liu, 

2005). The optimum values for QPSK modulation as found by computer 

simulations are ݁௝ఏభ	= 1+ j0;  ݁௝ఏమ = 0.9808 + j0.1950;  ݁௝ఏయ = 0.4976 + j0.8674;  ݁௝ఏర  =0.8090 + j0.5878. Two examples of coding are given in Table 4.3.  

In example.1 of Table 4.3, since the first bit of stream2 is ‘1’, the 

antenna group selected is Aψ in the first time slot T1. The matrix corresponding 

to bit stream1 as obtained from Table 4.1 is  ቂെ1 00 െ1ቃ . Since the first column 

of this,   ቂെ10 ቃ , belongs to Bψ , antenna 2 of the group selected  is used for 

sending the corresponding QPSK symbol. The other antenna group, ie. Aφ is 

selected for the second time slot. The antenna selected in that group is 1 since 
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the second bit of stream2 is ‘0’. The QPSK symbol corresponding to next two 

bits of stream2 is sent through this antenna. The code word thus formed,  ൬ 0 ଶݔ	0 0				0 ଵ0ݔ 0 ൰  belongs to ܺଶ	and ܺସ	. The rotation angle is selected based 

on the information of the second column of the matrix. Here, since the second 

column of the matrix is just the inverted form of first column,	ߠଶ  is selected. 

This can be compared with the rotation angle ߠସ selected in the second example, 

where the second column of the matrix is negative of the inverted form of the 

first column.  

Table 4.3. WET-SM encoding examples 

 
Example 1 Example 2 

Bit Stream1 
0100 

Bit Stream2
1010 

Bit Stream1 
1001 

Bit Stream2 
0101 

Time slot T1 T2 T1 T2 
Selected antenna group Aψ Aφ Aφ Aψ 

Matrix ቂെ1 00 െ1ቃ  ቂ݅ 00 െ݅ቃ  

Antenna in  the group 2 1 1 2 

Transmitted  Matrix ൬ 0 ଶݔ0 0 0 ଵ0ݔ 0 ൰ ݁௝ఏଶ ൬ݔଵ 00 0 0 00  ݁௝ఏସ		ଶ൰ݔ

From the above examples, it can be seen that only one antenna will be 

active during each time slot and at the same time diversity of order two is 

achieved for stream1 since two channel responses are involved in determining 

the four bits of stream1.  

The rate achievable in WET-SM is given by ଵଶ ሺlogଶہ ଵܰۂଶ೛ ൅logଶہ ଶܰۂଶ೛ ൅ logଶܹ ൅ logଶ  ሻ  where  ଵܰ and ଶܰ are the number of antennasܭ

in group 1 and 2 respectively,  ܹ is the number of matrices in the Weyl group 

coset and ܭ is the size of the constellation. The following Table 4.4 shows the 

rate enhancement in WET-SM compared to STBC-SM and SM-CIOD. The 

constellation assumed is QPSK and 8QAM. For both the cases, the rate 
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achieved by WET-SM is high compared to the STBC-SM and SM-CIOD. The 

rate is the same as that achieved by SM for antennas which are a power of two 

and in the other case, for example in the 12 antenna system, the rate is high 

compared to SM also. 

Table 4.4.  Rate comparison of WET-SM with STBC-SM, SM and SM-CIOD 

Number 
of 

antennas 

Rate (bpcu) 
WET-SM STBC-SM SM-CIOD SM 

QPSK 8QAM QPSK 8QAM QPSK 8QAM QPSK 8QAM 
4 4 5 3 4 3 4 4 5 
8 5 6 4 5 3.5 4.5 5 6 

12 5.5 6.5 5 6 - - 5 6 
16 6 7 5 6 4 5 6 7 

 

The scheme can be extended to any number of antenna elements with 

the grouping strategy given in Table 4.2. But, the constellation used depends on 

the bits encoded at a time in bitstream1. For encoding bits more than 4 and to 

use higher constellations, we can use Kronecker products of Weyl group 

matrices, which require more time slots. Alternatively, we can use a bit padding 

method that requires only two time slots as follows. For using 8QAM 

constellation, we can take blocks of 5 bits at a time, matrix encode the last four 

bits and prefix the first bit before constellation mapping. For example, consider 

that the bits to be transmitted are 01100. The matrix encoding of 1100 as seen 

from Table 4.1 is  ቂെ݅ 00 െ݅ቃ .The 8QAM symbol corresponding to first column 

of the matrix is obtained by prefixing ‘0’, which is the first bit of the bit stream 

to be transmitted. The group information and antenna selection can then be 

done exactly as before. For the second time slot, in order to get diversity for the 

prefixed ‘0’ also, the 8QAM conversion of the last two bits of stream 2 is to be 

done by prefixing ‘0’ itself. This will result in reduced rate. 
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4.2.2  Detection 

We assume the system model given in section 1.5 with ௧ܰ  transmit 

antennas and ௥ܰ  receiving antennas, perfect CSI at the receiver and a flat 

fading channel with quasi static path gains for the two time slots of 

transmission.  The received signal can be expressed as  ࢟ ൌ ࢞ࡴ ൅  (4.13)                           ࢔

where ࢟  = [y1 …. . yNr]T is the Nr  x 1 receive vector and ࢔ = [݊1 ⋅ ⋅ ⋅ nNr ]T 

represents the complex AWGN vector whose covariance matrix is ߪ௡	ଶ		I, and	ࡴ	 
stands for the  Nr x Nt  channel matrix. As given in section 4.1,  ࢞ ൌ	ൣ0	0	.		.		.  ௤ belongsݔ 0൧் is the modulated transmit vector in SM, where		.			.	௤ݔ

to a complex constellation C of size K, depending on the modulation scheme 

selected. 

The detection schemes in SM can be classified as optimal and 

suboptimal. The spatial constellation and signal constellation are not 

independent and in the optimal ML detection, (Jeganathan et al., 2008), both 

the antenna and constellation indices are jointly estimated. The joint detection 

rule for single receive antenna is as follows. ሺݔො௟, ෠݄௠ሻ ൌ ݕ‖min௠,௟݃ݎܽ െ ݄௠ݔ௟‖ଶ (4.14) 

where ݔ௟  indicates the ݈௧௛  constellation symbol and ݄௠  the ݉௧௛  antenna 

coefficient in the channel matrix and ݔො௟, ෠݄௠ represents the estimated values of 

the same. For applying this principle to WET-SM, consider the received signal 

in time slots T1 and T2   ݕ௧ ൌ ݄௠೟ݔ௟೟ ൅ ݊௧    ; t  =  1,2                    (4.15)      

where the subscript ′ݐ′ indicates the time slot.  In evaluating the antenna index 
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  ෝ݉ଵ  and the transmitted symbol  ݔො௟భ for time slot T1, the whole ௧ܰ antennas 

and the whole symbol points resulting from constellation rotation are to be 

considered. But, since the same group of antennas will not be utilized for the 

second time slot of transmission, and the constellation points should be in the 

same codebook, the decisions in the second time slot are done with the 

following constraint on index ݉ଶ (assuming equal number of antennas in each 

group). 1 ≤ ݉ଶ  ≤ 	ே೟ଶ    or  ே೟ଶ  ≤ ݉ଶ  ≤ 	 ௧ܰ   according to the antenna group 

estimated in time slot T1, and the constellation symbol  ݔො௟మ ∈ ܺ௞	, the code 

book estimated in T1.  

The computational complexity is comparatively high for the above due to 

the exhaustive search and it can be reduced with the two step suboptimal 

decoding (Xu, 2012) given below, in which the antenna index and constellation 

point are detected separately.  

Find the equalized symbols for each antenna and for each time period, 

෤௘భݔ  ൌ 	 ௛೘಩ ௬భ|௛೘|మ  and  ݔ෤௘మ ൌ 	 ௛೘಩ ௬మ|௛೘|మ . Then choose ݔො௟భ ൌ 	 ௟భ , ෠݄௠భݔ ൌ 	݄௠భ and  ݔො௟మ ൌ 	 ௟మ , ෠݄௠మݔ ൌ 	 ݄௠మ such that 

,ො௟భݔ	)            ෠݄௠భሻ ൌ min݃ݎܽ ݀ଶ ൫ݔ௟భ	,    	,	෤௘భ൯ݔ
,ො௟మݔ	)            ෠݄௠మሻ ൌ min݃ݎܽ ݀ଶ ൫ݔ௟మ	 ,        (4.16)	෤௘మ൯ݔ

Here in WET-SM, the computations are to be done considering that ݔ௟భ	 , ௟మݔ ∈ 	ܺ௞	, the same constellation group and the antennas ݄௠ଵ, ݄௠ଶ ∉	 Ak, 

the same antenna group.  From the antenna index and constellation index 

,ො௟భݔ	) ෠݄௠భሻ estimated in the first time slot, we can find the first column of the 

code matrix. From	ݔො௟మ, the symbol information for second time slot as well as 

the information regarding the second column of the matrix is deduced, and  ෠݄௠మ  gives the second bit of bit stream2. The error in the estimation of the 
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second column of the matrix is minimal since it depends only on the 

constellation group of the estimated symbol in the second time slot and not on 

the exact symbol. Based on the look up table, inverse mapping is done then to 

convert the matrix into the original bit sequence.  

4.3 COMPLEXITY ANALYSIS 

First consider the computational complexity of optimum ML decoding 

rule in which the estimates for symbol and antenna index are found from 

Equation (4.14). In estimating the antenna index  ෝ݉ଵ  for time slot T1, the 

whole ௧ܰ antennas are to be considered, and the constellation points are 4	ܭ, 

due to constellation rotation.  So, for the first time slot, The ML decoding 

complexity of this method in terms of the complex multiplications is 4 ௧ܰܭ . 

For the second time slot, this will be  ቀே೟ଶ ቁ ሺܭሻ , since the same group of 

antennas will not be utilized for the second time slot transmission, and the 

constellation points should be in the same codebook. This is less compared to 

the decoding complexity of STBC-SM, which is 2cK where c is the number of 

ways in which antenna selection is possible, given by ܿ ൌ උ൫ே೟ଶ ൯ඏଶ೛ ݌ ,   a 

positive integer and c ≥ ௧ܰ.  For SM-CIOD, low DoSM scheme is assumed, 

for which the minimum complexity of detection is 2 ௧ܰܭ  where all the 

interleaved symbols are to be considered. In WET-SM, complexity can again 

be reduced if the suboptimal method as given by Equation (4.16) is employed. 

Here the complex multiplications are only for calculating the equalized 

symbols and is only 2 ௧ܰ . A comparison of the computational complexity 

(number of complex multiplications) of WET-SM with STBC-SM and SM-

CIOD is given in Table 4.5. The comparison is made with number of antennas 

as a parameter, since complexity is more dependent on that. The constellation 

chosen is 8QAM for STBC-SM and SM-CIOD and QPSK for WET-SM, so as 
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to have the same rate of transmission. As the number of antennas increases, 

WET-SM is much better in complexity and in the forthcoming large scale 

MIMO scenario, this is beneficial.  

Table 4.5 Computational complexity comparison of WET-SM, STBC-
SM and SM-CIOD 

No. of Transmit 
Antennas (࢚ࡺ)  SE 

(bpcu) 

Computational Complexity 

STBC-SM SM-CIOD Proposed WET-
SM (Optimal) 

4 4 64 160 72 
8 5 256 320 144 

16 6 1024 640 288 
 

4.4 PERFORMANC ANALYSIS 

The performance of WET-SM is analysed in this section in terms of the 

upper bound on the BER probability and capacity behaviour.  

4.4.1  BER Performance 

The bit error rate of the system which transmits m bits over two 

consecutive symbol intervals is upper bounded by the union bound (Duman and 

Ghrayeb, 2007)  

௕ܲ ൑ 	 ଵଶ೘ 	∑ ∑ ௉൫௑೔ି	௑ೕ൯௡೔,ೕ௠ଶ೘௝ୀଵଶ೘௜ୀଵ                                 (4.17)  

Where ܲ൫ ௜ܺ െ	 ௝ܺ൯  is the pairwise error probability that the matrix  ௝ܺ  is 

decided when the matrix  ௜ܺ  is transmitted and ݊௜,௝ is the number of bits in 

error between the matrices ௜ܺ 	and  ௝ܺ. 
ܲ൫ܺ௜ െ	 ௝ܺ൯ ൑ 	∏ ቆ ଵଵା	 ಶೣరಿబఒ೔ቇேೝே೟௜ୀଵ                                    (4.18) 

Where ߣ௜	ݏ	 are the eigen values of  ൫ ௜ܺ െ 	 ௝ܺ൯൫ ௜ܺ െ 	 ௝ܺ൯ு,  ܧ௫ the symbol 



Chapter 4 

76 

energy and ଴ܰ the noise power spectral density. For the proposed WET-SM, 

the number of bits in error in ܺ௜ െ	 ௝ܺ is calculated as follows. 

 ݊௜,௝ ൌ 	 ݊ଵ ൅ ݊ଶ ൅ ݊ଷ , where 

 ݊ଵ ൌ ଵଶ ቒܱ݊݁ݏ ቄሺ ௜ܺሻଵ െ ൫ ௝ܺ൯ଵቅቓ		 , where ܱ݊݁ݏሼܣሽ  represents the 

number of ones in matrix A and  ሺܣሻଵ represents the operation of replacing all 

nonzero elements in A with 1. This gives the error bits in antenna selection. ݊ଶ ൌ 1	; ௞ݎܽ݌	݂݅ ቄܱܴܺ ቀሺ	ܺ௜ଵ	ሻଵ, ൫	 ௝ܺଵ	൯ଵቁቅ ൌ 1, ଶ݊		݁ݏ݈݁ ൌ 0	, 
where ܣ௜ଵ  represents the first row of  ܣ௜ ,  ݎܽ݌௞ሺܣሻ represents the parity of ݇ 

elements of ܣ  taken at a time where ݇ is the number of antennas in a group and 

XOR represents the logical XOR operation. This gives the error bits in antenna 

group selection.  

 max(݊ଷ) = 2 , which is the error bits due to the erroneous implicit 

information 

The above theoretical error rate is compared with the actual error rate 

obtained for various modulation schemes in the simulation section. 

4.4.2 Capacity Analysis 

The capacity behavior of an Nt x Nr  WET-SM system is analyzed here. 

Since the capacity is different for the two time slots of transmission for the 

proposed method, the capacity for each time slot (C1 and C2) is calculated and 

the average is taken. As can be seen from the system model presented in 

section 4.2.2, there are two independent input signal spaces, one being the 

transmitted symbol space X and the other the antenna index/channel signal 

space Xch. The output signal space is Y. The mutual information between the 

input and output signal spaces is given by 
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I (X , Xch ; Y) = I(X ; Y|Xch) + I(Xch ; Y)                                (4.19) 

Since the selection of the antenna group and, within the group, the antenna 

selection are purely random, the capacity contribution of the second term in (4.19) 

for time slot T1 is 

C11 = ܫሺܺ௖௛; ܻ௣ሺ௫ሻ௠௔௫ ሻ   =   ଵே೟ ∑ logଶሺ1 ൅ ௜ு݄௜ሻே೟௜ୀଵ݄ߩ   (4.20) 

where ߩ is the average received SNR (Biglieri et al., 2007). Since x∈ X is iid 

complex Gaussian random variable with pdf given by ݌ሺݔሻ ൌ 	 ଵగఙమೣ ݌ݔ݁ ቀെ |௫|మఙమೣ ቁ                                                    (4.21) 

the pdf of the received signal for a given selection of the transmit antenna is  ݌ሺݔ|ݕ௖௛ ൌ ݅ሻ ൌ 	 ଵగఙ೔మ ݌ݔ݁ ൬െ |௬|మఙ೔మ ൰                                               (4.22) 

where ߪ௜ଶ ൌ 	 ሺ݄௜ு݄௜ሻߪ௫ଶ ൅	ߪேଶ  ; (i = 1,2,……Nt) .  The average pdf of the 

received signal is  ݌ሺݕሻ ൌ 	 ଵே೟ ∑ ଵగఙ೔మ ݌ݔ݁ ൬െ |௬|మఙ೔మ ൰ே೟௜ୀଵ                                              (4.23) 

and the capacity of the first term in (4.19) for T1 is given by 

C12  = ܫሺܺ; ܻ/ܺ௖௛௣ሺ௫ሻ௠௔௫ ሻ = ଵே೟ ∑ ቂ׬ ௖௛ୀ௜ሻ௬ݔ|ݕሺ݌ logଶ ቀ௣ሺ௬|௫೎೓ୀ௜ሻ௣ሺ௬ሻ ቁ ቃே೟௜ୀଵݕ݀         (4.24)  

So, the capacity for the first time slot is C1 = C11  + C12 . For the second 

time slot, only half number of antennas are involved (assuming equal number 

of antennas in each group), and the capacity contribution of the second term in 

(4.19) for time slot T2   is calculated with only half the number of antennas. 

C21    =   ଵே೟ ଶൗ ∑ logଶ൫1 ൅ ߩ ௝݄ு ௝݄൯ே೟ ଶൗ௝ୀଵ,௝	ஷ௜                                  (4.25) 
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Similarly, the capacity due to the first term in (4.19) for T2  is  

C22=   ଵே೟ ଶൗ ∑ ቂ׬ ௖௛ୀ௜ሻ௬ݔ|ݕሺ݌ logଶ ቀ௣ሺ௬|௫೎೓ୀ௜ሻ௣ሺ௬ሻ ቁ ቃே೟ݕ݀ ଶൗ௝ୀଵ              (4.26) 

Since the signal in the second time slot conveys information about the bit 

stream1 also, there is a capacity contribution due to this implicit information, 

which is given by 

C23 =   ଵே೟ ଶൗ ∑ ቂ׬ ௖௛ୀ௜ሻ௬ݔ|ݕሺ݌ logଶ ቀ௣ሺ௬|௫೎೓ୀ௜ሻ௣ሺ௬ሻ ቁ ቃே೟ݕ݀ ଶൗ௝ୀଵ   (4.27) 

So, the capacity for the second time slot is C2 = C21  + C22 + C23.  The 

total capacity per time slot is given by the average of C1 and C2. Due to the 

third term in C2 , there is a capacity increase in this method without increasing 

the number of antennas or the constellation size. 

4.5 SIMULATION RESULTS 

In this section, we present simulation results and compare the 

performance of the proposed method with STBC and CIOD based transmit 

diversity schemes in SM-MIMO. We assume perfect CSI at the receiver and a 

flat Rayleigh fading channel with quasi static path gains for the two time slots 

of transmission and AWGN. The theoretical upper bound is compared with the 

actual simulation results of the proposed system. The bit error rate, capacity 

and computational complexity of the system are compared with that of STBC-

SM and SM-CIOD.  

4.5.1 Performance 

The theoretical upper bound on BER is calculated in section 4.4.1 and 

the same is compared with simulation in Figure 4.2. The comparison is done 

for  ௧ܰ ൌ 4 and  ௥ܰ ൌ 1, with QPSK and 8-PSK constellations. The difference 
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between analytical results and simulation studies is negligible for almost all 

values of SNR. This validates the theoretical analysis given in Section 4.4.1    

 
Fig. 4.2 Theoretical and simulated BER Vs. SNR curves for WET-SM 

Next we compare the BER performance of the proposed WET-SM 

system with the standard SM, and diversity schemes STBC-SM and SM-CIOD, 

in Figure 4.3. As explained, the simulation is done with four transmit antennas 

and QPSK constellation for both the data streams, which is suitable for the 4 

bit mapping in WET-SM system. With these conditions, the rate achieved by 

WET-SM is 4bpcu and for the same rate, STBC-SM and SM-CIOD uses 8 

QAM. For SM, to achieve the same rate, QPSK constellation is enough. 

It can be seen from the ௥ܰ ൌ 1	 curves of SM and WET-SM that the bit 

error rate of WET-SM is much better compared to the performance of SM, 

which is having no diversity.  Even at an error rate of 10-2, the SNR gain is 

around 5dB. WET-SM, ௥ܰ ൌ 1	  achieves the performance of SM-CIOD with  
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௥ܰ ൌ 2	. With two receive antennas, the SNR gain compared with SM-CIOD 

is more than 5dB for high error rates, and the difference increases as the error 

rate lowers. Compared with the two antenna activated STBC-SM,  ௥ܰ ൌ 2	, 
the performance is better at low SNR values, and is almost the same at  higher 

values of SNR.  

 

 
Fig. 4.3. BER Vs. SNR curves for WET-SM, STBC-SM and SM-CIOD 

Figure 4.4 is based on the capacity analysis presented in Section 4.4.2, 

where the average capacity for the two time slots is plotted assuming ௧ܰ ൌ 4. 

Since there is no antenna selection in the second time slot in STBC-SM, its 

capacity is less. Due to the information conveyed by the antenna selection in T2, 

WET-SM and SM-CIOD have higher capacity. Since there is information 

conveyed by the data stream2 about data stream1, the capacity of the WET-SM 
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is much higher. The difference in capacity achieved by WET-SM compared to 

the other two schemes increases as SNR increases. 

 

Fig. 4.4. Capacity Vs. SNR curves for WET-SM, STBC-SM and SM-CIOD 

4.5.2 Computational Complexity 

The large computational complexity as the number of antennas 

increases is the main drawback of the systems that have ML decodability. For 

the proposed WET-SM, this increase is very less. As explained in Section 4.3, 

the ML decoding complexity of the proposed WET-SM method in terms of the 

complex multiplications is 4 ௧ܰܭ + ቀே೟ଶ ቁ ሺܭሻ  where ௧ܰ  is the number of 

transmit antennas and ܭ  is the constellation size. The two terms correspond to 

the first and second time slots respectively. This is less compared to the 

decoding complexity of STBC-SM, which is 2ܿܭ , where c ≥ ௧ܰ . The 

simulation assumes QPSK for WET-SM and 8QAM for STBC-SM and SM-

CIOD, which provides the same transmission rate for all the schemes.  As the 

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

4

5

6

7

8

9

10

SNR(dB)

C
ap

ac
ity

 

 
WET-SM
STBC-SM, 
SM-CIOD

For all, Nt =4 



Chapter 4 

82 

number of antennas increases, there is a large increase in computations for 

STBC-SM compared to WET-SM, and SM-CIOD also shows high values, as 

is clear from Figure 4.5 

 

Fig. 4.5. Computational complexity comparison of WET-SM, STBC-
SM and SM-CIOD 

4.6 CONCLUSIONS 

In this chapter, we proposed a single antenna activated transmission 

method for transmit diversity in spatial modulation based on Weyl group 

encoding. The method, named as WET-SM achieves second order transmit 

diversity and a higher rate that depends on the number of transmit antennas, 

the number of matrices in the Weyl group coset and the size of the 

constellation. For example, the method is capable of transmitting 4bpcu in one 
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time slot, whereas with the same number of transmit antennas and 

constellation size, the rate is only 3bpcu for SM-STBC and CIOD based 

schemes. WET-SM is shown to be capable of achieving better performance 

compared to standard SM scheme, STBC-SM and CIOD based schemes, 

considering the active antenna elements and required computations. The 

precoding required is the disadvantage, but it offers the simplicity of single 

stream ML decoding. The increase in computational complexity as the number 

of antenna elements is increased is found to be very less. Therefore, the 

proposed WET-SM system, with its feasibility to adaptive transmission is a 

good choice for effective transmit diversity in SM, especially in large scale 

MIMO. The system can be extended for encoding more number of bits at a 

time, utilizing the Kronecker product of the  Weyl group matrices. 

****** 
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Spatial modulation alleviates the inherent problems of conventional 

MIMO such as inter antenna synchronisation requirement and inter channel 

interference by activating only one antenna at each time instant. (Mesleh et al., 

2008). Even though the antenna index as well as the PSK/QAM symbol 

transmitted conveys information, the rate compared to spatial multiplexing is 

less.  There is no possibility for implementing transmit diversity and/or 

spectral /energy efficiency trade off and the total number of antennas is 

restricted to a power of two. GSM is a scheme proposed by Younis et al. 

(2011), which removes these restrictions by activating more than one transmit 

antenna during each time slot. Incorporating transmit diversity is possible in 

GSM, but the distinctive methods employed for decoding diversity schemes 

necessitates separation of the diversity layer form the other during detection 

and increases the detection complexity.  Another problem in GSM is the 

receiver design complexity, due to the requirement of jointly decoding spatial 

constellation and signal constellation and the large number of possible antenna 

combinations that are to be considered for this. Most of the decoders reported 

has the restriction that the number of receiving antennas ( ௥ܰ	) has to be at least 

the same as the total number of transmit antennas ( ௧ܰ	), and the detection 

complexity increases proportionally. Considering these issues of diversity, 

detection complexity and the restriction on the number of receive antennas, we 
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propose a method to incorporate diversity in GSM. The proposed method 

named as diversity embedded SM (DESM) provides diversity and a fair 

transmission rate without imposing any restriction on the number of active 

antennas. The low complexity detection method proposed performs well with 

only four receive antennas and negligible feedback overhead. 

5.1 INTRODUCTION 

We consider a GSM MIMO system with Nt transmit antennas in which 

only Na antennas are active at a time and Nr receiving antennas, represented by ሺ ௧ܰ	, ௔ܰ	, ௥ܰ	ሻ.  A high value of Na will provide high multiplexing gain but 

increased complexity of decoding and performance loss due to ICI impose a 

practical limitation on ௔ܰ	 . Receiving antennas required depends on the 

detection method employed.  

The encoding of information bit sequence in GSM is as follows. The 

input bits are split into blocks of  logଶሺ ௖ܰ	  ேೌሻ  prior to transmission whereܭ	

Nc is the number of valid active antenna combinations given by 		ඌ൬ ௧ܰ௔ܰ൰ඐଶ೛ , 

and  ܭ is the size of the constellation. In each block, logଶሺ ௖ܰ	ሻ	 bits are used to 

select the ௔ܰ	  active antennas. Remaining  ௔ܰlogଶ ܭ  bits of the block are 

mapped to ௔ܰ	 constellation symbols by taking logଶ  bits at a time and sent  ܭ

through Na   active antennas. For example, in a (6, 3, 4) GSM system, three 

antennas will be active during each time slot which can be selected from the 6 

available antennas in ௖ܰ	 ൌ 	 ቔቀ63ቁቕଶ೛= 16 ways and hence the antenna selection 

bits are logଶሺ16ሻ ൌ 4.	Assuming a constellation size of 4 = ܭ, the information 

bit sequence is split into blocks of  logଶሺ16	ൈ 4ଷሻ = 10 bits. The first four bits 

are used for selecting the three active antennas and the next 6 bits are mapped 

to QPSK constellation symbols taking two bits at a time and sent through these 
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selected antennas. The structure of the transmitted complex vector  ࢞  with ௧ܰ	 
elements is as follows.  ࢞ ൌ 	 ൣ0	0. . .0		0	ଵݔ . .0		0	ଶݔ . .0	ேೌ0ݔ . ൧் 

                                         ⇑            ⇑             ⇑ 
                                     active antenna positions   

where ݔଵ	, ,ଶݔ . … ேೌݔ 	∈  represents the complex scalar PSK/QAM modulated ܥ

symbol in the constellation chosen. Thus the transmit signal vector ࢞ in GSM has ௧ܰ	 െ ௔ܰ	 zero entries and ௔ܰ	 non zero entry corresponding to the active antennas.  

Since more than one antennas are active during a time slot, transmit 

diversity can be implemented in GSM. For example, as  explained in Section 

4.1, STBC-SM (Basar  et al., 2010) achieves diversity by transmitting STBCs 

through the antennas selected using spatial constellation diagram, but all the 

active antennas are used for STBC transmission and suffer from low multiplexing 

gain and resulting rate loss. In the next section, we explain the proposed DESM 

system that combines space time coding and spatial multiplexing in GSM to 

achieve reasonable rate, reliability and energy efficiency.  

5.2 PROPOSED METHOD OF CODING 

Consider a GSM system represented by ሺ ௧ܰ	, ௔ܰ	, ௥ܰ	ሻ model in Section 

5.1. In the proposed DESM system, the data to be transmitted consists of a 

high priority data stream for which a specific quality of service is to be 

ensured and a low priority data stream. The proposed DESM ensures the 

specific QoS for the high priority data stream using transmit diversity and by 

spatial multiplexing the low priority data along with this, a fair data rate is 

maintained. In a general scenario, it is not necessary that the same 

constellation should be used for high and low priority data (all sub channels), 

but here we presume the same constellation of size  ܭ. 
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5.2.1 Encoding 

Figure 5.1 illustrates encoding in the DESM system. The high priority 

data stream is encoded using the Alamouti scheme, assuming second order 

transmit diversity is enough for ensuring high reliability/ required QoS. For 

transmitting this high priority data, which we call the diversity stream, two 

best channels are selected based on the CSI feedback. As mentioned, feeding 

back the antenna indices of two channels introduces very low feedback 

overhead and at the same time improves the performance of the system. If  ݔଵ  

and ݔଶ are the constellation symbols corresponding to consecutive  logଶ  bits  ܭ

of the high priority data,  during the first time slot, ݔଵ  and  ݔଶ are sent through 

these fixed antennas, and during the second time slot, െݔଶ∗  and 	ݔଵ∗  are sent 

as in Alamouti scheme.  

 
Fig. 5.1. Block diagram of DESM system 

The low priority data, called the non-diversity stream, is sent along 

with this Alamouti coded data in a spatial multiplexing manner to increase the 

overall rate. Since two antennas are prefixed for high priority data, only 	 ௔ܰᇱ ൌ ௔ܰ	 െ 2	 antennas are available for this, which are to be selected from 	 ௧ܰᇱ ൌ ௧ܰ	 െ 2 antennas randomly during a time slot. So, the antenna selection 
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bits are  ܮଵ ൌ logଶ ௖ܰᇱ , where ௖ܰᇱ ൌ ඌ൬ ௧ܰᇱ௔ܰᇱ ൰ඐଶ೛. With a constellation size of  ܮ  ,ܭଶ ൌ 	 ௔ܰᇱ logଶ 	 bits can be sent through these  ܭ ௔ܰᇱ  antennas during a time slot. 

So, the low priority data is split into blocks of ܮଵ ൅	ܮଶ  bits and during each 

time slot, ܮଵ  bits select antennas for sending the symbols corresponding to 

next ܮଶ  bits, simultaneously through the Alamouti coded data.  This low 

priority data sent during each time slot ensures a high rate in DESM.  

The DESM system achieves second order transmit diversity for the 

Alamouti coded high priority data irrespective of the spatial multiplexing 

employed. Let  ࢊ  and n denote the message vectors composed of symbols 

transmitted from diversity stream layer ܦ  and non-diversity stream layer ܰ 

respectively.  In the code words formed as  ܺ௞ ൌ 	ܺௗ 	൅ 	ܺ௡ , symbols from 

layer ܦ achieves a transmit diversity order ݒ as given below, irrespective of the 

symbols transmitted from layer ܰ  (Diggavi et al., 2008) ݒ ൌ minௗభ	ஷௗమ	∈஽௡భ	,	௡	మ	∈ே ݇݊ܽݎ ቄ൫ܺ௣	 െ 	ܺ௤൯൫ܺ௣	 െ 	ܺ௤൯ுቅ                        (5.1) 

where ܺ௣ and  ܺ௤  are two different code words.  

To find the diversity order of DESM, we assume a three antenna 

activated system so that only one antenna is selected during each time slot to 

send the non- diversity stream, but the result can be extended to more number 

of antennas. As the non-fixed antenna selection is independent during each 

time slot and the diversity stream detection is performed with the received 

signals during two consecutive time slots (as will be illustrated in Section 

5.2.2), the possible codebooks can be represented as follows. ܺଵ ൌ ൬ ଵݔ ∗ଶݔെ	ଶݔ ଷݔ				૙૙				ଵ∗ݔ ૙ݔସ ૙൰		                                     (5.2) 
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ܺଶ ൌ ൬ ଵݔ ∗ଶݔെ	ଶݔ 				∗ଵݔ ૙ ସݔଷݔ ૙ 			૙૙൰         (5.3) 

where ݔଵ and  ݔଶ represent the Alamouti coded symbols and ݔଷ and  ݔସ are the 

spatial multiplexing data sent along with this during first and  second  time slots 

respectively. The symbols ݔଷ  and ݔସ sent during the two consecutive time slots 

can be through the same antenna as given in codebook1 and through different 

antennas as shown in codebook2. The boldface ૙ represents the row vector of 

inactive antennas.  

In the case of diversity stream, the difference in code words is due to 

difference in symbols only, since the antennas are fixed. But, in the case of low 

priority data, since the antenna index and the symbols convey information, the 

difference in code words can be due to both. So, the difference matrix in 

general is  

ܺ஽ ൌ ൫ܺ௣	 െ 	ܺ௤൯ ൌ 		 ൬ ଵݔ െ ොଵݔ ଶݔ െ ∗ଶݔොଶെݔ ൅ ∗ොଶݔ ଷݔ					∗ොଵݔଵ∗െݔ ૙૙ ොଷݔെ					ସݔ ૙૙ െݔොସ൰  

                               =    ൬ ݁ଵ ݁ଶെ݁ଶ∗ ݁ଵ∗					݁ଷ ૙૙ ݁ସ					݁ଷᇱ ૙૙ ݁ସᇱ൰                         (5.4) 

where  ݁௞	, ݁௞ᇱ ൌ 	 ௞ݔ െ 	௞ݔ ො௞  in general and forݔ ∈ 	ܺ௡  ,  it can  also be  ݔ௞ or  െݔො௞  . 

	ܺ஽ܺ஽ு ൌ 		 ൤|݁ଵ|ଶ ൅ |݁ଶ|ଶ ൅ |݁ଷ|ଶ ൅ |݁ଷᇱ |ଶ 00 |݁ଶ|ଶ ൅ |݁ଵ|ଶ ൅ |݁ସ|ଶ ൅ |݁ସᇱ |ଶ൨     (5.5) 

As per Equation (5.1),  ݁ଵ and ݁ଶ cannot be zero simultaneously, and 

hence for any value of   ݁ଷ	, ݁ସ , ݁ଷᇱ  , and  ݁ସᇱ   , the determinant of the above 

matrix is of degree two and hence second order diversity is achieved. The same 

can be proved for special cases of difference due to antenna index or due to 

symbol error. 
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The rate achieved by DESM is ሺlogଶ ܭ ൅ logଶ ௖ܰᇱ ൅ 	 	 ௔ܰᇱ logଶ  ሻ bpcuܭ

where as that of STBC-SM is  ଵଶ logଶ ܿ ൅	 logଶ ܿ	  where  ,	ܭ ൌ උ൫ே೟ଶ ൯ඏଶ೛ (Basar 

et al., 2011). Though ܿ  is higher compared to  ௖ܰᇱ ൌ ඌ൬ ௧ܰᇱ௔ܰᇱ ൰ඐଶ೛  , the rate 

achieved by DESM is much higher due to the 	 ௔ܰᇱ logଶ  factor. Since only ܭ

STBC codes are transmitted in STBC-SM, there is a restriction on the number 

of active antennas whereas in DESM, we have relaxation in the antenna 

constraint, i.e. any number greater than two and less than	 ௧ܰ	  is allowed in 

DESM. Compared to GSM, which is having a rate of logଶ ௖ܰ ൅	 ௔ܰlogଶ  	ܭ
bpcu, rate of DESM is lower since ௖ܰᇱ < ௖ܰ, and 	 ௔ܰᇱ  < 	 ௔ܰ. As will be shown in 

simulation section, the percentage reduction, compared to the rate of 

transmission is affordable.  Also, the BER performance of DESM is much 

better compared to both STBC-SM and GSM due to the fact that two fixed 

antennas are used for diversity stream transmission.  Another advantage of 

DESM is that the system can be configured in various ways, as will be 

illustrated in simulation results.  

5.2.2 Decoding 

The received signal is given by ࢟ ൌ ࢞ࡴ ൅   channel	 x ௧ܰ	is the ௥ܰ ࡴ . x 1 receive and  AWGN vectors respectively	are the  ௥ܰ ࢔ and  ࢟ where ,࢔

matrix, the entries of which are iid complex Gaussian  random variables with 

zero mean and variance σn
2. The transmitted signal vector ࢞ has the structure 

given Section 5.1, with  ௔ܰ	  non zero entry corresponding to the active 

antennas and  ௧ܰ	 െ 	 ௔ܰ		 zero entries corresponding to idle antennas. We 

assume Rayleigh channel under block fading condition, so that the channel 

remains constant for the two time slots of transmission of diversity stream. We 

assume perfect CSI at the receiver and partial CSIT, with a limited feedback 
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channel that transmits the indices of the two antennas with best fading 

characteristics. 

The proposed detection method is based on QR decomposition of the ࡴ 

matrix. The low priority data is detected first, and its interference is cancelled 

from the received signal and then the high priority data is detected. The active 

antenna selection method explained in Section 5.2.1 makes it possible to 

arrange the ࡴ matrix of this system in such a way that the resulting Q and R 

factors reduce the computational complexity much. In a DESM system with ௧ܰ	  transmit antennas ௥ܰ	  receive antennas and ௔ܰ	  active antennas, if ௧ܰ	 ൒	 ௥ܰ	 ൅ 	 	 ௔ܰ	 െ 2 , a condition that is easy to fulfill, the computational 

complexity of DESM is very less compared to the other GSM detection 

methods in literature. This detection method requires only four receive 

antennas to achieve good BER performance whereas most of the detection 

schemes require	 ௥ܰ ൌ ௧ܰ.  Moreover, receive diversity can be utilized for low 

priority data detection, even though it is the first layer detected, which is not 

possible in conventional SIC methods. The high priority data detection is 

made free from any interference of the low priority data without affecting the 

orthogonality of the ࡴ matrix. These aspects of DESM detection are explained 

in detail in the following paragraphs.  

As already explained in Chapters 3 and 4, the optimum detection is the 

maximum likelihood criteria.  In GSM, all possible candidate vectors within 

the constellation set ܭ  and all possible antenna combinations are to be 

considered to find the minimum distance metric as per the ML rule  ࢞ෝ  = 

arg.min ࢟‖ െ .௄∋࢞ଶ‖࢞ࡴ  . The principle of QR decomposition already explained 

in Section 3.1 changes estimation criteria to ࢞ෝ = arg.min ෥࢟‖ െ .஼∋࢞ଶ‖࢞ࡾ                                          (5.6) 
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 is the transformed receive vector. The summation term of Equation ࢟ࡴࡽ	= ෥࢟

(5.6) can be re-written in a recursive form as follows. ‖࢟෥ െ ଶ‖࢞ࡾ ൌ ∑ หݕప෥ െ ∑ ௜௝ே೟௝ୀ௜ݎ ௝หଶே೟௜ୀଵݔ                                           (5.7) 

where ݕప෥  represents the ith  element of vector ࢟෥,  rij  denotes the (i,j)th element of 

the matrix R, and xj  is the jth  element of vector x. Equation (5.7) can be 

represented by a tree structure with ௧ܰ + 1 levels, and each node in the tree 

contains ܭ child nodes. Therefore the ML solution can be acquired by finding 

the path with smallest path metric in the tree constructed by Equation (5.7). 

Figure 5.2 shows the detection process in DESM, based on the above principle.  

 

Fig. 5.2. Detection method of DESM 

The complete detection requires received signals in two consecutive 

time slots due to the Alamouti coding used. During each time slot, the antenna 

indices of low priority data stream, along with the symbols is detected first. 

Then the interference of this data is cancelled from the received signal to form 

the detection matrix of high priority data. As stated in Section 5.2.1, most 
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favorable channels are utilized for sending the Alamouti code and the receiver 

with full CSI arranges the ࡴ matrix according to the descending order of the 

column norms, as given below.  ࡴ ൌ .	૜ࢎ		૛ࢎ			૚ࢎ	ൣ . . . .  ൧                                (5.8)࢚ࡺࢎ		.

where 	࢑ࢎ	,			࢑ ൌ ૚, ૛, … 	 denote the 		࢚ࡺ	 ௥ܰ	x 1 channel vectors and ‖ࢎ૚‖ 	൐‖ࢎ૛‖ 	൐ ……‖࢑ࢎ‖ ൐ ฮ࢚ࡺࢎฮ. The following arbitrary ࡴ matrices given by  ൣ = ࢑ࡴ	ࢎ૚			ࢎ૛		૙࢏ࡺࢄ࢘ࡺ	࢑࡯ࢎ൧                                          (5.9) 

are formed then, where ௜ܰ ൌ ௧ܰ െ ௔ܰ is the number of idle channels and ࢑࡯ࢎ 

is the 	 ௥ܰ	  x 	 ௔ܰᇱ   matrix formed by kth permitted combination of non-fixed 

antenna responses. For example, with ௧ܰ  = 6 and    ௔ܰ	= 4, the number of 

permitted antenna combinations is ௖ܰᇱ ൌ ඌ൬ ௧ܰᇱ௔ܰᇱ ൰ඐଶ೛ = 4 and let it be  (3,4), (5,6), 

(3,5) and (4,6). Then, 

૚ࡴ     ൌ ሾ	ࢎ૚			ࢎ૛		૙		૙		ࢎ૜	ࢎ૝	ሿ  
૛ࡴ	    ൌ ሾ	ࢎ૚			ࢎ૛		૙		૙		ࢎ૞	ࢎ૟	ሿ 
૜ࡴ     ൌ ሾ	ࢎ૚			ࢎ૛		૙		૙		ࢎ૜	ࢎ૞	ሿ 
૝ࡴ     ൌ ሾ	ࢎ૚			ࢎ૛		૙		૙		ࢎ૝	ࢎ૟	ሿ 

QR decomposition of these matrices are formed then, whereby we get, ࢑ࡴ ൌ  (5.10)                           ࢑ࡾ	࢑ࡽ

The all zero columns of the ࢑ࡴ  s are retained in QR decomposition 

because if the number of columns ൒ 	 ௥ܰ	 ൅ 	 	 ௔ܰ	 െ 2	, the QR decomposition 

will have the peculiarity that all the ࢑ࡽ  will be the same and the ࢑ࡾ s  differ 

only in the last 	 ௔ܰ	 െ 2	  columns. This factor reduces the computational 

overhead in forming 	 ௖ܰᇱ  QR decompositions. If 	 ௧ܰ	 ൐ 	 ௥ܰ	 ൅ 	 ௔ܰ	 െ 2, then we 
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have to retain only 	 ௥ܰ	 ൅ 	 	 ௔ܰ	 െ 2  columns in ࢑ࡴ s to make ࢑ࡽ the same, and 

extra all zero columns are omitted. 

By exploiting the above feature, the computation required in solving 

Equation (5.6) is minimized as follows.  Since the antenna indices of the low 

priority data are unknown, to solve the Equation (5.6), we have to pre-multiply 

the received signal y with 	 ௖ܰᇱ  possible values of ࡴ࢑ࡽ	to find the ࢑ࡴ that gives 

the minimum metric. This will be a computational overhead in general, but in 

the DESM system,  ࡽ૚ ൌ ૛ࡽ ൌ ⋯ ൌ ࢑ࡽ	 ൌ  and hence this  computation is  ,ࡽ

to be performed only once, giving ࢟෥ ൌ ࢟ࡴࡽ	 ൌ ࢑࢞࢑ࡾࡽࡴࡽ	 		൅      (5.11)	෥࢔	

where  ݇ ൌ 1,2……… ௖ܰᇱ	, ෥࢔	݀݊ܽ ൌ  ࢔ࡴࡽ

In all the QR decompositions, ࡽࡴࡽ ൌ ෥࢟  and the above equation reduces to ࡵ ൌ ࢑࢞࢑ࡾ ൅	࢔෥            (5.12) 

where   ࢑ࡾ ൌ 	 ቂ࢘૚	࢘૛	૙		૙… . ࢑ࡴ .ష૛ቃࢇࡺ࢑࢘	૚࢑࢘  is not a square matrix always because in DESM we can have 	 ௥ܰ	 ൏ 	 	 ௧ܰ	and some all zero columns are deleted from ࡴ to form ࢑ࡴ. So, ࢑ࡾ 

is not a truly upper triangular matrix. The last ௔ܰ െ 2 columns will have full 

non zero entries and the remaining  ࡾᇱ is an ௥ܰ ൈ 	 ௥ܰ	upper triangular matrix 

with 	 ௥ܰ െ 2  all zero columns.  ࢑࢞ ൌ 	 ቂݔଵ	ݔଶ	0		0…ݔ௞భ ௞ಿೌషమቃ்ݔ	…   is the 

modulated signal vector of length 	 ௥ܰ	 ൅ 	 ௔ܰ	 െ 2   in which  ݔଵ  and  ݔଶ 

represent the high priority data sent with Alamouti coding and  ݔ௞భ   ௞ಿೌషమݔ	…

represent the low priority data sent along with this. It is clear from the above 

structure of ࢑ࡾ that   ݔ௞భ   ଵݔ ௞ಿೌషమ  will not have any interference fromݔ	……

and  ݔଶ.   
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Considering the above structure of ࢑ࡾ , the detection metric in Equation 

(5.7) can be modified as   ∑ หݕ෤௜ െ ∑ ே೚௝ୀ௜	௜௝ݎ ௝หଶேೝ௜ୀଵݔ	  where 	 ௢ܰ ൌ ௥ܰ ൅ ௔ܰ െ 2  is 

the optimum number of columns retained. This is a tree structure with  ௥ܰ levels, 

and as in normal QR based detection, the solution starts from the last level with ݅ ൌ ௥ܰ.  But, in DESM, in general, (for ௧ܰ ൐ 	 ௥ܰ) the last two levels starts with ݆ ൌ ௥ܰ ൅ 1.  The two levels with ݅ ൌ ௥ܰ	and	 ௥ܰ െ 1 are free from interference 

of ݔଵ  and ݔଶ and is used here for detecting all low priority data symbols   ݔ௞భ 	௞ಿೌషమ using ML rule. For the above example, withݔ	…… ௥ܰ	 ൌ 4, the last 

(fourth) level solution is from ‖ݕସ െ	ݎସହݔଷ 	െ ସ‖ଶݔସ଺ݎ	  and the third level, 

given by ‖ݕଷ െ	ݎଷହݔଷ 	െ  ସ‖ଶ is also utilized for increased reliability. Theݔଷ଺ݎ	

same process is repeated for all the ࢑ࡾ s, the minimum metric is found, and the 

corresponding ࢑ࡾ and ࢑࢞  gives active antenna index ෠݄௞ and symbols sent.   

Compared to the sphere decoding method in GSM (Cal-Braz and 

Sampaio- Neto, 2014), null symbol is avoided since only valid antenna 

combinations are used. Computation overhead in calculating the ML metric 

corresponding to all the  ࢑ࡾ s is very less since only  	 ௔ܰ	 െ 2  columns of the ࢑ࡾs 

are different. ML detection here makes pre-calculation and storing of ݎ௜௝	ݔ௝ s for a 

frame duration and only the summation and squaring operation is to be performed 

every time slot, whereas it is not possible in sphere decoding and QRD-M (Kim 

and Yue, 2002). A more detailed explanation is given in Section 5.3.  

After computing ௔ܰ െ 2  valid antennas and the corresponding symbols, 

the interference due to these terms are cancelled from ࢟ to form the matrix 

corresponding to the Alamouti code. ࢟෕ ൌ 	 ሾࢎ૚ ૛ሿࢎ ቂݔଵݔଶቃ ൅		 ሾ࢔෕ሿ  (5.13) 

Multiplying the above equation with ሾࢎ૚  ,૛ሿு on both sidesࢎ
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                        ቈݕሶෘଵݕሶෘଶ቉ ൌ 	 ሺ|ࢎ૚|ଶ ൅ ૛|ଶሻࢎ| ቂݔଵݔଶቃ ൅ ቈ ሶ݊ෘଵሶ݊ෘଶ቉     (5.14) 

This makes the detection of ݔଵ  and ݔଶ  independent and ML solution 

can be found (Alamouti,1998).  

The following examples illustrate two typical cases. One is a small 

antenna system with 	 ௔ܰ	 ൌ 3  and 	 ௧ܰ	 ൌ 4, used in indoor communication and 

the other is for downlink in mobile scenario, where the base station is 

equipped with large number of transmit antennas. For small systems, the 

condition 	 ௧ܰ	 ൒ 	 ௥ܰ	 ൅ 	 	 ௔ܰ	 െ 2  is not satisfied and hence ࢑ࡽ  s will be 

different. The second example shows how the detection is done with minimum 

columns of ࡾ, when there are a large number of transmit antennas.  

1) ௧ܰ ൌ ௥ܰ ൌ 4, ௔ܰ ൌ   ૜ሿࢎ		૙		૛ࢎ			૚ࢎ	૛ = ሾࡴ  ;  ૝ሿࢎ		૙		૛ࢎ			૚ࢎ	૚ = ሾࡴ   3
where  	ࢎ૚		, ,		૛ࢎ ࢑ࡴ  .are   4 x 1 vectors			૝ࢎ	  and	૜ࢎ ൌ ݇   ; ࢑ࡾ	࢑ࡽ ൌ 1, 2  

Here  ࡽ૚ 		് 	૛ࡽ	  since the condition 	 ௧ܰ	 ൐ 	 ௥ܰ	 ൅ ௔ܰ	 െ 2  is not satisfied. 

This will not impose much computational complexity since only two ࢑ࡽ s are 

to be found and the computations are for two antenna combinations.  ࢟ ൌ ૚࢞	૚ࡴ	 ൌ ૚࢞   ૚  where࢞૚ࡾ	૚ࡽ	 ൌ 	 	ሾݔଵ		ݔଶ			0			ݔସሿ்,	ݔ௞ ∈ ෥૚࢟ (5.15)      ܥ ൌ ࢟ࡴ૚ࡽ ൌ ૚࢞૚ࡾ	૚ࡽࡴ૚ࡽ		 ൅	ࡽ૚࢔ࡴ	 ൌ ૚࢞૚ࡾ	 ൅   ෥૚           (5.16)࢔

ێێێۏ  ݁݅
ۑۑۑے෤ସଵݕ෤ଷଵݕ෤ଶଵݕ෤ଵଵݕۍ

ې ൌ 		 ێێێۏ
ଵଵݎۍێ ଵଶݎ 0 ଵସሺଵሻ0ݎ ଶଶݎ 0 ଶସሺଵሻ0ݎ 0 0 ଷସሺଵሻ0ݎ 0 0 ۑۑےସସሺଵሻݎ

ସ൪ݔଶ0ݔଵݔ൦	ېۑۑ ൅	ێێێۏ
ۍ ෤݊ଵଵ෤݊ଶଵ෤݊ଷଵ෤݊ସଵۑۑۑے

 (5.17)   	ې
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Note that the third column of ࡴ૚  is a zero vector, retaining of which 

ensures the last two rows of ࡾ૚ are independent of ݔଵ and  ݔଶ . Hence the metric 

calculation for this condition with all possible values of  ݔସ is as follows 

݀ଵ ൌ 	min 	൬ቛݕ෤ସଵ െ	ݎସସሺଵሻݔସቛଶ ൅ ቛݕ෤ଷଵ െ	ݎଷସሺଵሻݔସቛଶ൰	    (5.18) 

This norm is calculated with two stage norms and hence will have better 

reliability. This feature is available only if  ௥ܰ	 ൒ 	4. Similarly, ࢟෥૛ ൌ ࢟ࡴ૛ࡽ ൌ		ࡽ૛ࡽࡴ૛	ࡾ૛࢞૛ ൅	ࡽ૛࢔ࡴ૛ 	ൌ ૛࢞૛ࡾ	 ൅  ෥૛             (5.19)࢔

where   ࢞૛ ൌ 	 	ሾݔଵ		ݔଶ			0			ݔଷሿ் , ݔ௞ ∈  ૚ࡾ Note that the first two columns of . ܥ

and ࡾ૛  are the same and the fourth column is 	ቂݎଵସሺଶሻ		ݎଶସሺଶሻ	ݎଷସሺଶሻ			ݎସସሺଶሻቃ் . If  ࢟෥૛ ൌ ෤ସଶሿ்ݕ			෤ଷଶݕ		෤ଶଶݕ		෤ଵଶݕሾ	= ࢟ࡴ૛ࡽ , the metric with all possible values of  ݔଷ  is 

taken as ݀ଶ ൌ 	min 	൬ቛݕ෤ସଶ െ	ݎସସሺଶሻݔଷቛଶ ൅ ቛݕ෤ଷଶ െ	ݎଷସሺଶሻݔଷቛଶ൰   (5.20) 

So,    〈 ෠ܴ௞		, 〈ො௞ݔ 	ൌ   	݀ଶሻ			,	minோೖ,௫ೖሺ݀ଵ	݃ݎܽ	
From ෠ܴ௞, the antenna index ෠݄௞ is available. 

2) ௧ܰ ൌ 6, ௥ܰ ൌ 4, ௔ܰ ൌ  corresponds to ݇ th 1:4 = ݇ , ࢑ࡴ  ൧  , where i ≠ j and	࢐ࢎ		࢏ࢎ		૙		૙		૛ࢎ			૚ࢎ	ൣ = ࢑ࡴ     4

permitted combination of  ࢏ࢎ and		࢐ࢎ where  i , j = 3 : 6.  ࢎ૚		, ૛ࢎ      are	૟ࢎ………

4 x 1 vectors  ࢟ ൌ ௞ݔ    ,௝൧்ݔ		௜ݔ		0		0		ଶݔ			ଵݔ	ൣ = ࢑࢞   where  ࢑࢞	࢑ࡴ	 ∈ ࢑ࡴ ܥ ൌ ૚ࡽ where  ࢑ࡾ	࢑ࡽ 	ൌ ૛ࡽ	 ൌ ૜ࡽ	 ൌ 	૝ࡽ ൌ ෥࢟   ࡽ ൌ ࢟ࡴࡽ ൌ ࢑࢞࢑ࡾ	ࡽࡴࡽ		 ൅	࢔ࡴࡽ	 ൌ ࢑࢞࢑ࡾ	 ൅    ෥࢔
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For ݇ = 1, take i =3 and j = 4. Then, 

൦ݕ෤ଵݕ෤ଶݕ෤ଷݕ෤ସ൪ ൌ ێێێۏ
ଵଵݎۍێ ଵଶݎ 0 0 ଵହሺଵሻݎ ଵ଺ሺଵሻ0ݎ ଶଶݎ 0 0 ଶହሺଵሻݎ ଶ଺ሺଵሻ0ݎ 0 0 0 ଷହሺଵሻݎ ଷ଺ሺଵሻ0ݎ 0 0 0 ସହሺଵሻݎ ۑۑےସ଺ሺଵሻݎ

ېۑۑ ێێۏ	
ۍێێ
ۑۑےସݔଷݔଶ00ݔଵݔ
ېۑۑ ൅ ൦ ෤݊ଵ෤݊ଶ෤݊ଷ෤݊ସ൪	  (5.21) 

Note that the third and fourth columns of  ࢑ࡴ are zero vectors. Here, 

retaining these will ensure that the number of columns in ࢑ࡴ = 	 ௥ܰ	 ൅ ௔ܰ	 െ 2  

and hence  ࡽ is the same for all the QR decompositions and the last two rows 

of ࢑ࡾ are independent of ݔଵ and  ݔଶ . For higher values of ௧ܰ		, more columns 

of ࡴ will be zero vector, but only two columns need to be retained, which will 

reduce the  computation in calculating ௧ܰ െ ௥ܰ columns and the corresponding 

multiplication in finding ࢟ࡴࡽ. The combined distance metric for  ݔଷ and ݔସ is 

taken as follows ݀ଵ ൌ 	min ൬ቛݕ෤ସ െ	ݎସହሺଵሻݔଷ 	െ ସቛଶݔସ଺ሺଵሻݎ	 ൅ 	ቛݕ෤ଷ െ	ݎଷହሺଵሻݔଷ 	െ	ݎଷ଺ሺଵሻݔସቛଶ൰  (5.22) 

Note that if more number of receive antennas are used, the metric 

available from more rows of Equation (5.22) can also be added to this to have 

improved performance, which then will be a trade off with  complexity and  

receive  diversity.  For all four possible ࢑࢞࢑ࡾ combinations, distance metrics 

are calculated and the antenna index and transmitted symbols are given by 

   〈 ෠ܴ௞			, 〈ො௞ݔ 	ൌ ,minோೖ,௫ೖሺ݀ଵ	݃ݎܽ	 ݀ଶ, ݀ଷ, ݀ସሻ	     (5.23) 

The computational complexity of this method is analyzed in the next section. 

5.3 COMPUTATIONAL COMPLEXITY 

QR Decomposition is a well-known technique that finds application in 

sphere decoding and SIC. As explained in Section 5.2.2, the number of QR 
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decompositions to be performed in the proposed DESM is given by ඌ൬	 ௧ܰᇱ௔ܰᇱ ൰	ඐଶು . 

This is not a computational overhead since in each decomposition, ࢑ࡽ will be 

the same and it is to be is to be computed only once. In ࢑ࡾ s, only the last ௔ܰᇱ  
columns differ and for that only we have to compute ݎ௜௝. The reason for these 

peculiarities is explained now. 

The structure of each of the ࢑ࡴ matrices is given in Equation (5.9). In 

that we have to retain only 	 ௥ܰ	 ൅ 	 ௔ܰ	 െ 2  all zero columns which will ensure 

the same ࢑ࡽ  and hence the detection uses ࢑ࡴ ൌ   ൧     (5.24)࢑࡯ࢎ	ష૛࢘ࡺൈ࢘ࡺ૙		૛ࢎ			૚ࢎ	ൣ

where ࢑࡯ࢎ  is the 	 ௥ܰ	  x 	 ௔ܰᇱ   matrix formed by ݇ .th permitted combination of 

non-fixed antenna responses.  

Now we show why this structure of  ࢑ࡴ will guarantee the same ࢑ࡽ. 

We use the Modified Gram Schmidtt (MGS) orthogonalisation method for QR 

decomposition which is computationally more stable (Singh et al., 2006).  The 

algorithm for the same for an m	ൈ m matrix is given in Figure.5.3. From this, 

we can see that the columns of Q are orthogonalised in lines 10 and 11. 

Considering the structure of ࢑ࡴ	s here, since  ࢎ૚ and ࢎ૛ are same for all ࢑ࡴ s, 

the corresponding orthogonalised columns of ࢑ࡽ will be the same.  If  vj = 0 in 

any step, as in the case of ૙࢘ࡺൈ࢘ࡺష૛columns of ࢑ࡴ, the algorithm proceeds by 

taking an arbitrary orthogonal vector and all the following columns 

corresponding to zero columns will be arbitrary. For an ݉ ൈ 	݊	 matrix, if   ݉ 

< ݊, Q matrix is of size ݉ ൈ ݉. When the number of columns  ௧ܰ ൒ 	 ௥ܰ ൅	 ௔ܰ െ 2	, this makes ࢑ࡽ the same in all decompositions. So, there is no extra 

computation required in finding all  ࢑ࡽ s, compared to the sphere decoding or 

QRD-M algorithm. 
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Fig. 5.3. Algorithm for MGS QR decomposition 

The computation required for finding one column of ࡾ is 4 ௥ܰ + 4 ௥ܰ 

real multiplications, where the first factor is for calculating each ݎ௜௝,	 and the 

second factor is for calculating each ݒ௝,	 as can be seen from the eighth and 

ninth rows of the algorithm in Figure.5.3. The total computation required is 

only  8 ௥ܰሺ ௧ܰ െ ௔ܰ ൅ 1ሻ real multiplications due to the fact that considering 

all the ࢑ࡴs, only ሺ ௧ܰ െ ௔ܰ ൅ 1ሻ columns at each position will be different and 

for that only ݎ௜௝ and ݒ௝ are to be calculated.  

Now, consider the computations required for finding the ML solution 

of 	‖࢟෥ െ  ଶ. The ML decoding rule when applied to the last two rows of the‖࢞ࡾ

R matrix is,  ࢞ෝ࢑ ൌ min௞݃ݎܽ ∑ หݕ෤௜ െ ∑ ௝ଶ௝ୀ௝ଵ	௜௝ݎ ௝หଶேೝ௜ୀேೝିଵݔ	      (5.25) 

where ݆1 ൌ 	 ௥ܰ ൅ 1 and ݆2 ൌ 	 ௥ܰ ൅ ௔ܰᇱ   
This amounts to 2ሺ4ܭ ௔ܰᇱ ൅ 2ሻ  real multiplications for one matrix, 

where 4 ௔ܰᇱ   is the term that gives multiplications for calculating ݎ௜௝	ݔ௝   for the 
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last ௔ܰᇱ   terms and the added 2 for squaring operation and ܭ is the size of the 

constellation. Since this is done for two rows for increased reliability, the 

multiplicative factor 2 comes.  As illustrated before, only  ሺ ௧ܰ െ ௔ܰ ൅ 1ሻ   
values of  ݎ௜௝  will be different and hence the total computation required is 2൫ሺ ௧ܰ െ ௔ܰ ൅ 1ሻ4ܭ ൅ 2 ௖ܰᇱ൯. Finally, for finding the solution for the Alamouti 

code sent, only 2ሺ4 ൅ 2ሻܭ real multiplications are required, since the antenna 

indices are known (Kim et al., 2010). 

The computational complexity again reduces for a slow fading channel, 

since ࡽ is to be calculated only once and the term  ∑ ௝ଶ௝ୀ௝ଵ	௜௝ݎ ௝ݔ	  for all i, j 

combinations can be computed and stored, for a frame. Simulation results 

given in section 5.4.2 illustrate how different parameters affect the complexity. 

5.4  SIMULATION RESULTS 

In this section, simulation results are presented to compare the 

performance of the proposed method with STBC-SM and ML detection in 

GSM-MIMO. The channel is assumed to be flat and block fading. For all the 

above systems, perfect CSI at the receiver is considered and for DESM, we 

assume a feedback channel that requires only 2 logଶ ௧ܰ bits which transmit the 

indices of two antennas with largest SNR. The bit error rate and computational 

complexity of the systems are compared. 

5.4.1 Performance 

First we compare the BER vs. SNR performance for the proposed 

DESM system, STBC-SM and GSM for  ௧ܰ ൌ 	 ௥ܰ ൌ 4 . We take ௔ܰ ൏ ௧ܰ  
and the possible active antennas in DESM are three – two for the diversity 

stream transmission and the third for low priority data. Even though any 

number of active antennas is possible for GSM, we take it as three for having a 
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fair comparison. Since STBC codes are transmitted in STBC-SM, the active 

antennas possible are two. We define the transmission tuple as (the antenna 

selection bits, the diversity stream bits, non- diversity stream bits). Figure 5.4 

illustrates the BER vs. SNR performance of DESM and STBC-SM for 

different transmission tuples.  

 

Fig. 5.4.  BER vs. SNR curves for DESM, STBC-SM and GSM-ML for ௧ܰ ൌ 	 ௥ܰ ൌ 4	, ௔ܰ ൌ 	3 

GSM with three active antennas have the minimum rate of 5 bpcu and 

its optimum ML detection performance is taken as a reference in all cases. For 

an overall rate of 4 bpcu, the transmission tuple in STBC-SM and DESM are   

(2, 6, 0) and (2, 4, 2) respectively. For 5 bpcu rate, DESM can have two 

transmission tuples, (2, 4, 4) and (2, 6, 2), which shows that the system can be 

configured adaptively for different diversity/non-diversity stream rates. For 
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STBC-SM the only possibility is to increase the diversity stream rate with the 

transmission tuple (2, 8, 0). Simulation results in Figure 5.4 illustrate that for 

the same overall rate, DESM  performs better and for the same diversity 

stream rate also, the performance is comparable (see DESM- 5bpcu-2 and 

STBC-SM-4bpcu curves with diversity stream bits 6).  The reason for the 

better performance of DESM is the use of fixed antennas for diversity stream 

transmission. In, GSM, there is uncertainty in the case of all the three active 

antennas and hence the BER will be high. 

DESM system can be configured in many ways for the same rate of 

transmission and different performance. As stated, this is due to the possibility of 

varying the rate of diversity and non- diversity streams independently. Figure 5.5 

illustrates the performance of DESM for various configurations, compared to 

STBC-SM. We consider ௧ܰ = ௥ܰ = 6 for both the systems and  ௔ܰ = 3 for DESM, 

whereas ௔ܰ = 2 is assumed in STBC-SM, due to the restriction that the active 

antennas has to be a power of two.  Note that with six transmit antennas, the 

antenna selection bits in STBC-SM is 3 whereas in DESM it is 4, two bits in each 

time slot. Figure 5.5  shows  the performance curves of DESM for rates 5 , 6 and 7  

bpcu  with corresponding transmission tuples  (4, 4, 2),  (4, 4, 4) and (4, 8,2)  and 

that for STBC- SM for rates 4.5 and 5.5 bpcu with transmission tuple (3,6,0) and 

(3,8,0) respectively. In DESM, compared to 5 bpcu curve, 6 bpcu curve is 

obtained by increasing the rate of the non-diversity stream, which still shows a 

better performance compared to both STBC-SM curves. Increasing the diversity 

stream rate in DESM (7 bpcu curve) shows a comparable performance with 5.5 

bpcu in STBC-SM, which has the same diversity transmission rate. Hence, the 

diversity stream rate can be adjusted with performance or the overall rate. 
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Fig. 5.5  BER vs. SNR curves of DESM and STBC-SM 
for ௧ܰ ൌ 	 ௥ܰ ൌ 6	, ௔ܰ ൌ 	3 

As mentioned in the introduction of this chapter, DESM performs well 

even if the number of receive antennas is less than the transmit antennas. The 

performance of DESM for 4, 6, 10 transmit antennas with transmission tuples    

(2, 4, 2), (4, 4, 2), (6, 4, 2) and ୰ܰ ൌ 	4  is illustrated in Figure 5.6. Compared to 

the curve of  ௧ܰ ൌ ୰ܰ ൌ 	4,  the performance curves of ୲ܰ ൌ 	6 and 10 are 

satisfactory, considering the increased rate  due to the  antenna selection bits.  

This has to be compared with the performance of STBC-SM curves shown, 

which is having a low rate. Here, again it is shown that the diversity stream 

rate can be compromised with performance and overall rate, if the rate of the 

system is varied by varying the diversity stream rate, as is clear from the 

DESM -  ௧ܰ ൌ 	6, 6 bpcu curve.   
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Fig. 5.6  BER vs. SNR curves of DESM for ௧ܰ ൌ 4, 6,10	 ௥ܰ ൌ 4	, ௔ܰ ൌ 3 
and for STBC-SM 

The diversity order achievable for the diversity stream in DESM is two 

in all the cases. The performance shown is the overall performance as rate is 

compared considering the overall rate. Also, the performance is affected by the 

number of receiving antennas, which will introduce receive diversity. 

5.4.2 Computational Complexity 

Simulations of the computational complexity in Figure 5.7 show that 

receiver complexity is less for reasonable number of active antennas in DESM.  

For GSM, the complexity of detection methods like sphere decoding and OB-

MMSE is very high compared to the proposed system (of the order of 107) and is 

dependent on SNR (Wang et al., 2012). Hence, comparison is made with the 

fixed complexity QRD-M detection (Kim and Yue, 2002; Kim et al., 2010), in 

which we assumed M = 2/ܭ, where M is the number of candidates retained at 
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each level and ܭ is the constellation size. For STBC-SM, two active antennas and 

the low complexity detection in (Basar et al., 2011) are taken for simulation.  

Figure 5.7(a) compares the complexity as the number of active 

antennas increases, for fixed constellation size of 16 and 24 transmit antennas . 

Also, there are four receive antennas for DESM and STBC-SM, whereas for 

GSM-QRD-M, there should be the same number of transmit and receive 

antennas.  Figure 5.7(a) reveals that for DESM, the required computations are 

small up to five active antennas and only when the active antennas increases 

beyond seven, it exceeds the other two detection methods. So, there exists a 

possibility to trade off with complexity, power and rate in our proposed system. 

Since the active antennas are fixed in STBC-SM and GSM-QRDM detection 

does not depend on the active antennas, the detection complexity is constant in 

those two methods. In Figure 5.7(b), for fixed transmit and active antennas (16, 

4 respectively), the complexity as the constellation size increases is compared. 

The complexity of QRD-M and STBC-SM are much dependent on the 

constellation size. The proposed DESM is not much affected by the increase of 

constellation size, and hence rate can be increased without increasing 

complexity, when the channel conditions are favourable.  

We further analyse how the rate of the system is affected when two of 

the antennas are earmarked for high priority data in Figure 5.8. Two separate 

comparisons are given in Figure 5.8(a) and 5.8(b), for low and high values of 

transmit and active antennas and QPSK constellation. Both the figures show 

that the percentage rate loss in DESM is not prominent as the rate of transmission 

is considered, and it decreases as the active antennas are increased.  Also, fig 5.8(a) 

shows that increasing the number of transmit antennas without increasing the 

active antennas not makes much change in rate of transmission.     
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(a) 

   

(b) 

Fig.5.7. Comparison of computational complexity of DESM, STBC-SM 
and GSM-QRD-M (a) For fixed transmit antennas and 
constellation size (b) For fixed transmit and active antennas 
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Fig. 5.8.  Comparison of rate of DESM and GSM for   (a) for fixed ௔ܰ  
(b) fixed ௧ܰ  
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5.5 CONCLUSIONS 

This chapter presented the performance of a system that combines the 

space time coding and spatial multiplexing with GSM. The proposed DESM 

does not impose any restriction on the number of active antennas, and only 

limited feedback is required to get good performance. Applying QR 

decomposition based detection with Nr < Nt , the system is shown to have very 

good performance. The BER vs. SNR performance compared to STBC-SM 

and GSM are better for the same overall rate. For the same diversity stream 

rate also the performance is comparable with that of STBC-SM. This is 

achieved without much increase in computational complexity, for reasonable 

number of transmit and active antennas and with the added advantage that the 

minimum number of receive antennas required is only four. The system can be 

configured in various ways by changing the diversity and non-diversity bits 

transmitted during each time slot, maintaining the same overall rate but with a 

performance trade off. The rate of the system compared with that of GSM is 

analysed and is found that the percentage rate loss is negligible, considering 

the performance improvement. 

****** 
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Generalised spatial modulation achieves both spectral and energy 

efficiency at fair transmission rates and allows trade off among these factors. 

But, inter channel interference affects the bit error rate performance, especially 

when the channel conditions are poor. The performance of GSM can further be 

improved by adjusting transmission parameters such as modulation order and 

coding rate dynamically according to channel conditions. This technique, in 

general called link adaptation, utilizes the channel state information fed back 

from the receiver to the transmitter to transmit at high rates when the channel 

condition is good and to reduce the rate if the channel turns poor. Though 

well-established in single antenna systems, designing adaptation schemes for 

MIMO systems is challenging. Along with the conventional modulation 

order/coding scheme change, different spatial signaling techniques can also be 

utilized in MIMO for adaptation. This results in large number of adaptation 

modes and to effectively utilize all these, complex circuits and high adaptive 

control overhead are required. As an alternative, code puncturing can be 

employed to make the system rate adaptive. In this chapter, we present an 

adaptive transmission technique in GSM MIMO using rate compatible 

punctured convolutional (RCPC) codes. An antenna grouping method based 

on limited CSI feedback is used to select the puncturing matrices and active 

antennas in GSM. The system throughput and BER performance are analyzed            

for various channel selection and puncturing schemes.                             
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6.1 INTRODUCTION  

MIMO technology provides significant capacity gain through 

multiplexing and increases link robustness through diversity techniques. But 

there exists a tradeoff among these (Zheng and Tse, 2003; Di Renzo and Haas, 

2011 a) and to reap the full benefits of MIMO irrespective of varying channel 

conditions, adaptation is often required. MIMO systems that exploit time and 

frequency parameter changes for adaptation are well explored (Keller and 

Hanzo,2000). Though complex, schemes that exploit spatial selectivity of the 

channel for adaptation are also available.  Some of these schemes increase the 

throughput for a fixed error rate and the others reduce the error rate for a fixed 

transmission rate (Chae et al., 2010). Throughput based techniques utilize 

robust modulation and coding schemes (MCS) when the channel condition is 

poor and as the channel quality improves, switches to higher order MCSs. 

Diversity based methods improve the error performance by selecting the 

MIMO transmission modes that offer higher robustness to fading. Several 

methods in these two categories are proposed for adaptation in MIMO (Chae 

et al., 2004; Heath and Paulraj, 2005; Forenza et al., 2005). Most of these 

methods need to resend information repeatedly as per automatic repeat request 

(ARQ), and is not suitable for wireless communications where ARQ is 

typically not implemented (Sari et al.,  2009). Also, adaptation with different 

MCS makes the system complex with the associated coding and decoding 

circuits and switching.  Code puncturing is another method that allows an 

encoder/decoder pair to change code rates, which can be utilized for adaptation 

without the above said disadvantages. For example, in the case of 

convolutional coding, puncturing changes the rate simply by deleting specific 

code bits of the original low rate mother code as per a predefined rule. This bit 

deletion (puncturing) rule can be changed to generate codes of different rates. 
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At the receiver side, a Viterbi decoder based on the original (mother) code and 

with the same puncturing rule is used for decoding.  

RCPC codes are punctured codes with some conditions on the general 

puncturing rule. Having nearly equivalent performance of convolutional codes 

and simplicity in decoding, RCPC code is a good candidate for adaptation in 

MIMO systems. The performance of RCPC codes in V-BLAST spatial 

multiplexing systems is well studied (Sari et al., 2009; 2010), and is shown to 

increases the robustness of the system and bandwidth efficiency without much 

degradation in performance. But, BLAST systems are not energy efficient and 

the focus of today’s research is in maximizing the energy efficiency along 

with spectral efficiency. GSM, in which only a limited number of antennas are 

activated during a time slot is a suitable solution for this. Rate adaptation can 

be utilized to further improve the GSM system performance, knowing the 

channel conditions. Here, we analyze the performance of a GSM MIMO 

system in which link adaptation is done using RCPC codes.   

6.2 PROPOSED RCPC ENCODED GSM SYSTEM 

In this section, the proposed method in which RCPC codes are used as a 

means of varying the rate of the GSM system according to the channel 

conditions is explained. Section 6.2.1 is an overview of RCPC coding and 

parameters involved. The adaptive GSM system is explained in Section 6.2.2. 

6.2.1RCPC Codes 

RCPC codes are formed by imposing some conditions on the general 

puncturing rule of convolutional codes to ensure rate-compatibility. These 

conditions, as will be explained, ensure that if the channel errors are so high 

and efficient decoding is impossible, the previously punctured bits only have to 

be transmitted for upgrading the code. Besides, the compatibility of the codes 
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makes it possible to vary the rate within a data frame for achieving unequal 

error protection (Hagenauer, 1988). 

Here we give an overview of RCPC code parameters. An example of 

coding with four puncturing tables ensuring rate-compatibility is shown in 

Figure 6.1. The boxes ‘M’ represent the memory elements/shift register stages 

and the ‘+’ symbol indicates logical XOR operation. The mother code is a half 

rate convolutional code with memory M = 2, specified by the code generator 

matrix ൌ ቂ1 1 01 0 1ቃ , which is punctured periodically with a period ܲ ൌ 4. A 

zero in the puncturing table means that the particular symbol is not to be 

transmitted. For example, as indicated by the first rows of the tables in Figure 

6.1, the puncturing matrix  ܲሺ1ሻ ൌ ቂ1 0 0 11 1 1 0ቃ	, which means the second 

and third bit of the upper branch and the fourth bit of the lower branch are not 

transmitted.  

 
Fig. 6.1 Example of RCPC encoding 

So, instead of transmitting  2 ∗ ܲ ൌ 2 ∗ 4 ൌ 8 bits,  ܲ ൅ ݈	 ൌ ܲ ൅ 1 ൌ 5 

bits are transmitted per ܲ = 4 data bits and the rate of the code ܴ ൌ ܲ/ሺܲ ൅ ݈ሻ  
= 4/5. Suppose with this code rate, it is not possible to correct the channel 
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errors, rate is lowered to 4/6, 4/7, or 4/8, to increase the redundancy. Here, 

instead of using a completely different low rate code, the already transmitted 

bits are utilized and only the additional bits required for increasing the 

redundancy are transmitted. So, additional ‘1’s can only be placed in places 

where the higher rate codes have zeros. The resulting puncturing matrices P(l) 

would be ܲሺ2ሻ, ܲሺ3ሻ and ܲሺ4ሻ as given below. ܲሺ2ሻ ൌ ቂ1 1 0 11 1 1 0ቃ        ܲሺ3ሻ ൌ ቂ1 1 0 11 1 1 1ቃ        
                     ܲሺ4ሻ ൌ ቂ1 1 1 11 1 1 1ቃ 

So, the following parameters and conditions specify a family of RCPC 

codes. The generator matrix is of size ܰ	 ൈ ሺܯ ൅ 1ሻ  with elements ሺ݃௜௞ሻ ∈ሺ0,1ሻ  where a ‘1’ denotes a connection from the kth shift register stage of 

convolutional encoder to its ith output. ܴ ൌ 1/ܰ is the original code rate and M 

is the number of memory elements. The rates of codes are determined by N and 

the puncturing period ܲ as ܴ ൌ ܲ/ሺܲ	 ൅ ݈ሻ ;  ݈ ൌ 1, 2……ሺܰ െ 1ሻܲ                       (6.1) 

The puncturing matrices ܲሺ݈ሻ are of size ܰ	 ൈ ܲ with elements ൫ܽ௜௝൯ ∈ ሺ0,1ሻ 
where a  ‘0’ represents a bit puncturing with the following conditions for rate 

compatibility.  

If ܽ௜௝ሺ݈଴ሻ ൌ 1,	 then ܽ௜௝ሺ݈ሻ ൌ 1 for all ݈ ൒ ݈଴ ൒ 1 

If ܽ௜௝ሺ݈଴ሻ ൌ 0,	 then ܽ௜௝ሺ݈ሻ ൌ 0 for all ݈ ൑ ݈଴ ൑ ܲሺܰ െ 1ሻ െ 1 

Next we present the adaptive GSM system in which the transmission 

rate is varied as per the channel condition using different puncturing matrices.  
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6.2.2 Adaptive GSM system  

We consider the GSM MIMO system model presented in 5.2.1 having 

Nt transmit antennas in which only Na antennas are active at a time and Nr 

receiving antennas, represented by ሺ ௧ܰ	, ௔ܰ	, ௥ܰ	ሻ. It is assumed that only two 

antennas are activated at a time out of the available antennas ( ௔ܰ	 ൌ 2ሻ.  
As shown in Figure 6.2, the input bit stream is demultiplexed to form 

two streams that are to be separately encoded using convolutional codes. 

Based on the channel state information form the receiver, the antennas are 

grouped in such a way that the better channels come within a group. There is 

no limitation on the number of  antennas in a group, except that at least two 

antennas should be there in group, so that there is a possibility for antenna 

selection within a group. 

 
Fig. 6.2 GSM system with rate adaptation 

For example, if there are twelve transmit antennas, in the two antenna 

activated system, they can be grouped as illustrated in Table.6.1. In case -1, 

the antenna selection bits are found assuming one antenna is selected from the 

group of good channels (G) and one from the poor channel group (B), as per 
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ہ ଶ೛ۂܰ∝  where ∝ܰ is the number of antennas in a group. One advantage of this 

selection method is that this will increase the antenna selection bits when good 

channels are less (see column 1 in Table.6.1). Considering the correlation 

effects of antennas also, this may be advantageous in some cases. The other 

case (case-2) is applicable when both the active antennas are selected from G 

group and the antenna selection bits are given by ඌቀ ௚ܰ2 ቁඐଶ೛, where ௚ܰ is the 

number of antennas in group G. 

Table. 6.1 Antenna selection in the adaptive GSM system 

Grouping( G,B) (4,8) (6,6) (10,2) 
Antenna selection  bits(g,b) - case 1 (2,3) (2,2) (3,1) 
Antenna selection bits(g) - case 2 2 3 5 

G – good channels, B- bad channels; (g,b) corresponding antenna selection bits 

The adaptive coding process is as follows. In case-1, the antenna selection 

(from group G) and constellation mapping is done after puncturing. The 

puncturing matrix can be selected as per the CSI feedback. The B group antenna 

transmission is without puncturing, as the channel condition is poor. If the channel 

condition permits, puncturing for a lower rate code can also be done. So, two code 

rates and throughputs are possible, for a particular error performance. Also, the 

code rate in the punctured stream can be changed according to channel condition 

feedback, while maintaining the same error performance. In case -2, both the 

antennas are selected from group G, and puncturing can be applied to both the 

streams. (This scenario is not shown in Figure.6.2) The same or different 

puncturing matrices can be used, as per the required Quality of Service (QoS) of 

the two streams, which can also be changed adaptively.  

The following adaptation modes are possible in this system. The fixed 

rate mode and fixed modulation mode. In the fixed rate mode, transmission 
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uses different modulation schemes. When designed for a particular modulation 

scheme, for example QPSK, the transmission rate is varied depending on the 

antenna selection bits. Both the schemes can be optimized for given BER 

performance or throughput. In both the cases, according to the puncturing 

matrices used, the actual data rate varies.  

For decoding, hard input Viterbi convolutional decoder is assumed. For 

providing hard input bits to Viterbi decoder, any of the GSM decoders can be 

utilized, which estimates the transmitted symbol as ࢞ෝ = arg.min ࢟‖ െ .஼∋࢞ଶ‖࢞ࡴ     (6.2) 

where ܥ is the constellation assumed. After symbol estimation and demapping, 

the bit stream enters the decoder, where the same puncturing matrices and mother 

decoder are used to obtain the original source data.  

6.3 SIMULATION RESULTS  

Next we present the performance of the proposed system in terms of 

BER and average throughput. Here we assumed an (8, 2, 4) MIMO system 

with ML detection. However, these results can be extended to different 

numbers of transmit and active antennas and different transmission schemes. 

Figure 6.3 compares the BER vs. SNR performance of our adaptive 

algorithm with that of fixed GSM transmission scheme. The mother code used 

is a rate 1/2 convolutional code.  The puncturing period (ܲ) used is three, and ݈  
= 1, 2 which will give a rate of ܲ/ሺܲ	 ൅ ݈ሻ = 3/4 and   3/5 respectively. Four 

different transmission scenarios with different rates are shown. The 

performance of the system without any channel grouping and punctuation and 

at 8 bpcu transmission rate with QPSK modulation (Figure.6.3, NCP-8bpcu) is 

taken as a reference. In the punctured case, a rate 3/5 code is transmitted using 

only good channel selection in GSM (GC, 3/5, 6bpcu). Since only good 
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channels are utilized, antenna selection bits (logଶ ஼ܰ) are reduced from 4 to 2 

and hence the overall rate is only 6 bpcu. Compared to non-punctured code, 

the performance is better because only good channels are selected and 

transmission rate is low. The performance is almost comparable even if the 

rate is increased to 3/4 as per GC, 3/4, 6bpcu curve shown.  In the other 

scenario, the channels are divided into G and B groups consisting of four 

antennas each as explained in section 6.2.2.  High rate code is transmitted 

through good channels, and low rate code is transmitted through poor channels, 

each with channel selection (G, 3/4, 4bpcu and B, 3/5, 4bpcu respectively). So 

the overall rate achieved is 8bpcu, with the performance shown as OGB. It is 

seen that when both good and poor channels are utilized, the performance 

degrades, giving only the high rate advantage. 

. 

Fig.6.3 BER Vs. SNR curves for puncturing period P =3  
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The simulations for a higher puncturing period (ܲ  = 8) is shown in 

Figure 6.4.The rates used are 8/12 and 8/14 for  ݈  = 4, 6 respectively. The 

same transmission scenarios as in Figure 6.3 is assumed, but the comparison is 

with ܲ  = 3 curve. The better performance of higher puncturing period is clear 

in good channel selection case as well as antenna grouping case.  

 
           Fig. 6.4  Comparison of BER Vs. SNR curves for P =3  and P =8 

Next we show the performance for a fixed transmission rate of 8bpcu 

for ܲ  = 3 in Figure 6.5. Here, the modulation scheme is selected as QPSK or 

8QAM so as to maintain the same transmission rate. With antenna selection 

from both the group, antenna selection bits are four and QPSK modulation 

achieves 8bpcu rate. When the active antennas are selected only from group G, 

the antenna selection bits are reduced to two and to get the fixed transmission 

rate of 8bpcu, a higher modulation scheme, ie. 8QAM is opted. Here also, 

combined channel selection degrades the performance. 
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Fig. 6.5 BER Vs. SNR curves for fixed 8bpcu rate 

Throughput of the system at a rate R and a specified SNR ߩ as defined 

by ఘܶ ൌ 	 sup ቀܴ൫1 െ ܲሺ߳ሻ൯ቁ  where ܲሺ߳ሻ  is the outage probability. This is 

simulated for 10% outage with various puncturing lengths and rates and 

compared with the throughput achieved without puncturing in Figure 6.6. The 

GC, P3 and GC, P8 curves are for the case of channel selection from group G 

only, whereas the OGB, P3 and OGB, P8 curves are for channel selection 

from both group G and group B. NP curve is the throughput achieved without 

puncturing. It is seen that increasing the puncturing length increases the 

throughput for both the channel selection methods. Also, utilizing full channel 

selection with grouping reduces the throughput, as seen from the two OGB 

curves. But, as the rate is higher, the time taken for transmission of same 

frame length will be reduced much by grouping.  
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         Fig.6.6 Throughput Vs. SNR curves for P =3 and P =8 

6.4 CONCLUSIONS 

In this chapter, we presented an adaptive transmission technique in 

GSM system using RCPC codes. An antenna grouping method based on the 

CSI feedback from the receiver is used to improve the transmission rate. The 

system is analyzed with half rate convolutional mother code and for 

puncturing lengths 3 and 8. It is seen that puncturing can be effected even with 

a performance improvement with channel selection. Also, increasing the 

puncturing length improves the BER performance as well as the throughput. 

****** 
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The objective of this research was to develop coding schemes for 

MIMO systems, having acceptable rate, reliability and low complexity of 

decoding. MIMO systems such as spatial multiplexing, spatial modulation and 

generalised spatial modulation are considered for this, and the work done is 

based on the shortfalls of the systems in literature.  Here, we summarize the 

work we carried out in these areas so as to achieve the goals presented in 

chapter1, drawbacks of them and possible extensions. 

7.1 THESIS CONTRIBUTION 

7.1.1 Spatial Multiplexing 

Spatial multiplexing achieves high data rates at the cost of poor 

detection performance. So, we proposed a method that improves the detection 

performance of SMX-MIMO using the parity information of transmitted 

symbols. The proposed method named as QRD-P achieves better BER 

performance than the traditional QRD-M method, even at low values of SNR, 

with much less computational complexity. Even though the actual data rate is 

reduced, it is seen that the percentage of correctly received bits to the sent 

information bits is higher compared to traditional QRD-M.  

7.1.2 Spatial Modulation 

In Spatial Modulation, the performance improvement through diversity 

is considered. An encoding scheme based on Weyl Group matrices is proposed 

that achieves second order transmit diversity. It is a single antenna activated 
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system and offers the simplicity of single stream ML decoding. The rate is 

higher than SM-STBC and CIOD based diversity schemes and the BER 

performance also is better. The computational complexity variation as the 

number of antenna elements is increased is found to be very less.  

7.1.3 Generalized Spatial Modulation 

Robustness against channel impairments is provided for a particular 

data stream and at the same time a fair data rate is maintained in the GSM 

system. The method  proposed named as diversity embedded SM (DESM),  

have no restriction on the number of active antennas and the system shows 

very good performance even when the number of receive antennas is less than 

the transmit antennas. The system is configurable in various ways by changing 

the diversity and non- diversity bits transmitted during each time slot, 

maintaining the same overall rate but with a performance trade off.  

7.1.4 Rate Adaptation in GSM 

A rate adaptive transmission technique using RCPC codes for the GSM 

system is proposed.  Based on the channel state information, different 

puncturing matrices are employed to vary the transmission rate. The system is 

analyzed with half rate convolutional mother code and for different puncturing 

lengths. It is seen that puncturing can be effected even with a performance 

improvement utilizing the channel selection possibility in GSM. Also, 

increasing the puncturing length improves the BER performance as well as the 

throughput. 

7.2 DRAWBACKS 

The constraints of our methods are mentioned here. The parity aided 

detection for spatial multiplexing reduces the information rate. As the number of 

transmit antennas increases, either more symbols are to be utilized for encoding 
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the parity information or more points in the constellation are to be used to 

represent the parity encoded symbol. In the first case, the effective throughput will 

be reduced whereas the second solution will increase the computational 

complexity slightly. This drawback is compensated with improved performance at 

low values of SNR, but not in the high SNR region. 

Regarding Weyl Group Encoding, the disadvantage is that for encoding 

more than four bits at a time, the Kronecker product of the matrices are to be 

used, which will increase the complexity. The alternative method of bit 

padding reduces the rate. 

In the DESM system, the rate reduction compared to GSM and the increase in 

computational complexity for large number of transmit / active antennas are the main 

issues. 

The rate adaptation in GSM is based on an antenna grouping strategy 

that requires the indices of good channels/ bad channels as feedback 

information. For large number of antennas, the feedback overhead will be 

high.  

7.3 FUTURE WORK 

In our work related to spatial multiplexing, we assumed that CSI is 

available only at the receiver side, which is the general scenario. However, if 

CSI is fedback from the receiver to the transmitter, most favorable channels 

can be utilized to transmit parity information. In such a situation, parity 

encoding can be extended to large antenna system with antenna grouping so 

that required constellation size is not increased.  

To achieve transmit diversity in SM, we have suggested the Weyl 

group encoding, in which only four bits can be encoded at a time. This scheme 

can be extended to encode more than four bits at a time using the Kronecker 



Chapter 7  

126 

product of the matrices. This requires more number of time slots and a 

different coding, since all the matrices in the Kronecker product are not 

unique. 

 Our proposed DESM provides diversity in GSM with acceptable rate, 

but the detection complexity is high for large number of active antennas.  To 

reduce this, an alternative coding scheme that permits detection based on 

block QR decomposition  can be developed.  

In the link adaptation method proposed for GSM, we assumed that 

switching is done over frames only, based on CSI feedback available at 

transmitter side. The switching can be performed within the frame duration 

based on the instantaneous / threshold SINR information fed back from the 

receiver side, which is a possible extension. 

****** 
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Weyl group is a Unitary Matrix group. The multiplicative Weyl Group ܩ௪ is 

generated by two matrices,	 ଵ√ଶ ቂ1 11 െ1ቃ  and  			ቂ1 00 ݅ ቃ . As these matrices are 

unitary, all the matrices generated by them are also unitary. The group is 

divided into 12 cosets and each coset contains 16 invertible matrices. The first 

coset, which is a sub group of Weyl group given by  

଴ܥ ൌ 	 ൜α ൤1 00 1ାି ൨	 , α ൤ 0 11ାି 0൨	ൠ  (A1.1) 

with  α ∈ ሼ൅1, െ1,൅݅, െ݅ሽ.  
The 12 cosets of ܩ௪ are derived from ܥ଴as  follows ܥ௞ ൌ  ., for ݇ = 0, 1, ………11		଴ܥ	௞ܣ	

The matrices ܣ௞ for ݇ = 0, 1, …..5 are respectively 

଴ܣ ൌ 	 ቂ1 00 1ቃ ,   ܣଵ ൌ 	 ቂ1 00 ݅ ቃ ,  ܣଶ ൌ 	 ଵ√ଶ ቂ1 11 െ1ቃ ,  ܣଷ ൌ 	 ଵ√ଶ ቂ1 1݅ െ݅ቃ ,  ܣସ ൌ 	 ଵ√ଶ ቂ1 ݅1 െ݅ቃ ,  ܣହ ൌ 	 ଵ√ଶ ቂ1 ݅݅ 1ቃ      (A1.2) 

And the matrices ܣ௞ for ݇ = 6, 7, …..11 are given by ܣ௞ା଺ =  ܣߟ௞ , with ߟ ൌ 	 ሺ1 ൅ ݅ሻሻ √2⁄   ;  ݇ = 0, 1, …..5   (A1.3)    

 

 



Appendix 

128 

There are 192 matrices in this group. 

The Kronecker product of two arbitrary matrices A and B is defined as: 

⊗ܣ   ܤ ൌ ൥ܽଵଵܤ … ܽଵ௡ܤ⋮ ⋱ ⋮ܽ௠ଵܤ … ܽ௠௡ܤ൩	         (A1.4) 

where A is an ݉ ൈ ݊ matrix, B is a ݌ ൈ  .nq matrix	matrix and the resulting matrix is an mp ൈ ݍ

 The Kronecker product has the properties. 

• The Kronecker product is not commutative ie. ܤ⊗ܣ	 ് ܤ ⊗  	ܣ
ܣis invertible if and only if A and B are invertible, and                   ሺ	ܤ⊗ܣ • ⊗ ሻିଵܤ ൌ ଵିܣ  ଵିܤ	⊗	

• The operation of transposition is distributive over the Kronecker 

product: ሺܣ ⊗ ሻ்ܤ ൌ ்ܣ  ்ܤ	⊗	

• The Kronecker product is associative ሺܣ ⊗ 	ܥ	⨂ሻܤ ൌ ܣ	 ⊗ ሺ⨂ܤ	ܥሻ	 
Computing the Kronecker product between each couple of 2 ൈ 2 matrices of 

the Weyl group, a   4 ൈ 4 matrices set is obtained. There are 192 ൈ 192 = 

36864 matrices in this set among which only 4608 matrices are distinct. The 

set of these matrices is also a group denoted as ܩ௪ସ. 
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B.1.  QRD-P Encoding 
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B.2. QRD-P Decoding 
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B.3. WET-SM Encoding 
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B.4. WET-SM Decoding 
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B.5. DESM Encoding 
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B.6. DESM Decoding 

 



Appendix  

135 

B.7. GSM-RCPC Encoding 
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B.8. GSM-RCPC Decoding 
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