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Abstract 
Speech is the primary, most prominent and convenient means of communication in 

audible language. Through speech, people can express their thoughts, feelings or perceptions by 

the articulation of words. Human speech is a complex signal which is non stationary in 

nature. It consists of immensely rich information about the words spoken, accent, attitude of 

the speaker, expression, intention, sex, emotion as well as style. The main objective of 

Automatic Speech Recognition (ASR) is to identify whatever people speak by means of 

computer algorithms. This enables people to communicate with a computer in a natural spoken 

language.  

Automatic recognition of speech by machines has been one of the most exciting, 

significant and challenging areas of research in the field of signal processing over the past five 

to six decades. Despite the developments and intensive research done in this area, the 

performance of ASR is still lower than that of speech recognition by humans and is yet to 

achieve a completely reliable performance level.  The main objective of this thesis is to develop 

an efficient speech recognition system for recognising speaker independent isolated words in 

Malayalam.  

Extensive work and research has been done in the field of speech recognition in 

different languages. But the performance of the speech recognition systems varies with factors 

like language, database used, number of speakers, differences among speakers, etc. So we are 

not in a position to categorically say whether one method is superior to another. Moreover, an 

ASR developed in a native language allows an illiterate person to interact with a computer. 

In this research work therefore, Malayalam, which belongs to the family of Dravidian 

languages of southern India and which also belongs to the family of classical languages with 

a rich set of alphabets is chosen for study. So, for this work, three new databases have been 

created for the Malayalam language since there are no built-in standard databases available 

in Malayalam. After creating the speech database, the speech recognition system proposed in 

this research work has been categorised under four independent modules. The different 

modules are:  

 



a) Pre-processing of the speech signals 

b) Extracting features from the signals  

c) Post processing of the feature vector set obtained  

d) Classification of speech features into appropriate classes  

This research work is carried out in two phases. During the first phase of this 

research work, sixteen different experiments are conducted for developing speech recognition 

systems using different pre-processing, feature extraction, post processing and classification 

techniques. Different techniques like End Point Detection, Pre-emphasis Filtering, Frame 

Blocking, Windowing and Wavelet Denoising methods are deployed during the pre-processing 

stage. In the feature extraction stage, four techniques are used. Two spectral feature 

extraction methods namely Linear Predictive Coding (LPC) and Mel Frequency Cepstral 

Coefficients (MFCC) as well as two wavelet based feature extraction techniques namely 

Discrete Wavelet Transforms (DWT) and Wavelet Packet Decomposition (WPD) are used for 

extracting the relevant features from the speech signals. In the post processing stage, the 

feature vectors are normalised using zero mean and unit variance. In order to analyse the 

performance of the speech recognition system, experiments are performed using four pattern 

classifiers namely Artificial Neural Networks (ANN), Support Vector Machines (SVM), 

Naive Bayes Classifiers and Hidden Markov Models (HMM). Then a comparison of the 

performance of these speech recognition systems in recognising the speech data stored in the 

Malayalam databases is carried out. From the results obtained, the speech recognition method 

which produced the optimum results for Malayalam language is elicited. The comparison of 

the performance of these developed systems is made on the basis of the degree of recognition 

accuracy.   

Since the main objective of this work is to design a speech recognition system with 

utmost accuracy, new improved algorithms and modifications have been designed and developed 

for all the four modules of the speech recognition process during the second phase. From the 

results obtained from the comparison of these speech recognition systems developed, a new 

improved algorithm for feature extraction has been proposed and implemented by combining the 

two feature extraction techniques which produced the best recognition accuracies called Discrete 



Wavelet Packet Decomposition (DWPD). A comparison of this hybrid method with the earlier 

methods was performed and the results obtained using the proposed methods have shown 

improvements in recognition accuracy. Speech signals are badly affected by background noise. 

This work proposes a new algorithm for smoothing a signal during the pre-processing stage 

before applying noise reduction techniques. Then a hybrid architecture is developed by combining 

this with wavelet denoising method based on soft thresholding called Adaptive Smoothing Soft 

Thresholding (ASST). A speech recognition system is developed using these smoothed signals and 

the DWPD method already developed. The results obtained using these are compared with the 

earlier results obtained in terms of Signal to Noise Ratio (SNR), Waveform Plots, Spectrograms, 

Recognition Accuracy, Precision and Recall. Results show that smoothing improves the 

recognition rate by improving the value of SNR. 

This research work also proposes three statistical thresholding techniques for post 

processing the feature vector set obtained after feature extraction based on Three Sigma 

Limits, Quartiles and Confidence Interval Mode. The performances of these proposed methods 

are also found to be encouraging.   

Finally, this work also proposes an ensemble of classifiers by combining the different 

classifiers using the techniques such as Bagging, Boosting and Stacking for the better 

performance of the speech recognition system. Further comparisons are made with the new 

ensemble classification systems developed and the systems that have already been developed. 

The results obtained show that each proposed algorithm developed during different stages of 

the speech recognition system yields better results.  This in turn improves the overall 

performance of the system. Accuracy can be selectively varied depending on the applications 

and criticality of the tasks. 

 In recent years, various types of research in this specific area have been taking place 

in various languages. However, Malayalam speech recognition is still in its infant stage and 

only very few works have been reported in Malayalam. So developing an efficient speech 

recognition system for Malayalam is a challenging task. Bearing this in mind, the thesis 

proposes an improved speech recognition system for Malayalam.  
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“All speech, written or spoken, is a dead language, until it finds a 

willing and prepared hearer.” 

Robert Louis Stevenson  

1.1 Background 

Speech processing and consequent recognition are important areas of 

Digital Signal Processing (DSP) as speech allows people to communicate 

more naturally and efficiently. Speech recognition is widely gaining attention 

because it allows a user to interact with the computer naturally without the use 

of a keyboard or any other interface. The main purpose of speech recognition 

is to extract the sequence of speech sounds and the message which best 

matches the input speech signal [1, 2]. ASR is basically a combination of 

various interdisciplinary technologies which include 1) Signal Processing, 2) 

Pattern Recognition, 3) Natural Language Processing (NLP) and 4) Linguistics 

which are unified into a statistical framework. Due to the developments in 

technology, better acoustic models, new feature extraction algorithms, better 

NLP techniques, DSP tools, as well as hardware and software tools, the 
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performance of ASR systems have steadily improved and there is much 

progress in the recognition of complex speech patterns. But this performance 

is still low when compared to the accuracy and speed with which human 

beings recognise speech especially when there exist adverse situations like 

background noise, disturbances and other degradable conditions that affect the 

quality of speech signals [3]. This has caused a considerable performance gap 

between humans and machines [4, 5]. So more research and developments are 

needed in this area so as to enable a computer to achieve the speech 

recognition ability similar to that of human beings.  

We live in an era in which a lot of importance is being accorded to 

individual recognition systems based on physical parameters. Speech with its 

inherent variations and diversity is one of the foremost and conclusive 

techniques in recognising an individual through the process of verbal signs. 

There has been a lot of research in the area of speech recognition for different 

languages like English, Chinese, Arabic, Turkish, Bengali, Hindi, Tamil, etc. 

But only very few works have been reported in Malayalam. Malayalam, which 

belongs to one of the four major Dravidian languages of southern India and is 

the native language of Kerala, is chosen for our study. So developing an 

efficient speech recognition system which has more ability to recognise speech 

is of great importance and is a significant and challenging area of research.  

1.2 Motivation  

Now-a-days, speech recognition is extensively used due to its versatile 

and wide range of applications.  Speech recognition is applied in almost all 

fields of life such as mobile applications, weather forecasting, agriculture, 

healthcare, military, database querying, automatic voice translation, command 

and control, training air traffic controllers, telephone directory assistance, 
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office dictation devices, robotics, video games, transcription, etc [6].  

Moreover, transferring data to a computer through spoken language is much 

faster than that of transferring data through hand writing or using keyboard.  

Today, most of the technologies related to human machine interaction 

are limited to people who can read, write and have a minimum knowledge 

especially of English. So, spoken language interfaces to computers are a topic 

that has lured and fascinated engineers and speech scientists. But this also 

needs some knowledge about the language. However, if it is possible to 

interact with a machine in a native spoken language, then it enables more 

people, especially illiterate people, to benefit from the advantages of 

Information Technology. Now-a-days, people have realised the need for an 

efficient human machine interaction system based on Indian languages. So, 

researchers are currently striving hard to improve the accuracy of the speech 

processing techniques in these languages so as to facilitate a user friendly 

interactive system [2]. If an efficient speech recogniser is developed, a natural 

human-machine interface can be achieved. A person can naturally and easily 

use the computer without any special tools or devices. Moreover, such a 

system can be used by any person who is able to speak and this will allow an 

even broader use of machines, specifically computers. Researchers are giving 

more attention in the area of speech recognition particularly because voice 

recognition may develop as the primary user interface in future. 

Of the various native languages available, Malayalam is a language 

spoken in India and is the official language of the state of Kerala. It belongs to 

one of the 22 scheduled languages of India. It is spoken by about 38 million 

people mainly in the state of Kerala and the union territories of Lakshadweep 

and Puducherry. Malayalam is a language with a number of spoken Sanskrit 

words. Malayalam is the youngest of all developed languages of the Dravidian 
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family. With the Cabinet’s decision, Malayalam is now a classical language 

and joins Tamil, Kannada and Telugu, all members of the Dravidian linguistic 

family, as the fourth ‘classical’ language in South India. A classical language 

is a language with a literature that is classical. According to UC Berkeley 

linguist George L. Hart, “it should be ancient, it should be an independent 

tradition that arose mostly on its own, not as an offshoot of another tradition, 

and it must have a large and extremely rich body of ancient literature” [7].  

The Malayalam language has a rich set of alphabets which consists of 

51 alphabets out of which 15 are vowels and 36 are consonants. Malayalam  is 

one of the richest languages in terms of number of alphabets. Moreover, it is 

one of the toughest languages when it comes to speech considering the 

variations in its alphabets which are very subtle in pronunciation. A working 

model for the language will be a comprehensive work which then can be easily 

replicated to other languages. A system which can engage in a dialogue with 

the users in native language provides empowerment to illiterate people living 

in rural area. Farmers can access information about daily prices for crops, 

agricultural techniques, and daily local news bulletins even through 

communication using spoken words. So, developing an efficient speech 

recognition system in Malayalam has great relevance. 

Since speaking is a more convenient and easy way to communicate 

with a computer than typing, designing a speech recognition system which can 

perform accurately is of immense importance. While designing a speech 

recognition system, several things are to be taken into consideration like 

availability of a good database, defining the speech classes, selection of signal 

pre-processing methods, feature extraction techniques adopted, post 

processing methods used, speech classifiers used and the performance 

evaluation methods adopted [8]. Speech recognition systems being a 
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combination of these different modules, improvements in all these stages are 

needed to build an efficient system. So it is necessary to design a system 

which can perform better than the existing systems by designing new 

algorithms and models which are capable of improving the performance of the 

different modules used. Thus the main motivation behind this research work is 

to improve the performance of different stages of a speech recognition system, 

thereby improving the overall performance of the speech recognition system 

developed in Malayalam. 

1.3 Problem Statement 

The main objective of ASR is to develop an efficient and a more 

accurate mechanism to recognise human speech using different algorithms 

executed in a computer. ASR is essentially a sequential pattern recognition 

problem which includes multi-classes. The relevant features from the speech 

signals which form the feature vector set are extracted and these are classified 

as the corresponding speech samples [9]. There are several challenges 

involved in developing an ASR and hence recognising speech is a very 

complex task. Speech recognition is a difficult task since there are many 

factors which limit the performance of a speech recognition system [10]. The 

main limitations are variability in channel, speaker, speaking style, spoken 

language, sex of the speaker, regional and social dialects, speed of speech, 

ambiguity in speech, phonetic identity, pitch, microphone and presence of 

background noise.   

In spite of these limitations and variability, the main research question 

posed in this work is this: “How can a speech recognition system, for 

recognising speaker independent isolated words in Malayalam with maximum 

recognition accuracy, be designed?”  This work aims at improving the 
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performance of a speech recognition system by developing new algorithms 

and by introducing improved methods in the different stages of a speech 

recognition process. In order to tackle this challenging research problem, the 

following sub questions are to be considered. 

i. Which is the best feature extraction method and classifier combination 

that is appropriate for the recognition of words in Malayalam? 

ii. What are the steps to be taken to improve the performance of the 

speech recognition models? 

iii. How can the noise in a speech signal be reduced? 

iv. How can a better feature extraction technique be designed? 

v. How can a compact and consistent set of features for better 

classification be selected? 

vi. How can the performance of the classifiers be improved? 

1.4   Research Goal and Objectives 

The ultimate goal of this research work is to design an efficient speech 

recognition system which has improved performance based on recognition 

accuracy for recognising speech. Speech recognition involves a fusion of 

several information sources. It can also be considered as a pattern recognition 

problem since the speech samples are classified into different classes 

according to the words spoken. This research work focuses on the exploitation 

of various state-of-the-art ASR techniques for recognising speech in 

Malayalam. It also compares the performance of these techniques and designs 

new enhanced techniques for the better performance of the speech recognition 

system. In order to achieve this goal, the objectives of the work are identified 

as follows:  
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i. Identify the combination of feature extraction method and classifier 

which produces the optimal results for the databases created in 

Malayalam.  

ii. Develop a new improved feature extraction method for improving the 

optimal results obtained.  

iii. Create and implement a new enhanced algorithm for removing noise 

from the speech signal. 

iv. Design techniques for generating a more consistent feature vector set 

for better classification results. 

v. Adopt methods for enhancing the performance of pattern classifiers.  

vi. Evaluate the performance of each new algorithm/method developed 

during each stage of the speech recognition process.   

1.5   Contribution of the Research Work 

The main contributions of this work can be summarised as follows. 

1. Three databases for vowels, digits and isolated words are created for 

the Malayalam language. 

2. Sixteen different speech recognition systems are designed, developed, 

implemented and tested for these datasets.  The speech recognition 

systems are developed with different phases which include signal pre-

processing, feature extraction, post processing of the feature vectors, 

training and classification or recognition.  

3. The performance of four major feature extraction techniques namely 

LPC, MFCC, DWT and WPD in extracting the relevant features from 

the speech samples is evaluated. 
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4.  The performance analysis of four pattern classifiers namely ANN, 

SVM, HMM and Naive Bayes Classifier in recognising the speech 

signals is carried out.   

5. An optimal speech recognition system is chosen for Malayalam by 

comparing the performance of the combination of the above feature 

extraction techniques and the classifiers. 

6. A new improved hybrid algorithm is developed for feature extraction 

which improves the performance in terms of recognition accuracy. 

7. A new algorithm is developed to smooth the signals so that the sudden 

spikes present in the speech signals are reduced thereby reducing the 

noise contents which in turn improves the recognition accuracy. 

8. Three statistical thresholding techniques are implemented in the feature 

vector set obtained to select and transform the feature vectors to a 

format which is more suitable for further classification based on:  

a) Three Sigma Limits 

b) Quartiles 

c) Confidence Interval Mode 

9. Ensemble of classifiers are carried out by combining different 

classifiers to improve the overall performance of the speech 

recognition system using three techniques namely: 

a) Bagging 

b) Boosting 

c) Stacking. 
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1.6 Outline of the Thesis 

The complete approach of the research reported in this thesis is 

described in figure 1.1 given below which consists of 9 chapters followed by a 

brief description of the contents in each chapter. 

 
Figure 1.1: Structure of the Thesis 

Future Directions 
and Conclusion 
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Chapter 1:  This chapter provides an introduction to this research work which 

includes the background, motivation, objectives and main contributions of this 

work.  

Chapter 2: This provides a brief survey of a selection of previous work done 

in the area of speech recognition in various languages, different techniques 

available for the recognition of speech signals and their performance. This also 

includes the architecture of the speech recognition system developed and the 

different stages in the speech recognition process.  

Chapter 3: This chapter focuses on the spectral feature extraction methods 

LPC and MFCC. This includes a brief review of the steps in the feature 

extraction process and its implementation in the Malayalam databases created.  

Chapter 4: This chapter demonstrates the speech recognition process using 

wavelet based feature extraction techniques namely DWT and WPD. It also 

gives a description about the various wavelet families and the implementation 

of these techniques in the databases created.  

Chapter 5: This includes a summary of the performance evaluation of the 

above mentioned methods to identify the best feature extraction and classifier 

combination with optimal recognition rate. This chapter also proposes a new 

improved feature extraction method for improving the performance of the 

speech recognition system.   

Chapter 6: This chapter presents a novel method for enhancing speech 

signals. Here a new algorithm is proposed and implemented for smoothing the 

signals to remove sudden spikes in the signal thereby reducing noise.  

Chapter 7: This deals with the application of three statistical thresholding 

techniques namely Three Sigma Limits, Quartiles and Confidence Interval 
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Mode in the feature vector set during the post processing stage to select the 

best features to improve the recognition accuracy.  

Chapter 8: This chapter presents the ensemble classification approach which 

combines the different classifier models to improve recognition accuracy. A 

comparative study of the performance of these ensemble classification 

techniques namely Bagging, Boosting, Stacking and all the speech recognition 

systems developed using different methods is also evaluated.  

Chapter 9: This chapter concludes the thesis by presenting the highlighting 

features of the work. It also discusses the future directions for extending the 

research work.  

References are listed after Chapter 9 along with the details of publications 

made by the author. 

1.7 Summary of the Chapter 

The background, motivation, scope and objectives of this research work are 

explained in this chapter. The chapter concludes by pointing out the main 

contributions of this research work.  An outline of the succeeding chapters is 

also presented.  

 
  

……. ……. 
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As discussed in the previous chapter, the main objective of this work is 

to design an efficient speech recognition system for Malayalam speech. 

So this chapter presents the main framework of the speech recognition 

process. An overview of the speech production mechanism along with 

the different approaches to speech recognition process is explained here. 

This chapter also presents a survey of the literature on speech 

recognition systems that includes the various research works done in 

different languages. A brief description of the architecture of the speech 

recognition system including the description of the databases created in 

Malayalam is explained in this chapter.  

2.1 Introduction 

The main function and intention of speech is communication and it is 

still the first and foremost means of communication. A speech signal is a one 

dimensional stream of data. Unlike other signals which are stationary in 

nature, speech is non stationary in nature where the frequency changes with 

time. So, different approaches and methods are essential for the processing of 
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a speech signal.  Since speech signals are time-varying in nature, a time-

frequency analysis of the signal is necessary. 

Speech signals demonstrate a range of inter-speaker variations for the 

same utterance in the time domain.  A speech signal is characterised by a 

number of features like physical and perceptive features. Physical features 

represent the physical characteristics of a speech signal like energy, Zero 

Crossing Rate (ZCR) and its related features, fundamental frequency, spectral 

features like bandwidth, formant location as well as time domain features like 

duration of the sample. Perceptive features are based on how human beings 

perceive the sound signals. The important perceptive features are pitch and 

prosody, rhythm, timbre, voiced/unvoiced frames etc [11]. So extracting the 

most relevant features plays an important role in determining the performance 

of a speech recognition system. By using an appropriate classifier for these 

features, a speech recognition system can be developed. The choice of a 

suitable combination of feature extraction method and classifier, therefore, has 

a significant role in determining the efficiency of the speech recognition 

system. 

Section 2.2 provides a brief overview of the speech production process. 

The different approaches to ASR are discussed in section 2.3. Section 2.4 presents 

a survey on various speech recognition systems developed in different languages. 

Architecture of the speech recognition system developed for finding the best 

features and classifier combination and the different stages in the development 

process are explained in section 2.5. The chapter is concluded in section 2.6. 

2.2 Speech Production 

Speech sounds are produced when air flows from the lungs and passes 

the vocal tract and then through the throat and mouth. The lungs are 
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considered as the source of the sound and the vocal tract is considered as the 

filter that produces different types of sounds [12]. From a simple engineering 

point of view, speech production can be considered as an acoustic filtering 

process in which a speech sound source excites the vocal tract filter. Many 

organs are involved in the production of speech - lungs, larynx, vocal cords, 

uvula, palate, tongue, teeth, lips, nose and different parts of the mouth [1]. 

Since speech is produced as a sequence of sounds, the state of the vocal cords 

and the shape, size and position of the various articulators change over time 

depending on the sound being produced [2]. 

There are many factors that affect the production of sound. The 

different sounds produced depend on the vibration/lack of vibration of the 

vocal cords,  shape of the vocal tract, the amount of air that is pulled into the 

lungs and the  nature of the source - whether periodic, noisy, impulsive, or a 

combination of these three [13, 14]. The speech signals are classified 

according on whether a sound is produced, or if produced, whether the vocal 

cords are vibrating or not [12, 15]. According to these criteria, speech can be 

classified as:  

a) Voiced: Vocal cords are tensed and vibrate periodically resulting in a 

quasi-periodic speech waveform. 

b) Unvoiced: Vocal cords do not vibrate. So there is no periodic random 

speech waveform. 

c) Silence: No speech is produced.   

2.3 Approaches to Automatic Speech Recognition  

There have been a number of advances in the field of speech 

recognition in the past few decades which, have led to tremendous 

improvements in the implementation of a comprehensive speech recognition 
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system. Almost all the works done in ASR are based on the three main 

approaches to speech recognition namely a) Acoustic Phonetic approach b) 

Pattern Recognition approach and c) Artificial Intelligence approach.  

2.3.1 Acoustic Phonetic Approach  

In this approach, it is assumed that a spoken language is made up of 

finite, distinctive phonetic units with a set of acoustic properties. There are 

three steps in this approach [12, 16]. 

 Spectral analysis of the speech signal which converts the spectral 

measurements into a set of features. 

 Segmentation and labelling where the speech signal is divided into 

different segments and phonetic labels are attached to these segments. 

 Determination of a valid word from the phonetic labels generated during 

the second step. 

The most common spectral analysis methods are Linear Predictive 

Coding (LPC) and Mel Frequency Cepstral Coefficients (MFCC) methods.   

2.3.2 Pattern Recognition Approach  

This is a commonly used technique which has two steps [12, 17, 18]. 

 Pattern training where training algorithms are used to train the patterns. 

 Pattern comparison where the speech to be recognised is compared with 

patterns which are already trained and learned in the training stage.  

2.3.3 Artificial Intelligence Approach   

This is a hybrid approach of combining acoustic phonetic and pattern 

recognition approaches [12, 19]. It exploits the concepts of these two methods. 

This method attempts to mechanise the recognition procedure in a manner which 
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is similar to how a person applies his intelligence in visualising, analysing and 

taking decisions on the measured features. In this approach, knowledge is 

incorporated from different knowledge sources and is applied on the problem 

[12].  

2.4 Literature Survey on Speech Recognition Systems 

Now-a-days, it is evident that ASR has great importance in almost all 

fields due to its wide range of applications. So, a number of researchers are 

involved in this challenging problem of developing speech recognition 

systems with utmost accuracy. Since speech is the most natural and easiest 

way of communication, speech recognition has become an exciting area of 

research. So designing a machine which can mimic  human behaviour by 

responding to spoken language is a very significant field of study. For this, 

different combinations of acoustic, articulatory, and auditory features  are used 

in many of the speech recognition systems [1]. In recent years ASR has 

reached very high levels of performance, by dropping the error rates and 

thereby increasing the recognition rate. This current state of performance is 

largely due to improvements in different areas like the availability of common 

speech corpora which allows the easy use of large training sets, new ideas in 

acoustic modeling, the use of statistical techniques and improvements in 

search algorithms. Despite this, there is vast scope for improvement in 

developing a reliable system. 

A speech recognition process involves the selection of an appropriate 

set of features and the classification of these feature vectors into corresponding 

speech classes. Since there exist different types of feature extraction 

techniques [20] and pattern classifiers which play an important role in 

obtaining good recognition rate, development of these are to be reviewed to 



Chapter 2 

      18                                                                         Cochin University of Science and Technology 

find out the best techniques which are more appropriate for a speech 

recognition system [21]. If the features extracted from speech samples are 

poor, then even the best classifier cannot recognise the speech samples 

correctly. Likewise, if the features extracted are relevant, but a poor classifier 

is used for pattern classification, then it will generate poor results. So, it is 

necessary to have knowledge about the merits and demerits of both feature 

extraction methods and pattern classifiers which can be attained only through a 

proper review of the previous works done in this field.  

The idea of speech recognition by a machine came into existence in the 

early 1920s. Since then, there have been remarkable progress in the field of 

speech recognition which have led to tremendous improvements in the 

implementation of a comprehensive speech recognition system. A brief history 

of the technological advances in the field of ASR from 1920s is given in [15, 

22, 23, 24, 25, 26, 27, 28]. Though research in the field of speech recognition 

started in the 1920s, major advances were made from the 1960s onwards with 

advanced speech representations like spectral analysis methods, statistical 

methods and wavelet- based techniques.  

During the last five decades, different categories of speech recognition 

systems have come into existence. Speech recognition systems can be 

classified into various types depending on the type of speech utterance, type of 

speaker model and the type of vocabulary [21]. Depending on the type of 

speech utterance, speech can be classified into:  

a) Isolated words – where there is a pause before and after each word and 

the system is designed to identify single words at a time. 

b) Discontinuous speech - which consists of full sentences in which words 

are artificially separated by silence. 
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c) Continuous speech - which are naturally spoken sentences and  

d) Spontaneous speech - which includes natural unrehearsed speech.  

Based on  speaker models, speech- recognition systems can be divided into: 

a) Speaker - independent models - that recognise the speech patterns of a 

large group of people. 

b) Speaker - dependent models - which are designed to recognise speech 

patterns from a single person and 

c) Speaker - adaptive models - which usually begins with a speaker 

independent model and adjusts these models more closely to each 

individual during a brief training period. 

 The size of vocabulary of a speech recognition system also affects the 

complexity, processing requirements and the accuracy of the system [8]. 

According to this criterion, the different classifications are: 

a) Small Vocabulary Systems - that require only few words. 

b) Large Vocabulary Systems - that need large number of vocabularies. 

Speech recognition therefore, ranges from recognition of isolated words 

to continuous speech recognition, speaker-dependent systems to speaker -

independent systems and small vocabulary to large vocabulary systems. In this 

research work, a speech recognition system is developed for speaker 

independent isolated words with medium vocabulary. Since a speaker - 

independent speech recognition system is developed, the speaker specific 

characteristics of the speech signal are ignored [2]. Moreover since there exists 

multitude of languages the world over, a literature survey on various types of 

research carried out in each of them is a virtually impossible task. Each 

language has its own uniqueness making each research distinct.  
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A standard database is the primary requirement and its quality is an 

integral factor for the proper recognition of speech samples.  Standard 

databases for the following are known to exist in many of the languages in the 

following linguistic contexts: 

a) for speaker dependent and speaker independent speech data 

b)  isolated words and spoken sentence databases 

c)  digits databases 

d)  databases with and without noise contents 

e)  databases for speaker identification 

f)  databases for identifying the language 

g) native and non-native speech databases 

h) databases with telephone conversations and 

i)  small and large vocabulary databases  

  One of the most popular speech database is the TIMIT database which 

contains broadband recordings of 630 speakers of eight major dialects of 

American English, each reading ten phonetically rich sentences. Other TIMIT 

related corpora include CTIMIT, FEMTIMIT, HTIMIT, NTIMIT, etc. which 

were recorded using different recording input devices such as telephone 

handset lines and cellular telephone handset. VidTIMIT is a database which  

consists of both video and corresponding audio recordings. TIDigits is a 

database for digits and Switchboard is a large multi speaker corpus of 

telephone conversations. Some of the other standard databases are NIST for 

speaker recognition, RM1 and RM2 for continuous speech recognition with 

speaker independent and speaker dependent data set, SIVA, Polycost and 

YOHO for speaker recognition, etc [8]. There exists a variety of non native 

speech databases of non-native pronunciations of English like Jupiter with 
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telephone speech, IBM-Fischer for digits, PF- STAR with children’s speech, 

etc., SUSAS database with speech containing stress and emotions, the 

telephony Arabic speech corpus for isolated digits named SAAVB, Hindi 

Speech corpus for Hindi, Chinese Mandarin Speech Recognition Database, 

Canadian French Speech Recognition Database, Russian Speech Recognition 

Database, Japanese Speech Recognition Database, Polish Speech Recognition 

Database, US English Speech Recognition Database, etc. and researches on 

standard databases are found to perform better. 

 This section provides a brief survey of some of the recent works done 

in recognising speaker independent words, digits and vowels in different 

languages. Table 2.1 given below gives a summary of the previous works 

done in multiple languages. 

Table 2.1 List of previous works done based on sample space and nature of the database, 
features, classifier, language and accuracy. 

Author 
Sample Space & 

Nature of the database 
Features Classifier Language Accuracy 

Md Salam et al. 
[29] 

4 speakers, 10 digits, 20 
utterances per speaker LPC MLP Malay 95% 

Thiang et al. [30] 
30 speakers, 7 words for 

robot, single utterance per 
speaker 

LPC 
 

ANN Indonesian 91.4% 

Sonia Sunny et al. 
[31] 

50 speakers, 20 words, one 
utterance per speaker 

LPC 

ANN Malayalam 

81.20% 

WPD 87.50% 

DWT 90% 

Preeti Saini et al. 
[32] 

9 speakers, 113 words, 3 
utterances per speaker MFCC HMM Hindi 96.61% 

Noraini Seman et 
al.  [33] 

10 speakers, 25 
Words, 10 utterances per 

speaker 
MFCC MLP Malay 84.73% 

Omesh Wadhwani 
et al. [34] 

2 speakers, Discrete 
words,  120 utterances per 

speaker 
LPC 

Fuzzy 
Neural 

Network 

Hindi 
Vernacular 
language 

90% 
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J. 'R. Karam et al. 
[35] 

17 speakers, 11 digits, 2 
utterances per speaker 

FT 

RBF-ANN NIST English 

91.25% 

SCWT 93% 

WPD 94.5% 

DWT 97.8% 

K.Daqrouq et al. 
[36] 

27 speakers, 9 vowels, 
each vowel different no. of 

utterances 

DWT with 
LPC PNN Arabic 93% 

Roopa A. Thorat et 
al. [37] 

3 speakers, 3 vowels, 10 
utterances per speaker LPC Eucledian 

Distance 
Devangiri 

English 88% 

Dr.Yousra F et al. 
[38] 

5 speakers, 7 
Words, 2 utterances per 

speaker 
DWT MLP Arabic 77% 

Vimal Krishnan V.R. 
et al. [39] 

20 speakers, 20 words, 32 
utterances per speaker 

WPD 
MLP Malayalam 

61% 

DWT 89% 

T.M. Thasleema et 
al. [40] 

96 speakers, 36 CV units, 
one utterance per speaker LPC 

ANN 
Malayalam 

94% 

K-NN 85% 

Sherin M. Youssef 
[41] 

30 speakers, 40 words, 3 
utterances per speaker 

Wavelet 
Packet 
Entropy 
features 

ANN English Around 
96% 

Yousef A.A. et al. 
[42] 

17 speakers, 10 digits, 10 
utterances per speaker MFCC 

ANN 
Arabic 

94.5% 

HMM 94.8% 

Md. Ali Hossain et 
al. [43] 

10 speakers, 10 digits, 30 
utterances per speaker MFCC 

Back 
propagation  

NN 
Bangala 92% 

Gajanan P.K. et al. 
[44] 

4 speakers, 9 words, 1 
utterance per speaker  MFCC 

Vector 
Quantization 
& Euclidean 

distance 

Marathi 88.88% 

Ramón Fernández L 
et al. [45] 

72 speakers, 10 digits, 11 
utterences per speaker MFCC 

HMM 
Spanish 

99.67% 

SVM 93.38% 

Muhammad G. et 
al.  [46] 

100 speakers, 10 digits, 10 
utterances per speaker MFCC HMM Bangla 

0 to 5, 
>95% and 6 

to -9, <90 

Antanas Lipeika et 
al. [47] 

10 speakers, 12 words, 10 
utterances per speaker LPC DTW Lithuanian 98.06% 

Matthew K. Luka et 

al. [48] 

4 speakers, 10 words, 8 

utterances per speaker 
MFCC MLP Hausa 

Best 

validation 

.093497 
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N.S Nehe  et al. 
[49] 

100 speakers, 20 words 
and digits, 20 utterances 

per speaker 

LPCC 
Continuous 

density 
HMM 

Marathi 

92.9% 

MFCC 98.2% 

DWT & LPC 99.1% 

WPD & LPC 98.9% 

Shady Y. EL-
Mashed et al. [50] 

20 speakers, 10 separate 
digits, 50 utterances per 

speaker 
MFCC SVM Arabic 94% 

Sreejith C  et al. 
[51] 

100 speakers, 6 digits, 1 
utterance per speaker 

MFCC & 
vector 

quantization 

K-means 
clustering Malayalam 88% 

Mansour M. 
Alghamdi1 et al. 

[52] 

1033 speakers, 10 digits, 1 
utterance per speaker MFCC HMM 

Arabic 
(SAAVB 
Corpus) 

94.13% 

Bassam A Q et al. 
[53] 

13 speakers, 33 words, 4 
utterances per speaker MFCC HMM Arabic 97.99% 

Ling He et al. [54] 15 speakers, 35 words, 1 
utterance per speaker 

TEO DWT 
MLP 

SUSAS 
Database 

67.28% 

TEO WPD 82.85% 

TEO PWP 91.56% 

TEO DWT 
PNN 

78.19% 

TEO WPD 89.45% 

TEO PWP 93.67% 

Bishnu Prasad Das 
et al. [55] 

28 speakers, 10 digits, 1 
utterance per speaker 

LPC 

ANN 

English  

37.5% 

MFCC 51.25% 

LPC, MFCC, 
ZCR, STE 

85% 

LPC 
Eucledian 
distance 

23.75% 

MFCC 30% 

LPC, MFCC, 
ZCR, STE 

57.5% 

Meysam Mohamad 
pour  et al. [56] 

10 speakers, 10 digits, 6 
utterances per speaker 

Denoising 
with MFCC & 

DWT 
features 

MLP & UTA 
algorithm Persian 98% 

Hemakumar G. et 
al. [57] 

10 speakers, 294 
words, 1 utterance per 

speaker 
LPC 

Euclidian 
Distance Kannada 91.66% 

Sukumar A.R. et al. 
[58] 

250 words,  isolated 
question words DWT ANN Malayalam 80% 

N. Uma Maheswari 
et al. [59] 

40 speakers, 30 words, 
once for testing LPC 

Hybrid RBF 
& ANN English 91% 
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Chadawan I et al.  
[60] 

30 speakers, 2 words, 40 
utterance per speaker MFCC 

SVM 
English 

SVM 
performed 

better ML classifier 

Javed Ashraf et al. 
[61] 

10 speakers, 52 words, 10 
utterances per speaker MFCC HMM Urdu 

Mean word 
error rate  

5.33% 

Cini Kurian et al. 

[62] 

21 speakers, 10 digits, 1 

utterace per speaker 

PLP Cepstral 

coefficient 
HMM Malayalam 99.5% 

Engin Avci et al. 
[63] 

20 speakers, 25 words, 1 
utterance per speaker WPD 

Adaptive 
Network 

based fuzzy 
inference  
system 

Turkish 92% 

 
Md. Akkas Ali et al. 

[64] 

 
1 speaker, 100 words, 10 
utterances per speaker 

MFCC DTW 

Bangla 

78% 

LPC DTW 60% 

MFCC & 
GMM 

posterior 
probability 

function 
84% 

MFCC  & LPC DTW 50% 

Malay Kumar et al. 
[65] 

10 speakers, 200 words, 4 
utterance per speaker 

MFCC 

HMM Hindi 

86.08% 

PLP 88.69% 

LPCC 85.21% 

Ensemble 
ROVER 92.22% 

Leena R Mehta et 
al. [66] 

2 speakers, 48 words, 5 
utterances per speaker 

LPC 
Vector 

quantisation Marathi 

MFCC 
produced 

better 
results MFCC 

Mohit Dua et al. 
[67] 

14 speakers , 115 words 
where no. of words spoken 

are different for each 
speaker, 

MFCC HMM Punjabi 95.63% 

Shweta Bansal et 
al. [68] 

2 speakers, 11 words, 2 
utterances per speaker MFCC DTW English 70% 

A. Akila et al. [69] 2 speakers, 10 words, 4 
utterances per speaker MFCC HMM Tamil 90% 

From the literature study conducted, it was seen that the recognition 
accuracy obtained using different languages and methods are different. 
Moreover, the same feature extraction method produced different results when 
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used with different classifiers and different languages. So, it is clear that there 
are many factors that affect the performance of a speech recognition system. 
Some of the factors include: 

a) Number of speakers - Recognition accuracy varies with number of 
speakers. 

b) Standard database - A standard database and its quality play an 
important role in the performance of the system. 

c) Language - Recognition varies across multiple languages. 

d) Age, gender, education, geographical/ cultural differences of speakers 
– These factors create variations in the results that are obtained. 

e) Feature extraction method and classifier – The methods chosen for 
extracting features and the pattern classifier chosen have a great impact 
on the performance of the system. 

It is therefore difficult to compare the performance of the different 
methods used for the development of a specific speech recognition system. 
Moreover, we cannot categorically claim that one particular method is superior 
to others. The majority of research that has been carried out in speech 
recognition has contained less number of speakers and the recognition rate was 
found to be better. Speech is a highly variable signal, characterised by many 
parameters, and thus large corpora are critical in modelling it well enough for 
automated systems to achieve proficiency [70].  

In the light of the above mentioned issues regarding selection of the 
best method that is suitable for the overall performance of the speech 
recognition system, such systems are developed using different techniques and 
the results obtained are compared to evaluate the performance of these 
techniques. For developing such systems, selection of the language is an 
important aspect. There have been numerous works already done in English. 
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Human computer interaction through conversation in natural language, 
therefore, plays a very significant role in improving the usage of computers for 
the common man. Due to the increasing applications of computers, it is 
necessary to bring human computer interaction as close to human interaction 
as possible [71]. Malayalam being a language with over 51 alphabets and 
subtle variations in pronunciations can be considered as an all encompassing 
work, which can be copied to other languages with relative ease.     

Bearing this factor in mind, sixteen different speech recognition systems are 
developed using different feature extraction techniques and classifier combinations 
in order to find out the most suitable method for Malayalam. Since speech 
recognition is a combination of heterogeneous technologies like Signal Processing, 
Data Mining techniques for Pattern Recognition, Statistical methods and Natural 
Language Processing techniques, it is essential to have an overall idea of the 
architecture of the speech recognition system developed. So, section 2.5 discusses 
the architecture of the different speech recognition systems developed for finding 
the most suitable combination of the feature extraction method and the pattern 
classifier, which produces the highest recognition rate for the speech samples.  

2.5 Architecture of the Speech Recognition System 

For designing an efficient ASR, the primary intention is to design a 
system whose performance is superior to that of the already existing methods 
though there exist variability in speech samples [72]. In order to accomplish this 
objective, three databases are created in Malayalam for this study. Then studies 
are conducted to compare the performance of these techniques in order to find 
the optimal combination which is more suitable for this research work. From the 
literature review, it is seen that most of the works are related to spectral features 
based on LPC and MFCC and wavelet related methods based on DWT and 
WPD. So, sixteen different experiments are conducted using a combination of 
four feature extraction techniques namely LPC, MFCC, DWT and WPD and 
four classifiers namely ANN, SVM, HMM and Naive Bayes classifiers to select 
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the feature extraction and classifier combination which produces the best 
recognition rate.   

The architecture of the ASR developed for finding the combination of 
feature extraction method and the classifier which produces the highest 
recognition rate is given in figure 2.1 which involves the different stages of 
developing the speech recognition system. 

 
Figure 2.1: Architecture of the ASR for finding the best features and classifier 

2.5.1 Creation of the Database  

Since there are no built-in standard databases available in Malayalam, 

three databases namely Vowels database, Digits database and Isolated Words 

database for this work have been created. The samples stored in the databases 

are recorded by using a high quality studio-recording microphone at a 
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sampling rate of 8 KHz (4 KHz band limited). The same configuration and 

conditions are utilised for the recognition of all the samples in the database. 

These are stored in the appropriate classes in the database. Speakers from 

various parts of Kerala were selected to record the speech in order to cover all 

possible dialectic variations of the language. The samples have been taken 

from male, female and children of the age group of 6- 70.  Obviously, there is 

bound to be a difference between male and female voices, voices of children, 

adults and elderly people. This is because of the difference in pitch, frequency, 

phonetic comprehension and many other factors which occur due to the 

difference in  physiological as well as  psychological factors. The speech of 

children also differ from that of  adult males and females.  

The speech databases are created using a popular commercial digital 

audio editing software called GoldWave. It is a highly rated, professional 

digital audio editor. It allows simplest recording and editing to the most 

sophisticated audio processing, restoration, enhancements, and conversions. 

The major features of GoldWave include [73]:  

a) Real-time graphic visuals, such as bar, waveform, spectrogram, 

spectrum etc. 

b) filters for noise reduction 

c) compressor/expander 

d) volume shaping and matcher 

e) pitch, reverb and resampling 

f) ability to support different file formats 

g) batch processing  

h) ability to convert a set of files to a different format and apply effects 
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i) multiple undo levels and 

j) Support for editing multiple and large files at once 

The details of the databases created for this research work are given below. 

2.5.1.1 Vowels Database 

Though the primary objective of this research work is to recognise 

words in Malayalam, a vowels database is created as a preliminary step in 

recognising speech since accurate vowel recognition forms the backbone of 

most successful speech recognition systems. In this work, speech samples are 

taken from 100 speakers consisting of 40 males, 40 females and 20 children 

uttering 12 vowels. Thus the database consists of a total of 1200 utterances of 

the spoken vowels. Though there are 15 vowels in the Malayalam alphabet 

list, only 12 vowels are taken here. Malayalam has two types of scripts called 

pazhaya lipi (old script) and puthiya lipi (new script). The vowels ‘Aw’ and 

‘A:’ are not included in the new script and the vowel ‘ഋ’ is rarely used. 

In this study the International Phonetic Alphabet (IPA) format has been 

used to denote the pronunciation of the words stored in the database. 

Malayalam has independent vowel letters as well as dependent vowel signs.  

When a word begins with a vowel sound, an independent vowel letter is used 

as the first letter of the word. Vowel signs are used word medially and word 

finally. A consonant letter in Malayalam, it is to be noted, does not represent a 

pure consonant. It represents a consonant and a short vowel /a/ by default. For 

instance, the first consonant letter of the Malayalam alphabet is /ka/ and not 

just /k/. On the other hand, a vowel sign is a diacritic attached to a consonant 

letter to show that the consonant is followed by a vowel other than /a/. A 

special diacritic called ‘virama’ is used to denote a pure consonant sound not 

followed by a vowel. It is to be noted that the ‘virama’ is denoted in this study 
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by an additional vowel symbol /ə/. The vowels of Malayalam are represented 

in table 2.2 that follows, along with their IPA symbols. 

Table 2.2 Vowels and their IPA Format 

Vowel A B C Cu D Du F G sF H Hm Hu 

IPA 
Format /a/ /a:/ /i/ /i:/ /u/ /u:/ /e/ /e:/ /ai/ /o/ /o:/ /au/ 

2.5.1.2 Digits Database 

Malayalam digits database consists of the numbers from 0 to 9. A 

spoken digit recognition process is needed in many applications that need 

numbers as input—for example, the automated banking system, airline 

reservations, voice dialing telephone, automatic data entry and the like. For 

this work, speech samples are taken from 200 speakers. 75 male speakers, 75 

female speakers and 50 children are chosen to create the database. This 

database consists of a total of 2000 utterances of the spoken digits. Table 2.3 

shows the Digits in Malayalam, Digits in numeric format, their IPA format 

and the corresponding English translation. 

Table 2.3 Numbers stored in the database in Malayalam, their digit format, IPA format and  
English translation  

Digits in 
Malayalam Digits IPA 

Format 
English 

Translation 
]qPyw 0 /pu:dʒjam/ Zero 
H¶v 1 /onnə/ One 
c−v 2 /ɾʲaɳɖə/ Two 
aq¶v 3 /mu:nnə/ Three 
\mev 4 / na:lə/ Four 
A©v 5 /andʒə/ Five 
Bdv 6 /a:rə/ Six 
Ggv 7 /e:ɻə/     Seven 
F«v 8 /eʈʈə/ Eight 

H³]Xv 9 /onpadə/ Nine 
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2.5.1.3  Isolated Words Database 

This is commonly used in command and control applications where the 

system can recognise a single word command and appropriately respond to the 

recognised command [21]. Twenty commonly used and meaningful isolated 

words from Malayalam have been selected to create the database. 1000 

speakers including 400 male speakers, 400 female speakers and 200 children 

were entrusted with the ask of recording the speech samples. Thus the 

database consists of a total of 20000 utterances of the spoken words. Table 2.4 

shows the words in Malayalam, their corresponding words in English, IPA 

format and the meanings of the words. 

Table 2.4 Words stored in the database in Malayalam and English, their IPA Format and 
meanings in English 

Words in 
Malayalam 

Words in 
English IPA format English translation 

tIcfw Keralam /ke:ɾʲaɭam/ Kerala 
hnZy Vidya /ʋiɖʱja/ Knowledge 
]qhv Poovu /pu:ʋə/ Flower 
Xmac Thamara /ta:maɾʲa/ Lotus 
]mh Paava /pa:ʋa/ Doll 
KoXw Geetham /ɡi:ɖam/ Song 
]{Xw Pathram /pattram/ News paper 
Zb Daya /daja/  Mercy 

Nn´ Chintha /tʃinta/ Thought 
ISÂ Kadal /kadal/  Sea 
HmWw Onam /o:ɳam/ Onam 
Nncn Chiri /tʃiɾʲi/ Smile 
hoSv Veedu /ʋi:ɖə/ House 
�«n Kutti /kutti/  Child 
acw Maram /maɾʲam/ Tree 

abnÂ Mayil /majil/ Peacock 
temIw Lokam /lo:kam/ World 
au\w Mounam /maunam/ Silence 
shÅw Vellam /ʋeɭɭam / Water 
A½ Amma /amma/ Mother 
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ASR is designed to map the acoustic signals captured through a 

microphone to a set of corresponding words [74]. Designing a speech 

recognition system involves several independent modules of which the major 

modules are a) front-end processing and b) back end processing [75]. During 

front-end processing, the feature extraction of the input signal is carried out. 

During feature extraction, the speech signals are converted to a set of 

parameters called feature vectors. During back end processing, these features 

are classified using pattern recognition techniques to classify them into proper 

classes. So choosing the best feature extraction method and classification 

technique play an important role in generating good recognition accuracy.  

Though these two modules are the major modules of the speech 

recognition process, there are two more important modules involved in the 

effective design of a speech recognition system. They are the pre-processing 

module and the post processing module. Pre-processing techniques are used to 

tune the speech signals by removing the noise from the signals before 

extracting features. Post processing techniques are applied to the feature vector 

set obtained to reduce the dimensions of the feature set obtained and to convert 

the features to a more consistent and compact format for appropriate 

classification. One of the problems encountered by ASR is the mismatch 

between the input and application conditions. The differences that exist in this 

area can be reduced by these two modules. Complexity and ease of 

implementation of the speech recognition system mainly depends on these 

four stages. A brief description of these four stages is given below. 
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2.5.2 Pre-processing 

Pre-processing of speech signals is the first and crucial step in the 

development of an efficient and robust speech recognition system after 

creating the database. When voice signals are recorded, different types of 

degradation components like background noise, noise introduced by 

environment and recording hardware as well as reverberation and disturbances 

may interfere with the required speech contents. This affects the quality and 

clarity of the speech signals and this in turn causes degradation in the 

performance of the speech recognition system. Moreover, due to the variations 

in a speech signal, two visually similar waveforms may not produce 

perceptually similar sounds [2]. So signal pre-processing prior to feature 

extraction has a great impact on the performance of the speech recognition 

system and it improves the speech enhancement process.  

Different pre-processing algorithms are applied on the captured speech 

signals to improve their qualities so that they can be made more compatible for 

further analysis and recognition. In the context of the present research 

problem, the pre-processing steps applied along with different feature 

extraction techniques are different. So the detailed pre-processing algorithms 

and methods are explained in chapter 3 and chapter 4. 

2.5.3 Feature Extraction 

Feature extraction is the most significant part of speech recognition 

since it plays an important role in separating one type of speech from other. 

Choosing relevant features is a crucial step in achieving high recognition 

performance. In a broad sense, feature extraction can be considered as a data 

reduction technique since it converts the input signal into a compact set of 

parameters while preserving the spectral as well as temporal characteristics of 
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the speech signal information and by discarding the unwanted or redundant 

information from the signal [76]. Thus feature extraction transforms the 

signals into a model which can be applied to classification. 

Feature extraction produces a stream of vectors that may represent 

different characteristics depending on the technique used for feature 

extraction. These characteristics can be spectral characteristics such as 

Cepstrum, LPC and MFCC features which are obtained over short, 

overlapping intervals or orthogonal spatial frequency banks using wavelet 

transforms. So in order to obtain these two types of characteristics, four 

feature extraction techniques namely LPC and MFCC based on spectral 

features and DWT and WPD based on wavelet features have been adopted in 

this work. The methodology used for feature extraction and the experiments 

performed using these techniques and the evaluation of results are illustrated 

in chapters 3 and 4.  

2.5.4 Post Processing 

For the proper classification of the feature vectors obtained after feature 

extraction, they are to be tuned to a more compact form during the post processing 

stage. The main idea behind post processing is the selection of attribute values 

that can build a better model than that of taking the attribute values of the entire 

feature vector set as such. [77]. During this stage, the feature vectors can be 

converted to a more compact format by bringing their values within a given range. 

Depending on the dimension of the feature vectors obtained, the higher 

dimensional feature vector set can be reduced to lower dimension by selecting a 

subset of the original features retaining the properties of the original data during 

the post processing stage [78]. The detailed post processing methods used in this 

work are explained in chapters 3 and 4. 
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2.5.5 Classification 

Speech recognition is one of the core disciplines of pattern recognition. 

ASR is essentially a multi-class sequential pattern recognition task. Pattern 

recognition can be viewed as categorising the input data into proper classes via 

the extraction of significant features or attributes from the data. The complexity 

of classification depends on the variability in the feature values for samples in 

the same category relative to the difference between feature values for objects in 

different classes [79]. Speech recognition involves classification of speech 

samples into different classes. During the classification stage, training is done 

using information relating to known patterns. Decisions on classification are 

made based on the similarity measures from the trained patterns.  

Most of the speech classification systems are based on statistical 

measurements. Statistical learning methods are capable of acquiring 

knowledge, taking decisions and making predictions from a given set of data. 

In the present study, various recognition experiments are conducted using 

different pattern recognition algorithms in order to identify the credibility of 

the feature parameters obtained. In this work, we have used the well-known 

approaches that are widely used to solve pattern recognition problems namely 

ANN, SVM, HMM and Naive Bayes classifiers where all these classifiers 

support multiclass classification and supervised learning.  

Since a particular combination of feature extraction method and classifier 

which is superior to all other methods has not been identified yet, an optimal 

speech recognition system for Malayalam databases using sixteen experiments 

with the feature extraction techniques namely LPC, MFCC, DWT and WPD and 

the pattern classifiers such as ANN, SVM, HMM and Naive Bayes has been 

located. This also includes the pre-processing and post processing operations. 
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The results obtained from these experiments are compared and evaluated to 

locate the system with optimal results. Chapter 3 and 4 elaborate upon the 

design, development and implementation of these experiments.  

2.6 Summary of the Chapter 

This chapter is intended to provide an overview of the previous work 

done in the field of speech recognition.  Literature survey has enabled us to see 

the wide variety of features and classifiers that are used for recognising speech 

samples. From the study, we can decipher that factors like number of speakers 

and the quality of the database play an important role in the recognition 

accuracy. Due to the difficulty in choosing the best feature extraction method 

and the best classifier which is superior in nature, studies are carried out using 

different feature extraction methods and classifiers for selecting the best 

combination which is most suitable for the databases created in Malayalam.  It 

also includes the databases created and the basic architecture which is used for 

developing the speech recognition system. It is evident that the performance of 

the speech recognition system results from a combination of several elements, 

such as versatility of the database used, the strategies used for speech 

enhancement by removing noise, credibility of the different strategies for 

feature selection, post processing techniques adopted and the performance of 

different classifiers and their combinations. So a brief description of these 

different stages is described in this chapter.  

……. ……. 
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This chapter discusses the architecture and implementation of two major 

feature extraction techniques used in the state-of-the-art ASR systems 

based on spectral analysis of speech signals namely Linear Predictive 

Coding (LPC) and Mel Frequency Cepstral Coefficients (MFCC) along 

with four classifiers namely ANN, SVM, HMM and Naive Bayes 

Classifiers. Since there are two feature extraction techniques and four 

classifiers, a total of eight experiments are carried out on each of the 

databases created. Experiments are conducted to analyse the effect of 

the speech recognition system by varying the number of speakers. The 

implementation results obtained are compared and a performance 

analysis of these is carried out.  

3.1 Introduction  

Human beings are capable of identifying and recognising different 

types of sounds like phonemes (smallest unit of sound), words as well as 

sentences. However for a machine, it is difficult to differentiate between 
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different kinds of sounds as human beings perceive it. Suppose a particular 

word is uttered by different people, the sound waves produced will be different 

due to the speech variations in individuals. Nevertheless, we are capable of 

recognising this word because these sound waves will have some common 

features that humans are able to discern, while in order for a machine to 

distinguish between the different sounds produced, the important features from 

the speech signals are to be extracted and made available by the use of 

different feature extraction techniques. 

The principal objective of front end processing in speech recognition is 

to bring a projection of the speech signal to a feature vector space [15]. From 

this feature vector space, the relevant information from the speech signals can 

be extracted easily for further processing. Feature extraction process is 

considered as the key and most important phase for designing an intelligent 

and accurate system for the automatic recognition of speech. There are 

different speech feature extraction techniques available in which the two 

powerful and dominant techniques which are based on spectral analysis such 

as Linear Predictive Coding (LPC) and Mel Frequency Cepstral Coefficients 

(MFCC) are explained in this chapter which are designed to provide a relevant 

spectrum of the vocal tract filter. Spectral analysis of speech signals basically 

involves digital filtering techniques to remove the additive noise and it also 

emphasises important frequency components of interest. Though a speech 

signal is non-stationary in nature, it is assumed to be stationary or static during 

a short period of time [12]. So the speech signal is divided into a number of 

frames and spectral analysis is done on these frame based segments [80].  

The rest of the chapter is organised as follows. Section 3.2 provides an 

overview of the architecture and the speech recognition process using LPC 

analysis. The speech recognition process and the architecture of MFCC 
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analysis are explained in section 3.3. The implementation procedure using 

both the methods is explained in section 3.4. The performance evaluation of 

both LPC and MFCC in recognising the speech samples is illustrated in the 

following section. A comparison of the results obtained using LPC and MFCC 

are performed in section 3.6. The chapter is concluded in section 3.7.  

3.2 Speech Recognition System using LPC  

LPC is a digital method for encoding an analog signal. It is based on 

the mathematical approximation of the vocal tract and models the vocal tract 

as an Infinite Impulse Response (IIR) system which produces the speech 

signal. The main characteristics of LPC include [12]: 

a) Encoding of good quality speech at low bit rate 

b) Good characterisation of the vocal tract 

c) Estimation of the parameters pitch, formants and spectra and  

d) Ability to utilise the correlation property of adjacent speech samples in 

a speech signal. 

LPC assumes that a particular value can be predicted by a linear 

function of the past values of the signal [13]. Suppose s(n) is the speech 

sample at time n. Then it can be expressed using the previous samples s(n-k) 

where k= 1,...,p. LPC finds the coefficients  ak, which minimises the mean-

squared prediction error in terms of the weighted sum of its past samples [12] 

which can be expressed as 

( ) ( )1 2s( ) ( -1 .... -) - 2 kn a s n a s nn a s k= + + +    (3.1) 

In chapter 2, we have seen that after creating the database, there are 

four stages in developing a speech recognition system namely pre-processing, 

feature extraction, post processing and classification. So, the speech 
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different feature extraction techniques like LPC and MFCC. A brief 

description of these techniques is given below.   

3.2.1.1. End Point Detection (EPD) 

In randomly spoken word recognition systems, there is always a 

possibility that the spoken word is preceded and succeeded by silence. 

However adept we are in demarcating the word spoken, there is always a limit 

to visual editing and so there exists a consequent scope for improvement. 

Speech consists of voiced and unvoiced parts where the major portion is 

voiced. Voiced speech is periodic in nature, can be identified and extracted 

and is the primary ingredient of pre-processing, whereas unvoiced speech is 

non-periodic and random. So, separating the voiced and unvoiced speech has 

become a subject of interest and is one of the key pre-processing steps in the 

speech recognition process [81]. 

End-pointing techniques can be used to identify word boundaries 

reliably in isolated word recognition systems.  Though it is easy for human 

beings to locate the beginning and end points of a word, it is a very difficult 

and complex task for a machine [82]. Since speech signals are time varying 

signals and are complicated in nature, the signal is sliced into small frames 

where each frame is considered to be a time-variant signal.  There are many 

algorithms used to find the end points of a speech signal where the most 

popular methods using time domain parameters to decide the boundary 

between silence and voice components are:  

a) Zero Crossing Rate (ZCR) and  

b) Short Time Energy (STE) 
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ZCR and STE can be defined as follows. 

ZCR: It enumerates the number of times a signal changes its sign from 

positive to negative and vice versa in a particular frame [83]. Thus ZCR is a 

measure of the frequency content of the speech signal. Mathematically, this 

can be expressed as  

  ( )( ) ( )( )1 . sgn sgn 1
2.

| |
m

s m s m
N

− −∑     (3.2) 

where 1 n N and 1 m M≤ ≤ ≤ ≤  

Here, s(m) is the speech signal, M is the number of samples per frame 

and N is the number of frames in the signal. If the ZCR is high, it is considered 

as unvoiced and if ZCR is low , it is taken as voiced speech. 

STE: Energy measures the amount of signal present at a time. The energy of a 

speech segment is higher than that of a non speech segment [84]. Energy is 

calculated as  

( )2.1
m

n s
N

mE = ∑
 

(3.3) 

where 1 n N and 1 m M≤ ≤ ≤ ≤  

When the energy and zero-crossings are at certain levels, it is assumed 

to be a speech segment.  A proper estimation of the end points is very essential 

for the proper recognition of isolated words since it avoids the wastage of ASR 

calculations on the preceding and ensuing silence which in turn reduces the 

processing complexity [85]. In this study, ZCR is used to find the end points 

of the speech signal.  An example for EPD which is performed in this work is 

given in figure 3.2. The figure shows the original recorded signal of word 

‘thamara’ and the signal after EPD.  
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Figure 3.2: (a) Original signal (b) signal after End Point Detection of word ‘thamara’ 

The same procedure is applied to all the signals for finding the start and 

end points. 

3.2.1.2 Pre-emphasis Filtering 

 A speech signal suffers from additive noise. So, the speech signal is 

passed through a filter called pre-emphasis filter which emphasises higher 

frequencies and flattens the speech spectrum by removing the spectral tilt [30]. 

This filter boosts up the high frequency components of human voice and 

attenuates the low frequency components of human voice. Pre-emphasis can 

be denoted as 

( ) ( ) ( 1)s n s n as n= − −  (3.4) 

Where s(n) is the digitised speech sample, s(n-1) is the previous 

digitised speech sample,  a  is the scaling factor = 0.95,  s (n) is the pre- 

emphasised speech sample and n is the number of samples in the whole frame 

[29].  
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The acoustic signals obtained from the previous step after performing 

EPD using ZCR are then applied to the pre-emphasis filter. So, from the above 

example, the speech signal of word ‘thamara’ after performing EPD is applied 

to the pre-emphasis filter. Figure 3.3 demonstrates the speech signal of the 

word ‘thamara’ before and the after pre-emphasising.  

 
Figure 3.3:  (a) Speech signal before pre-emphasis filtering (b) signal after pre-emphasis filtering  

3.2.1.3 Frame Blocking 

Frame blocking and windowing can be considered as a part of the pre- 

processing stage or as the preliminary steps in the feature extraction process. 

During frame blocking, the speech signal is decomposed into a series of 

overlapping frames where each frame can be analysed independently [12, 37]. 

Usually, the input speech signal is segmented into frames of 20~30 ms with 

optional overlap of 1/3~1/2 of the frame size. Each frame is assumed to be 

stationary. Frame blocking can be expressed as  

( ) ( )lx n s Ml n= +  (3.5) 

where, 0<=n<=N-1 and 0<=l<=L-1 
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Here, xl is the lth frame of speech, L is the number of frames within the 

entire speech signal, N is the total number of samples in the frame, M is the 

total number of sample spacing between the frames used to measure the 

overlap. 

3.2.1.4 Windowing  

Here each sample is multiplied by an N sample window w(n) where the 

window chosen is the hamming window [29]. It reduces the discontinuities of 

the speech signal at the edges of each frame which in turn minimises the 

adverse effects of chopping N samples. Windowing can be expressed as  

( ) ( ) ( ) ,l lx n x n w n=
              

0 1n N≤ ≤ −   (3.6)
 

The hamming window is defined as 

( ) 20.54 0.46 cos ,
1

nw n
N
π⎡ ⎤= − ⎢ ⎥−⎣ ⎦               

0 1n N≤ ≤ −   (3.7) 

3.2.2 Feature Extraction using LPC  

The pre-processed signals are then given to the feature extraction 

procedure which is concerned with the physical analysis of the speech signal. 

The steps performed in the feature extraction process are:  

3.2.2.1 Autocorrelation Analysis 

Each frame of the windowed signal is then applied to auto correlation 

analysis technique which is represented as  

( ) ( ) ( )
1

0

, 0,1,...,
N m

l l l
n

r m x n x n m m p
− −

=

= + =∑  (3.8) 

where, p is the highest autocorrelation value that is taken as the order of 

the LPC analysis [12] and ( )lr m is the mth autocorrelation of the lth frame. 
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3.2.2.2 LPC Analysis 

During this step, each frame of p + 1 autocorrelations are converted 

into LPC parameter set by using Levinson Durbin’s method [12, 47]. This can 

formally be given using the following steps. 

( ) ( )0 0E r=  (3.9) 

( ) ( )
( )

1
( 1)

1
1

| |
, 1

L
i

j
j

i i

r i a r i j
k i p

E

−
−

=
−

− −
= ≤ ≤

∑
 (3.10) 

( )i
i ia k=  (3.11) 

( ) ( ) ( )1 1 , 1 1i i i
j j i i ja a k a j i− −

−= − ≤ ≤ −  (3.12) 

( ) ( ) ( )121i i
iE k E −= −  (3.13) 

The equations from 3.9 to 3.13 are solved recursively for i= 1,2,........p. 

Here, am(p) where 1≤ m ≤ p represents the  LPC coefficients and km is the 

Partial Correlation Coefficients (PARCOR coefficients). 

3.2.2.3 Conversion to Cepstral Coefficients 

The LPC Cepstral coefficients are a very important LPC parameter set 

which are directly derived from the LPC coefficient set  and these features are 

used as the input data to the classifiers [12, 30]. The recursion used for finding 

the LPC Cepstral coefficients c(m) can be expressed as: 

1

1

. . ,
m

m m k m k
k

kc a c a
m

−

−
=

⎛ ⎞= + ⎜ ⎟
⎝ ⎠

∑
 

1 m p≤ ≤   (3.14) 

1

1
. . ,

m

m k m k
k

kc c a m p
m

−

−
=

⎛ ⎞= >⎜ ⎟
⎝ ⎠

∑
     

(3.15) 
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3.2.3 Post Processing 

The feature vectors obtained are then given to the post processing stage 

for transforming the feature vector set obtained to a more suitable and 

appropriate format for the better classification of the features [30]. In this 

work, the technique used is normalisation. 

3.2.3.1 Normalisation 

Before using the feature vectors as inputs to the classifiers, the feature 

vectors are normalised in order to have similar distances between them. The 

feature vectors obtained are independently normalised by each feature 

component to a particular range. Here, the feature component x is transformed 

to a random variable with zero mean and unit variance [86]. This can be 

represented as   

xx µ
σ
−

=
 

(3.16) 

Where µ and σ are the sample mean and the sample standard deviation 

of that feature.   

3.2.4. Classification 

Speech recognition is a fundamental speech classification problem 

which is applied to the speech features obtained from different feature 

extraction techniques. During classification, the feature space is partitioned 

into regions where one region is assigned for each category or class of the 

input [87]. This is another important stage in the speech recognition process 

because the speech data are classified into corresponding classes during this 

stage and is based on supervised learning [88]. Four different classifiers are 

used here for the efficient recognition of the speech feature set into appropriate 
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classes namely ANN, SVM, HMM and Naive Bayes classifiers. A brief 

description of these classifiers are given below. 

3.2.4.1 Artificial Neural Networks (ANN) 

ANN is a mathematical computational model which is designed to 

mimic the human brain and is presently used as a very popular and efficient 

tool in pattern recognition and prediction problems [89]. A Neural Network 

(NN) consists of a number of interconnected processors called neurons. There 

are weights associated with the neurons and these are multiplied with the 

signal value passing through it [90]. ANN is considered to have a remarkable 

ability in recognising patterns due to its characteristics like:  

a) Adaptive learning 

b) Parallel organisation 

c) Fault tolerance and 

d) Robustness.  

Usually pattern classification operates in one of the following two 

classification strategies. 

• Supervised classification: It provides the network with a set of inputs 

and compares the output with the expected or target values. 

• Unsupervised classification: It is a more complex and difficult 

classification method since the target output is not known and the 

training procedure needs self learning and self organisation [90]. 

For training the feature vectors using ANN, the first step is to initialise 

a set of parameters that affect and influence the network learning process. This 

includes the network topology adopted and the learning parameters chosen 

such as learning rate and momentum. Network topology provides the structure 

of the network which deals with the suitable number of hidden layers and the 
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number of neurons chosen in the hidden layers which in turn improves the 

mapping between the input and output nodes [29]. The number of neurons in 

the hidden layer has direct impact on the performance of the ANN which in 

turn affects the overall recognition rate. If the number of neurons is more, then 

it may cause over fitting problems and if the number of neurons is too low, it 

may cause under fitting. 

During the training phase, the parameters of ANN vary over time and 

the network can be monitored and modified for learning purpose [91]. 

Multilayer Feed Forward Network using Back Propagation algorithm is the 

most popular NN which is used worldwide in many different types of 

applications and also in speech recognition [92]. In this work, the Multi Layer 

Perceptron (MLP) structure of the ANN which is a feed forward network 

consisting of multiple layers with one input layer which accepts the N inputs 

through N parallel input connections, one or more hidden layers which accept 

the weighted sum of the output from the input units and an output layer which 

accepts the weighted sum of the output from the hidden units which finally 

forms the output [93] is used. 

MLP is a supervised learning network as well as a fully connected 

network [94]. In this work, MLP structure with error back propagation 

algorithm [91, 94] is used in which the errors are propagated backwards from 

the output nodes to the input nodes. The main problem here is to classify the 

speech sample feature vectors into several speech classes. The number of 

nodes in the input layer equals the feature dimension whereas the number of 

nodes in output layer is the same as the number of words in the database [90]. 

Usually, one hidden layer is enough for efficient classification. The number of 

nodes in the hidden layer is adjusted empirically for the superior performance 

of the system. An activation function is applied to the net input to calculate the 
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output response of a neuron. The network which is adopted in this work uses 

the sigmoid activation function where the output varies continuously but not 

in a linear manner as the input changes [95]. The sigmoid function is 

expressed as  

( ) 1
1 xS x

e−=
+  

(3.17) 

where x is the net input. 

The training time of a back propagation network increases if the 

decision regions or desired mappings are complex because as the complexity 

increases, many repeated execution of the entire training data is necessary to 

converge [96].  

3.2.4.2 Support Vector Machines (SVM) 

SVM is one of the powerful classifiers which are used in pattern 

recognition that uses linear and nonlinear hyper-planes for classifying data. It 

is basically a binary nonlinear classifier capable of guessing whether an input 

vector x belongs to class 1 or class 2. For a given set of separable data, the 

goal is to find the optimal decision function. This is done by choosing a 

maximum margin as the distance between the closest sample and the decision 

boundary. It performs classification methods by constructing hyper planes in a 

multidimensional space that separates different class labels based on statistical 

learning theory [97, 98]. Now-a-days, SVMs are applied in various fields due 

to the features of SVM like: 

a) High accuracy and flexibility 

b) Capacity to accommodate large number of attributes 

c) Ease of training and  

d) Ability to model complex and real-world problems. 
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SVM is a kernel-based algorithm. A kernel is a function that transforms 

the input training data from the input space to a higher-dimensional feature 

space and then separates these data in the new space. Kernel functions can be 

linear or nonlinear [99]. Kernels can extend the decision boundaries set by SVM 

to non-linear boundaries. The most commonly used kernels are a) Simple linear 

kernel, b) polynomial kernel,  c) Gaussian kernel ( Radial Basis Function) RBF 

kernel and d) Sigmoid kernel [97, 99]. In this research work, the kernel used is 

polynomial kernel.  It is a non-stochastic kernel and popular method for non 

linear modelling which provides good classification accuracy with minimum 

number of support vectors and low classification error.  

Multi-class Classification using SVM: Though SVM is inherently a 

successful and popular binary nonlinear classifier, it is extended to multiclass 

classification since ASR is a multiclass problem [100]. In binary classification, 

only the decision boundaries of one class are to be considered and the rest is 

considered as second class. But in multiclass classification, several boundaries 

are essential and so it is a more complex task than binary classification. There 

is also a probability for more errors to occur. In order to deal with multi class 

problems, the conventional way used is to decompose the M-class problem 

into a series of two-class problems and construct several binary classifiers 

where, M denotes the number of classes. There are two major strategies for 

multiclass classification namely One-against-All and One-against-One or Pair 

wise classification. 

One-against-All: A classification problem is divided into K binary problems 

to classify among K classes, where each problem separates a given class from 

the other K−1 classes [97, 101]. This requires N = K binary classifiers. The ith 

SVM will be trained with all of the examples in the ith class with positive 

labels, and all other examples with negative labels. SVMs trained in this way 
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are also referred as one-versus-rest [102]. The final output of this is the class 

that corresponds to the SVM with the highest output value. Here, the optimal 

hyper plane that separates each class from the rest of the classes is found out. 

A drawback of this method is that there is no bound on the generalisation error 

for this and the training time of the standard method scales linearly with N. 

One–against-One: In this approach, each class is compared to the other class and 

a binary classifier is built to discriminate between each pair of classes, while 

discarding the rest. Then it constructs all possible two-class classifiers from a 

training set of N classes, where each classifier is trained on only two out of N 

classes [96]. There is one binary SVM for each pair of classes to separate 

members of one class from those of the other [101]. Using this method, the whole 

system can be trained with a maximum number of different samples for each 

class, with a limited computer memory [102].  This requires building of K(K−1)/2  

binary classifiers and is considered to have a smaller dimension.  

3.2.4.3 Naive Bayes Classifiers 

Naive Bayes classifiers are based on the Bayesian theory presented in 

1973 which is a simple and effective probability classification method. This is 

also a supervised classification technique. For each class value it is estimated 

that a given instance belongs to that class [103]. The feature items in one class 

are assumed to be independent of other attribute values called class conditional 

independence [104]. Naive Bayes classifier needs only a small degree of 

training set to estimate the parameters for classification and this model uses 

the maximum likelihood technique for parameter estimation in most of the 

applications. The classifier can be stated using the equation  

( ) ( ) ( )
( )

P B | A *P A
P A | B =

P B  
(3.18) 
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where  

• P(A) is the prior probability or the marginal probability of A, which is 

independent of B. 

• P(A|B) is the conditional probability of A, given B called the posterior 

probability. It is derived from or dependent on the value of B. 

•  P(B|A) is the conditional probability of  B given A. 

•  P(B) is the prior or marginal probability of B which acts as a 

normalising constant. 

The probability value of the winning class dominates over that of the 

others [105]. Naive Bayes classifiers are successfully applied in different areas 

like medical diagnosis, document classification and parameter estimation due to  

a) its ease in the simple implementation and interpretation process of the 

algorithm 

b) attribute independence and 

c) fast and efficient training procedure. 

3.2.4.4   Hidden Markov Models (HMM) 

HMM is the most frequently employed core technique and a very 

successful pattern recognition method used in the field of speech recognition. 

It is used in acoustic modelling as well as statistical signal processing.  It is a 

mathematical model derived from Markov models. HMM is a stochastic signal 

model which consists of a number of probabilistic states and state transitions 

which represent the model change from one current state to another. The states 

are interpreted as acoustic models and the transitions provide temporal 

constraints indicating how the states follow each other in a sequence [13]. In 
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speech recognition applications, since speech always goes forward with time, 

transitions also move forward or may make a self loop [12]. HMM consists of 

a number of elements. The different parameters in HMM include [106, 107]. 

• N -  Number of states in the model  

• S = {s1,s2,......, sN} – Set of all possible states in the model 

• M -  The number of distinct observation symbols per state. 

• V =  {v1, v2,......,vM) – Individual symbols 

• Q  =  {q1, q2,........., qt } states at a particular time 

• O  =  {o1,o2,........., ot } possible observation sequence 

• Each transition in the state diagram of an HMM  is associated with 

a transition probability denoted by matrix A. The state transition 

probability storing the probability of state j following state i can be 

expressed as  

           A = {aij}        where,                                                             

 aij = P (qt+1= sj | qt = si),    ( 1≤ i, j ≤N) (3.19) 

• Each state is associated with a set of discrete symbols with an 

observation probability assigned to each symbol denoted by B. This 

can be represented as B = {bj(k)}, in which  

bj(k) = P( Ot = vk | qt = sj ) ,   1 ≤ k ≤M (3.20) 

• Initial state distribution π = {πi}, in which  

 πi = P(q1 = si) ,      1≤ i ≤ N                                             (3.21) 

In a compact form, an HMM can be defined as a triplet, 

 λ = (A,B,π)                                             (3.22) 
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Some of the important characteristics of MFCC are: 

a) They are less dependent on speaker-dependent characteristics and  

b) They improve recognition in noisy environments.   

Since MFCC and LPC are based on spectral analysis of the speech 

signals, the same pre-processing steps namely a) End point detection b) pre-

emphasis filtering c) frame blocking and d) windowing, post processing 

method namely normalisation and pattern classifiers such as a) ANN, b) 

SVM, c) HMM and d) Naive Bayes classifiers which were used for LPC 

analysis were also employed here. So this section discusses only the feature 

extraction procedure using MFCC. 

3.3.1 Feature Extraction using MFCC 

After pre-processing the speech signals, the signals are subjected to the 

feature extraction procedure using MFCC for extracting features. This consists 

of four computational steps and the steps in the feature extraction process are 

given below. 

3.3.1.1 Fast Fourier Transform 

Since the speech signals correspond to different energy distribution 

over frequencies, compute the Fast Fourier Transform (FFT) of each frame to 

obtain the magnitude frequency response of each frame [33]. FFT computation 

can be expressed as 

[ ] [ ]
2

1

0

,0
j nk
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−
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≤ <=∑
 

(3.23) 

Where x[n] is the windowed frame, X[k] is the Discrete Fourier Transforms 

(DFT) of the frame which represents the magnitude and phase of that 

frequency component in the original signal [42]. 
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3.3.1.2 Mel Filter Bank             

 Human hearing is not equally sensitive to all frequency bands. Human 

perception of frequency is less sensitive at higher frequencies and is non-linear 

in nature. The perceived Mel scale frequency fmel can be computed from the 

real linear frequency of the speech signal flin as [15]  

102595* 1
700

lin
mel

ff LOG ⎡ ⎤= +⎢ ⎥⎣ ⎦  
(3.24) 

So during the next step, the magnitude spectrum X[k] is passed through 

the mel filter bank by multiplying each FFT magnitude coefficient by the 

corresponding filter value [43]. A filter bank consists of a set of band pass 

filters whose bandwidths and spacing are almost equal to those of critical 

bands. Moreover, the range of the centre frequencies of these filters cover the 

most important frequencies for speech perception [109].  If there are M filters 

in the filter bank, a set of M values represents the energy in each band.  

3.3.1.3 Log Energy 

 Logarithm compresses dynamic range of values. Human response to 

signal level is logarithmic because humans are less sensitive to slight 

differences in amplitude at high amplitudes than low amplitudes [45]. So 

compute the log energy at the output of each filter which is represented as   
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(3.25) 

3.3.1.4 Discrete Cosine Transforms 

 During the final step, the log mel spectrum is converted back to time 

which are the Mel Frequency Cepstral Coefficients (MFCC) [46]. The cepstral 

representation of the speech spectrum provides a good representation of the 
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local spectral properties of the signal for the given frame analysis. Because the 

mel spectrum coefficients (and so their logarithm) are real numbers, we can 

convert them to the time domain using the Discrete Cosine Transform (DCT) 

[48]. This can be specified as 
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(3.26) 

3.4 Implementation 

The Malayalam dataset used for implementation consists of 100 

speakers uttering 12 vowels, 200 speakers uttering 10 digits and 1000 speakers 

uttering 20 isolated words. The speech recognition systems are implemented 

using two powerful softwares namely MATLAB and WEKA. 

MATLAB (Matrix Laboratory): The feature extraction, pre-processing and 

post processing steps of the speech recognition system design are implemented 

using MATLAB which is a high-level language and an interactive 

environment for numeric and scientific computations, visualisation, 

application development and programming. It is a software package which has 

different tool boxes and a variety of functions for analysing data, developing 

algorithms, and for creating different types of models and applications [110]. 

It is a flexible and high performance language for technical computing and a 

useful tool which is used in many application areas since it provides an 

interactive environment for design and problem solving.  

The main features of MATLAB [111] include:  

a) Mathematical functions for Linear Algebra, Statistics, Fourier 

Analysis, filtering, optimisation, numerical integration, and solving 

ordinary differential equations. 
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b) Built-in graphics for visualising data and tools for creating custom plots.  

c) Different tools for improving code quality and maintainability and 

maximising performance  

d) Building applications with custom graphical interfaces and  

e) Ability to integrate the algorithms developed with external applications 

and languages such as C, Java, .NET, and Microsoft Excel. 

Though MATLAB has a number of toolboxes for different 

applications, the main toolbox exploited in this work is the signal processing 

toolbox.  It consists of a rich set of built-in functions and algorithms for the 

efficient processing of the speech signals.  Some of the common features 

include signal and linear system models, signal transforms like FFT, DFT, 

STFT, wavelets, waveform and pulse generation functions, statistical signal 

measurements and data windowing functions, digital FIR and IIR filter design, 

analysis and implementation methods, linear prediction and parametric time-

series modelling. This also includes analysis and visualisation tools for 

verifying accuracy and performance of the systems developed. 

WEKA (Waikato Environment for Knowledge Analysis):  The classification 

part is implemented using a package called WEKA, which is an open-source 

software with a collection of machine learning algorithms developed in JAVA 

for data mining tasks [112]. These algorithms can be directly applied to the 

feature vector set obtained from feature extraction. WEKA is very versatile and 

flexible software which also can implement algorithms for data pre-processing, 

classification, regression, clustering and association rules as well as visualisation 

tools. WEKA has a number of interfaces where WEKA Explorer is the one 
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which is used to perform different tasks during classification and analysis. It has 

a set of panels, where each of them can be used to perform a certain task. 

The data file format normally used by WEKA is Attribute Relation File 

Format (ARFF) or Comma Separated Values (CSV) format. This work utilises 

the ARFF file format which consists of special tags like attribute names, 

attribute types, attribute values and the data for representing the features in the 

data file.  In this work, the k-fold cross-validation technique is used where the 

original sample is randomly partitioned into k subsamples. Of the k 

subsamples, a single subsample is retained as the validation data for testing the 

model, and the remaining k − 1 subsamples are used as training data. The 

cross-validation process is then repeated k times, with each of the k 

subsamples used exactly once as the validation data. The k results from the 

folds then can be averaged or combined to produce a single estimation. 

The main advantages of WEKA are: 

a) It provides many different algorithms for data mining and machine 

learning 

b) It is an open source and is freely available 

c) It is platform- independent and  

d) It is easy to use. 

3.4.1 Implementation of Speech Recognition System using LPC  

As explained above, the implementation procedure for extracting 

features using LPC analysis involves different computational steps.  The 

algorithm for the feature extraction using LPC is given in table 3.1.  
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Table 3.1: Algorithm for feature extraction using LPC analysis 

1. For each speech sample perform the following steps: 

1.1 Find the start and end point of the signal using the equations of ZCR 

given in 3.2. 

1.2 Apply pre-emphasis filtering to the digitised speech signal using the 

eqn. 3.4. 

1.3 Perform frame blocking by dividing the speech samples into 30 ms 

window frames using the eqn. 3.5. 

1.4 Find the number of samples in the frame using the following 

calculation 

 Number of samples in the frame= Sampling rate* frame length  

       8000 samples/sec * 0.030 seconds = 240 samples. 

1.5 Separate adjacent window frames by 80 samples with 160 

overlapping samples. 

1.6 Multiply each frame with a hamming window function which generates 

240 discrete points for the hamming window using eqn. 3.6. 

1.7 Calculate the auto correlation coefficients of each window frame of 

240 samples using the eqn.3.8. 

1.8 Apply Levinson Durbin algorithm  to the auto correlation coefficients 

using the eqns. 3.9 to 3.13.  

1.9 Convert the auto correlation coefficients to Cepstral coefficients which 

produces LPC coefficients of order 10 using the eqns. 3.14 and 3.15. 

3.4.2 Implementation of Speech Recognition System using MFCC 

The implementation procedure using MFCC also involves different 

computational steps. The algorithm for feature extraction using MFCC is 

given in table 3.2.  
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Table 3.2: Algorithm for feature extraction using MFCC analysis 

1. For each speech signal perform the following steps. 

1.1 Find the start and end point of the signal using endpoint detection 

technique given in eqn. 3.2. 

1.2 Pass each speech sample through a filter which emphasises the signal 

given by the equation 3.4. 

1.3 Segment the speech samples into frames of length 20 ms using the 

equation 3.5.  

1.4 Calculate the number of samples in the frame using the following 

calculation 

Number of samples in the frame= Sampling rate* frame length  

8000 samples/sec * 0.020 seconds = 160 samples.  

        Set the overlap between successive frames at 80 samples. 

1.5 Multiply each frame by a hamming window where hamming window 

is defined as in equation 3.6 

1.6 Apply FFT to each windowed segment of speech to convert each 

frame of 160 samples from time domain to frequency domain using 

the equation 3.23.  

1.7 Filter the power spectrum obtained by a series of overlapping filters 

that are centered on the Mel scale. 

1.8 Take the log  energy at the output of each filter using the equation 3.25. 

1.9 Compute the DCT to convert the log mel spectrum back to time 

domain as given in equation 3.26. 

1.10 Extract an output of Mel Cepstral coefficients of 13th order where the 

first 12 are used and the 13th one is the energy coefficient. 
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3.5 Performance Evaluation  

As mentioned above, a total of eight experiments are conducted in order 

to evaluate the performance of LPC and MFCC along with different classifiers 

in recognising speech. There are different methods for evaluating the 

performance of a speech recognition system. The major metrics that are used for 

the performance evaluation are Recognition Accuracy and Confusion Matrix.  

Recognition Accuracy: The main criterion for measuring the performance of a 

speech recognition system is the recognition accuracy, which is a practical value 

and an important measure for all speech recognition applications. Improving the 

accuracy of an ASR is one of the most important research challenges after years 

of research and development [113]. It is measured as the number of utterances 

recognised correctly out of the total number of utterances spoken which is 

expressed as a percentage. If we have two classes, then we can refer in terms of 

positive tuples and negative tuples – ie True Positive, False Positive, True 

Negative and False Negative. In this classification problem, the aim is to classify 

a test data into one of the twelve distinct categories for vowels, ten distinct 

categories for digits and twenty distinct categories for isolated words. The 

following crieteria is used for claculating the accuracy. 

Correctly Selected      → True Positive 

Mistakenly Selected    → False  Positive 

Correctly Rejected     → True Negative 

Mistakenly Rejected  → False Negative 

A good classification test always results in high values for accuracy. 

The overall recognition rate in terms of accuracy can be computed as below: 

( )
( )

  

    

True Positive True Negative
Accuracy

True Positive False Positive True Negative False Negative

+
=

+ + +
 (3.27) 
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Recognition accuracy is represented as percentage. 

Confusion Matrix:  A confusion matrix is a performance analysis tool which 

is used to represent the results in a matrix format. The diagonal elements of a 

confusion matrix contain the instances that are correctly classified. 

Recognition accuracy provides only the percentage of correctly and wrongly 

classified instances. But a confusion matrix provides more information about 

where the classifier failed in recognising the features and detailed class-

conditional error rates.  

Confusion Matrix is a useful tool for analysing how well the classifier can 

recognise tuples of different classes. If there are m classes, a confusion matrix 

table will be of at least size m by m. For a classifier to have good accuracy the 

tuples along the diagonal of the confusion matrix should contain large values and 

the rest of the entries should have zero or very small values. The table may have 

additional rows or columns for representing totals or recognition rates per class. A 

confusion matrix can be represented using the equation   

Pr{ | }Eji decision j class i=   (3.28) 

which denotes the matrix of counts where the true class i is classified as 

j [88].  

3.5.1 Performance Evaluation of Speech Recognition System using 

LPC Analysis  

After pre-processing and feature extraction, the feature vector set obtained 

are normalised using the eqn. 3.16 and are given for classification. The 

experiments are done by varying the number of speakers to evaluate the impact of 

the number of speakers in the recognition rate because when the number of 

speakers increases, then the recognition rate decreases. In the literature study, we 
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have seen that small vocabulary databases with only few numbers of speakers 

produce high accuracy. Table 3.3, table 3.4 and table 3.5 show the results 

obtained after classification using the four classifiers on the three datasets. 

Table 3.3:  Classification results for LPC using MLP, HMM, Naive Bayes and SVM classifiers on 
Vowels database 

No. of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 120 115 95.83 112 93.33 113 94.16 114 95.0 

25 300 284 94.66 275 91.66 278 92.66 281 93.66 

50 600 560 93.33 540 90.0 547 91.16 554 92.33 

75 900 834 92.66 806 89.55 815 90.55 821 91.22 

100 1200 1101 91.75 1059 88.25 1072 89.33 1088 90.66 

Table 3.4:  Classification results for LPC using MLP, HMM, Naive Bayes and SVM classifiers on 
Digits database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 100 96 96 93 93 94 94 96 96 

25 250 237 94.8 229 91.6 232 92.8 235 94.0 

50 500 467 93.4 452 90.4 458 91.6 462 92.4 

75 750 694 92.53 671 89.46 680 90.66 685 91.33 

100 1000 918 91.8 886 88.6 895 89.5 909 90.9 

150 1500 1360 90.66 1301 86.73 1328 88.53 1337 89.13 

200 2000 1776 88.8 1718 85.9 1734 86.7 1754 87.7 
 

Table 3.5:  Classification results for LPC using MLP, HMM, Naive Bayes and SVM classifiers on 
Isolated Words database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 200 195 97.5 190 95.0 192 96 193 96.5 

50 1000 958 95.8 927 92.7 936 93.6 948 94.8 

100 2000 1863 93.15 1806 90.3 1826 91.3 1851 92.55 

250 5000 4502 90.04 4386 87.72 4437 88.74 4472 89.44 

500 10000 8664 86.64 8360 83.60 8481 84.81 8580 85.8 

750 15000 12502 83.34 11882 79.21 12118 80.78 12310 82.06 

1000 20000 15978 79.89 15101 75.5 15325 76.62 15602  78.01 
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The graphs showing the performance of various classifiers on the three 

databases based on recognition accuracy and number of speakers using LPC 

are given in figure 3.5, figure 3.6 and figure 3.7. 

 
Figure 3.5: Performance of different classifiers on Vowels database using LPC 

 

 
Figure 3.6: Performance of different classifiers on Digits database using LPC 
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Figure 3.7: Performance of different classifiers on Words database using LPC 

From the results obtained using LPC features, it is observed that MLP 

classifier produced optimal results. Though three databases were created for 

comparing the performance of various speech recognition systems in this 

work, the main priority and concern is given for recognising isolated words, 

which has a sufficient number of speech samples (1000 speakers uttering 20 

words each). So the results obtained from the isolated words database alone 

are taken for further representations. 

Since better results are obtained using the MLP structure of the ANN 

classifier, the results obtained using ANN are selected to represent the 

confusion matrix. An overall recognition accuracy of 79.89% is obtained for 

LPC and MLP combination. Figure 3.8 shows the confusion matrix generated 

for isolated spoken words with 1000 people uttering 20 words. 
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Figure 3.8: Confusion matrix for Isolated Words database using LPC MLP combination 

3.5.2 Performance Evaluation of Speech Recognition System using 

MFCC Analysis 

The results obtained after classification using the 4 classifiers on each 

database based on recognition accuracy, comparison graphs and confusion 

matrix using MFCC are explained in this section.  Table 3.6, table 3.7 and 

table 3.8 shows the results obtained after classification using the four 

classifiers on the MFCC feature vector set. 
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Table 3.6:  Classification results for MFCC using MLP, HMM, Naive Bayes and SVM classifiers on 
Vowels database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 120 116 96.66 113 94.16 114 95.0 115 95.83 
25 300 287 95.66 277 92.33 280 93.33 284 94.66 
50 600 565 94.16 549 91.5 553 92.16 560 93.33 
75 900 840 93.33 811 90.11 819 91.0 828 92.0 
100 1200 1109 92.41 1069 89.08 1080 90.0 1100 91.66 

Table 3.7:  Classification results for MFCC using MLP, HMM, Naive Bayes and SVM classifiers on 
Digits database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 100 97 97.0 94 94.00 95 95.0 96 96.0 
25 250 240 96.0 231 92.4 236 94.4 238 95.2 
50 500 472 94.4 458 91.6 463 92.6 469 93.8 
75 750 702 93.6 680 90.66 687 91.6 697 92.93 
100 1000 925 92.5 896 89.6 904 90.4 915 91.5 
150 1500 1369 91.26 1324 88.26 1337 89.13 1354 90.26 
200 2000 1794 89.7 1739 86.95 1753 87.65 1776 88.8 

 

Table 3.8:  Classification results for MFCC using MLP, HMM, Naive Bayes and SVM classifiers on 
Isolated Words database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 200 197 98.5 192 96.0 194 97.0 195 97.5 
50 1000 972 97.2 948 94.8 955 95.5 963 96.3 
100 2000 1913 95.65 1858 92.9 1861 93.05 1890 94.5 
250 5000 4604 92.08 4494 89.88 4530 90.6 4565 91.3 
500 10000 8861 88.61 8502 85.02 8686 86.86 8775 87.75 
750 15000 12734 84.89 12154 81.02 12448 82.98 12575 83.83 

1000 20000 16354 81.77 15452 77.26 15696 78.48 16054 80.27 

The feature vector set obtained using MFCC analysis are classified using 

the above four pattern classifiers. Figure 3.9, figure 3.10 and figure 3.11 give a 

comparison of the results obtained using MFCC analysis and the 4 classifiers on 

the three databases based on rate of recognition and number of speakers.  
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Figure 3.9:  Performance of different classifiers on Vowels database using MFCC 

 
Figure 3.10: Performance of different classifiers on Digits database using MFCC 

 
Figure 3.11: Performance of different classifiers on Words database using MFCC 

88
89
90
91
92
93
94
95
96
97
98

0 20 40 60 80 100 120

re
co

gn
iti

on
 ra

te

Number of speakers

MLP

HMM

Naive Bayes

SVM

86

88

90

92

94

96

98

0 50 100 150 200 250

Re
co

gn
iti

on
 ra

te

Number of speakers

MLP

HMM

Naive Bayes

SVM

70

80

90

100

0 200 400 600 800 1000 1200

Re
co

gn
iti

on
 ra

te

Number of speakers

MLP

HMM

Naive Bayes

SVM



Speech Recognition Using Spectral Feature Extraction Techniques 

Department of Computer Science                  71 

The confusion matrix obtained using MFCC features and MLP classifier 

on isolated spoken words with 1000 speakers is given in figure 3.12. An overall 

recognition rate of 81.77% is obtained using the MFCC and MLP combination.  

 

Figure 3.12: Confusion matrix for Isolated Words database using MFCC MLP combination 

3.6 Comparison of LPC and MFCC Methods 

From the results obtained, it is observed that the recognition rate 

obtained using MFCC is slightly better than that of LPC in recognising the 
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speech samples for Malayalam. One of the drawbacks of LPC- based speech 

features is that it tends to include speaker-dependency into modelling, which 

in turn degrades the performance particularly for a speaker-independent 

recognition system. Though LPC analysis is widely used, Cepstral Analysis 

using MFCC provides more robust speech features since they are less 

dependent on speaker-dependent characteristics and improves recognition in 

noisy environments.  

For all the three databases, a better recognition rate is obtained for MLP 

classifier. Since the best results were obtained using MLP classifier and the 

number of speakers and hence the number of speech samples is more in 

isolated words database with 1000 speakers and 20 words, the results obtained 

from this experiment is selected. The speech recognition experiment using 

MLP is repeated by changing a number of parameters by trial and error 

experiment. The learning parameters used for both LPC and MFCC which 

produced the maximum recognition rate are given in table 3.9. 

Table 3.9: Learning parameters used for LPC and MFCC using MLP 

Parameters Values 
LPC MFCC 

Number of hidden layers 1 1 

Number of neurons in the hidden layer 5 6 

Learning rate .01 .01 

Momentum 0.3 0.3 

Activation function Sigmoid function Sigmoid function 

The comparison of the results obtained using LPC and MFCC is 

evaluated using three measures namely Accuracy, Precision and Recall. 

Precision and Recall are two other measures which are used to measure the 

performance of a speech recognition system.  
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3.7 Summary of the Chapter 

This chapter describes the speech recognition systems developed using 

spectral analysis techniques like LPC and MFCC. Classification algorithms 

like ANN, SVM, Naive Bayes and HMM were considered. The schemes 

developed were tested on the Malayalam databases created. The experiments 

conducted show that both methods are good in recognising speech. In addition 

to this, three more inferences were obtained from the eight experiments 

performed which are as follows:  

a) Performance of the speech recognition system degrades when the 

number of speakers is more. 

b) Between LPC and MFCC features, MFCC features produced better 

results on all the three databases. 

c) MLP architecture of ANN outperformed other classifiers.  

Though the speech recognition systems developed using LPC and MFCC 

produced a reasonable recognition rate, there is still room for further 

improvement. So the next chapter discusses the design of speech recognition 

system using two wavelet based techniques namely DWT and WPD. 

……. ……. 
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In the previous chapter, speech recognition systems developed by using the 

spectral analysis techniques namely LPC and MFCC with four different 

pattern classifiers were discussed. This chapter discusses the speech 

recognition process using two wavelet based feature-extraction techniques 

namely Discrete Wavelet Transforms (DWT) and Wavelet Packet 

Decomposition (WPD). This chapter also includes a brief review of 

wavelets, different wavelet families and wavelet denoising techniques used 

in this work. Here, nine experiments are carried out. One experiment for 

selecting the optimal wavelets and eight  experiments for developing speech 

recognition systems using DWT and WPD along with four classifiers.   

4.1 Introduction 

Wavelet theory is a relatively new development which has become a 

versatile tool for signal analysis, image processing, speech processing as well 

as compression. Before the invention of wavelets, Fourier Transforms (FT) 

and Short Time Fourier Transforms (STFT) were the dominant spectral 
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analysis tools for frequency domain analysis. The main problem with FT was 

that FT provided information regarding only amplitude-frequency 

representation and did not provide any information about the element of time. 

In order to overcome this limitation, the STFT, which can be considered a 

Windowed Fourier Transform (WFT), was introduced which was used to 

provide frequency-time spectrum, by providing time information. But the main 

limitation of STFT was that it used fixed window size by which the accuracy 

relied on the size and shape of the window. This greatly affected both 

frequency and time resolution [114]. So wavelet transforms (WT) were 

developed in order to overcome the shortcomings of FT and STFT related to 

its time and frequency resolution problems and it provided a concise and 

easier analysis of speech signals which is suitable for the non stationary nature 

of the speech signal.  

A wavelet is a versatile mathematical tool that decomposes the signal 

into its different frequency components where each frequency component is 

represented with a resolution that matches with its scale called Multi 

Resolution Analysis (MRA) [115]. Wavelets can be defined as translates and 

dilates of a fixed function [114, 116]. Unlike other waves like sine waves 

which are symmetric and regular, wavelets are asymmetric and irregular in 

nature and have zero average value [117, 118]. Wavelets are well suited for 

speech processing due to their characteristics such as: 

a) Ability to represent a signal in time and frequency simultaneously 

b) Fundamental vanishing moment property  

c) Capability to use windows of varying sizes 

d) Multi-resolutional, multi-scale analysis 

e) Flexibility and existence of several bases and  
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f) Ability to use long time intervals for low frequency information and 

short intervals for high frequencies [114, 119, 120, 121]. 

The outline of the chapter is as follows.  A brief description of the 

different wavelet families are presented in section 4.2. Section 4.3 and section 

4.4 presents the design of speech recognition systems using DWT and WPD 

respectively. The experiments done for finding the optimal wavelets and 

implementation procedures for DWT and WPD are explained in section 4.5. 

Section 4.6 analyses the results obtained and the subsequent section provides a 

comparison of both the techniques. The chapter concludes with section 4.8.  

4.2 Wavelet Families 

The main idea of wavelet analysis is developed on the theory that every 

vector in a vector space can be written as a linear combination of the basis 

vectors in that vector space. Wavelets are functions generated from one single 

function or basis function called the prototype or mother wavelet by dilations 

(scaling) and translations (shifts) in time (frequency) domain [114, 122]. If the 

mother wavelet is denoted by ψ(t), the other wavelets  ψa,b(t) can be 

represented as 

( ),
1
| |a b

t bt
aa

ψ ψ −⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (4.1) 

Where a is the scaling parameter and b is the shifting parameter. 

Hence, the parameter a causes contraction of ψ (t) in the time axis when a < 1 

and expansion or stretching when a > 1 [114]. 

This section provides a very short description of the different wavelet 

families which are employed in this research work. There are different types of 

wavelet families [123] available for wavelet analysis such as Haar, 

Daubechies, Biorthogonal, Symlets, Coiflets, Morlet, Mexican Hat and Meyer.  
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Wavelets differ in the length of support of the mother wavelet, the number of 

vanishing moments, the symmetry or the regularity as well as the existence of 

a corresponding scaling function [119]. Since all the translations and scaling 

are through the mother wavelet, the selection of the mother wavelet plays an 

important role in obtaining good recognition accuracy in a speech recognition 

system. A brief review of the wavelet functions that support DWT and WPD 

which are tested in this work are given below [117]. 

• Haar Wavelets: The Haar wavelets or db1 is the simplest and oldest 

type of wavelets which have the shortest support among all orthogonal 

wavelets. It is a sequence of rescaled, square-shaped function 

transitions.  

• Daubechies Wavelets (db): These wavelets, that are very popular, are 

however, not symmetric in nature and use overlapping windows [123]. 

Many researches in speech recognition are based on this type of 

wavelet because they represent a collection of orthogonal mother 

wavelets which are characterised by a maximum number of vanishing 

moments for some given length of support. Vanishing moments limit 

the wavelet's ability to represent polynomial behaviour or information 

in a signal. They are suitable for denoising signals and for compression 

[124] since the high frequency coefficient spectrum reflects all high 

frequency changes.  Daubechies wavelets db2 - db20 (even index 

numbers only) are the commonly used wavelets.  

• Coiflets Family: It has the highest number of vanishing moments. 

They are compactly supported and orthogonal but are near from 

symmetry. Coiflets family members ranges from ‘coif1’ to ‘coif5’.   
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designed using the four stages of development of the speech recognition 

system. The different techniques used for the design are given below. 

4.3.1 Pre-processing 

Pre-processing is a crucial step in the development of a reliable speech 

recognition system. This includes segregating the voiced region from the  

silence portion of the captured signal and removing the noise and disturbances 

from the signal [82]. In this work, two techniques for pre-processing namely 

a) End Point Detection and b) Wavelet Denoising have been used. 

4.3.1.1 End Point Detection 

This is used to find the start and end point of a signal and to distinguish 

voiced and unvoiced sounds [81]. The same procedure using ZCR which was 

applied to LPC and MFCC is exploited here. 

4.3.1.2 Wavelet Denoising         

The speech signals recorded are often distorted by background noise. 

So the effect of these noise contents should be removed before extracting the 

features. There are a number of techniques available for speech enhancement. 

Here, wavelet denoising techniques are applied to remove the noise contents 

from the signals.  For removing noise from a speech signal using wavelets, 

three selections are to be performed namely  

a) Selection of wavelet 

b) Choice of threshold limit and 

c) The level of decomposition.  

 The wavelet threshold denoising algorithm is adopted in this work. 

There are two popular thresholding functions used for denoising signals using 

wavelets [127]. They are: 
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Hard Thresholding (HT): Here, the elements whose absolute values are less 

than the threshold are set to 0. Hard Thresholding is expressed as 

| |
0 | |Hard

X if X
X

if X
τ
τ
>⎧

= ⎨ ≤⎩  (4.2) 

where X represents the wavelet coefficients and τ is the threshold value. 

Soft Thresholding (ST):  The elements whose absolute values are lower than 

the threshold are first set to zero. Then the nonzero coefficients shrink towards 

0. This is represented as  

( ) (| | ) | |
0 | |Soft

sign x x if x
Y

if x
τ τ

τ
⎧ − ≥

= ⎨
<⎩  (4.3) 

In this work, wavelet denoising based on Soft Thresholding is adopted 

because it is proven that noise can be significantly reduced without reducing 

the edge sharpness. In soft thresholding, a threshold is estimated as a limit 

between the wavelet coefficients of the noise and those of the target signal 

[128]. When compared to hard thresholding, the shrinkage of the wavelet 

coefficients by ST to zero reduces the effect of singularities and transients 

[129]. The threshold value chosen cannot be too high or too low. If it is too 

high, it may remove the contents of the signal and if too low, denoising may 

not work properly. One of the standard methods for selecting the value of τ  is 

to choose the universal threshold [130] which is defined as 

 ( )    2 log Nι σ=   (4.4) 

where σ is the standard deviation of noise and N is the length of the signal 

which denotes the number of samples in the signal. Standard deviation σ can 

be calculated as  
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 / 0.6745MADσ =  (4.5) 

where MAD is the median of the absolute value of the wavelet coefficients. 

Wavelet denoising is considered to be a non-parametric method. For 

performing wavelet denoising using ST, first an Additive White Gaussian 

Noise (AWGN) is added to the signal. Suppose s(t) is the original signal and 

the noise added is n(t), then a signal x(t) can be represented as the summation 

of the original signal and the noise as [131, 132] 

( ) ( ) ( ) x t  = s t  + n t  (4.6) 

The algorithm for denoising the signals using ST are given in the table 4.1. 

Table 4.1: Steps for wavelet de-noising using Soft Thresholding. 

1. Choose the mother wavelet from the wavelet family.  

2. Select the level N up to which decomposition is to be performed. 

3. Calculate the threshold value based on soft thresholding method using 

equation 4.4 

4. For each signal perform the following 

4.1 Compute the wavelet decomposition of the noisy signal. 

4.2 For level from 1 to N, shrink the detail wavelet coefficients by 

applying soft thresholding technique to reduce the noise using the 

equation 4.3. 

4.3 Compute inverse wavelet transform to reconstruct the signal based 

on the original approximation coefficients of level N and the 

modified detail coefficients of levels from 1 to N 

The signals obtained after pre-processing contain the denoised signals 

which are then applied to feature extraction techniques for extracting the 

features. The detailed procedure for denoising is explained in chapter 6.        
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The Discrete Wavelet Transform [125, 133] is defined by the following 

equation 

( ) ( ) ( )/2, 2 2j j

j k
W j K x k n kψ− −= −∑∑

 
(4.8) 

where Ψ (t) is the basic analysing function, called the mother wavelet.  The 

functions with different regions of support that are used in the transformation 

process are derived from the mother wavelet. The original signal x[n] is first 

passed through a half band high pass filter g[n] and a low pass filter h[n]. This 

constitutes one level of decomposition and the successive high pass and low 

pass filtering of the signal can be obtained by the following equations. 

[ ] [ ] [ ]2high
n

Y k x n g k n= ⋅ −∑
 

(4.9) 

[ ] [ ] [ ]2low
n

Y k x n h k n= ⋅ −∑
 

(4.10) 

where Yhigh (detail coefficients) and Ylow  (approximation coefficients) are the 

outputs of the high pass and low pass filters obtained by sub sampling by 2 

[134]. The discrete time domain signal is subjected to successive low pass 

filtering and high pass filtering to obtain DWT [135]. This algorithm is called 

the Mallat algorithm [136, 137]. At each decomposition level, the frequency 

band is reduced to half. With this approach, at high frequencies, the time 

resolution becomes arbitrarily good while the frequency resolution becomes 

arbitrarily good at low frequencies. The filtering and decimation process is 

continued until the desired level is reached. The DWT of the original signal is 

then obtained by concatenating all the coefficients starting from the last level 

of decomposition [39]. 
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4.3.3 Post Processing 

Normalisation method which was used for post processing the feature 

vectors obtained using LPC and MFCC is employed here. 

4.3.4 Classification 

Here also the classification is performed using the 4 classifiers ANN, 

SVM, Naive Bayes and HMM. 

4.4 Speech Recognition System using WPD  

WPD is a more detailed method since the signal is passed through more 

filters. WPD allows time domain information to be incorporated with 

frequency domain information using multiple window durations. Long 

windows are used when high resolution information is needed and short 

windows for extracting low resolution information [63]. It allows 

simultaneous use of long-time interval for low-frequency information and 

short-time interval for high-frequency information [138]. Among the four 

stages of the design procedure, the pre-processing, post processing and 

classification techniques used are the same as that of DWT. So, only the 

feature extraction process using WPD is explained below. 

4.4.1 Feature Extraction using WPD 

Like DWT, the original signal passes through two complementary 

filters, namely low-pass and high-pass filters, and emerges as two signals 

called approximation coefficients and detail coefficients [139]. WPD is based 

on wavelet transform and decomposes a signal with the same widths in all 

frequency bands [140]. In the next level, both the low frequency sub-bands 

and high frequency sub-bands are decomposed into lower and higher 

frequency parts. The decomposition procedure is repeated until the desired 
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4.5.1 Selection of Optimal Wavelets for Speech Recognition 

Due to the dominant and powerful properties of wavelets like Multi-

Resolution Analysis which analyses the signal at different frequencies giving 

different resolutions, now-a-days wavelets are extensively used in different 

fields. There are different types of wavelet families and mother wavelets 

available. So while using wavelet transforms, an important question which 

arises is that regarding the choice of the suitable wavelet family; hence the 

mother wavelet should be used for the analysis of speech signals. Selection of 

the wavelet family and mother wavelet plays an important role in the 

performance of the wavelet transforms [119]. So it is necessary to find the 

optimal wavelet family and the mother wavelet which gives the best 

recognition accuracy. So experiments are carried out using different wavelet 

families like Haar, Daubechies, Symlets and Coiflets to locate the best wavelet 

family and thereby the mother wavelet that is most suitable for the databases 

created. This is implemented on the database of isolated words with 1000 

speakers. The results obtained using different wavelets are given in table 4.2.  

Table 4.2: Performance evaluation of a) Haar and Daubechies wavelets, b) Symlets wavelets and 
c) Coiflets wavelets 

Wavelet Accuracy  Wavelet Accuracy   Wavelet Accuracy 

Haar or db1 86.9 sym2 79.5 coif1 75.3 

db2 85.1 sym3 80.2 coif2 73.5 

db4 87.2 sym4 81.9 coif3 76.2 

db6 84.5 sym5 78.3 coif4 76.8 

db8 83.3 sym6 78.5 coif5 74.0 

db10 82.6 sym7 80.5  

db12 82.0 sym8 79.3 

db14 78.1  
db16 81.0 
db18 77.8 
db20 79.1 
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The graph given in figure 4.4 shows the performance of different 

wavelet families on the isolated words database. 

 
Figure 4.4: Comparison of the performance of different wavelet families 

From the experiments conducted using Daubechies wavelets, best 

results were obtained using db4. Among the symlets wavelets, best results 

were obtained using sym4 and among the coiflet wavelets, optimal results 

were obtained using coif4. So it is obvious that Daubechies wavelets which 

represent the foundations of wavelet based signal processing perform better 

than the others and the highest recognition rate of 87.2%  is obtained using 

db4 type wavelet. Haar wavelets also performed well on the database with an 

accuracy of 86.9%.                                                                                                                                   

4.5.2 Implementation using DWT 

The algorithm for the implementation of the speech recognition system 

using DWT is given in table 4.3. 
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Table 4.3: Algorithm for feature extraction using DWT 

 
1. For each speech signal, find the start and end point of the signal using 

endpoint detection technique based on ZCR given in eqn. 3.2. 

2. Execute the steps in table 4.1 for denoising the speech signals for   

removing the noise from the signals using Soft Thresholding. 

3. Choose the wavelet family and the wavelet (db4) which is appropriate 

for extracting features. 

4. Select the level up to which the decomposition is to be performed. 

5. For each speech signal, the following procedures have to be undergone: 

5.1 Decompose the signal into approximation coefficients and detail                                   

coefficients. 

5.2 Decompose the approximation signal into new approximation and 

detail signals. 

5.3 Continue this process iteratively producing a set of approximation 

signals at different detail levels (scales) and a final gross 

approximation of the signal up to an appropriate level. 
 

From the experiments performed for finding the optimal wavelets, it was 

observed that Daubechies wavelets with order 4 outperformed the other wavelets. 

So, for feature extraction, db4 wavelets are chosen and the decomposition is 

performed up to 8 levels. Since the recognition rate obtained at the 8th level is 

count to be better than the other levels, it is chosen as the level of decomposition. 

For example, the original signal and the eighth level approximation and detail 

coefficients of two spoken words  ‘tIcfw’  (keralam) and  ‘Xmac’ (thamara) 

are given in figure 4.5 and figure 4.6. 
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Figure 4.5: Decomposition of word  tIcfw (Keralam) using DWT 

 
Figure 4.6: Decomposition of word Xmac (thamara) using DWT 

4.5.3 Implementation using WPD  

The first four steps involved in the implementation of the speech 

recognition system using WPD are similar to that of the algorithm for feature 

extraction using DWT discussed in table 4.3. So only the wavelet 

decomposition steps for feature extraction using WPD is explained here which 

is given in table 4.4. 
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Table 4.4: Wavelet decomposition steps using WPD 

1. For each speech signal, the following procedures have to be 

undergone: 

1.1 Decompose the signal into approximation coefficients and 
detail coefficients. 

1.2 Decompose the approximation signal into new approximation 
and detail signals. 

1.3 Decompose the detail coefficients into new approximation and 
detail signals. 

1.4 Continue this process iteratively until a specified level is 
reached.  

 

The experiments using WPD also employs db4 type of wavelets and the 

decomposition is carried out up to 8th level. The original signal and the eighth 

level decomposition coefficients of the spoken words ‘Nncn’  (chiri)  and 

‘KoXw’ (geetham) using WPD are given in figure 4.7 and figure 4.8. 

 
Figure 4.7: Decomposition of word Nncn (chiri) using WPD 
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Figure 4.8: Decomposition of word KoXw (geetham) using WPD 

4.6 Performance Evaluation  

The feature vector sets obtained after performing DWT and WPD are 

normalised and are given for pattern classification using the four classifiers 

namely ANN, SVM, HMM and Naive Bayes classifiers. This section explains 

the results obtained for DWT and WPD after classification. The metrics used for 

performance evaluation are a) Recognition Accuracy, b) Comparison Graphs 

and c) Confusion Matrix. 

4.6.1 Performance Evaluation of Speech Recognition System using 

DWT 

After feature extraction using DWT, 12 features were obtained for each 

sample. Then these were applied to the pattern classifiers for proper classification 

into different classes. The experiments were done by changing the number of 

speakers in order to estimate the impact of variable number of speakers in the 

recognition rate.    
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a) Recognition Accuracy 

The experiments are done by varying the number of speakers to 

evaluate the impact of the number of speakers in the recognition rate. The 

table 4.5, table 4.6 and table 4.7 show the results of DWT obtained after 

classification using the 4 classifiers. 

Table 4.5:  Classification results for DWT using MLP, HMM, Naive Bayes and SVM classifiers on 
Vowels database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 120 119 99.16 117 97.5 118 98.33 119 99.16 
25 300 295 98.33 286 95.33 288 96.0 292 97.33 
50 600 583 97.16 564 94.0 568 94.66 577 96.16 
75 900 865 96.11 833 92.55 838 93.11 849 94.33 
100 1200 1135 94.58 1095 91.25 1108 92.33 1122 93.50 

Table 4.6:  Classification results for DWT using MLP, HMM, Naive Bayes and SVM classifiers on 
Digits database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 100 98 98.0 95 95.0 96 96.0 97 97.0 
25 250 243 97.2 236 94.4 238 95.2 241 96.4 
50 500 480 96.0 468 93.6 473 94.6 477 95.4 
75 750 713 95.06 695 92.66 700 93.33 709 94.53 
100 1000 941 94.10 917 91.7 922 92.2 933 93.30 
150 1500 1393 92.86 1350 90.0 1368 91.2 1378 91.86 
200 2000 1820 91.0 1768 88.4 1783 89.15 1808 90.4 

Table 4.7:  Classification results for DWT using MLP, HMM, Naive Bayes and SVM classifiers on 
Isolated Words database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 200 199 99.5 196 98.0 196 98.0 198 99.0 
50 1000 988 98.8 969 96.9 973 97.3 980 98.0 
100 2000 1948 97.4 1904 95.2 1907 95.35 1925 96.25 
250 5000 4775 95.5 4631 92.62 4671 93.42 4726 94.52 
500 10000 9302 93.02 8916 89.16 9031 90.31 9245 92.45 
750 15000 13536 90. 24 12998 86.65 13281 88.54 13398 89.32 

1000 20000 17442 87.21 16602 83.01 16825 84.12 17217 86.08 
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b) Comparison Graphs 

The graphs given in figure 4.9, figure 4.10 and figure 4.11 show the 

performance of different classifiers using DWT on the 3 databases. 

 

Figure 4.9:  Performance of different classifiers on Vowels database using DWT 

 
Figure 4.10: Performance of different classifiers on Digits database using DWT 
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Figure 4.11:  Performance of different classifiers on Words database using DWT 

From the results obtained using DWT, it is found out that MLP 

structure of the ANN classifier produces optimal results for all the three 

databases.  

c) Confusion Matrix 

 Since better results are obtained using the MLP classifier, the results 

obtained using MLP are selected to represent the confusion matrix. An overall 

recognition accuracy of 87.21% is obtained for DWT and MLP combination. 

The figure 4.12 given below shows the confusion matrix generated for isolated 

spoken words with 1000 people uttering 20 words.  
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Figure 4.12: Confusion matrix for Isolated Words database using DWT MLP combination 

 4.6.2 Performance Evaluation of Speech Recognition System using 

WPD 

The results obtained using WPD and classification using the 4 

classifiers on each database based on recognition accuracy, comparison graphs 

and confusion matrix are explained in this section. The results obtained after 

classification based on correctly classified samples and recognition accuracy 

are given in table 4.8, table 4.9 and table 4.10. 



Speech Recognition Using Wavelet Based Feature Extraction Techniques 

 Department of Computer Science                                                            97 

a) Recognition Accuracy 

Table 4.8:  Classification results for WPD using MLP, HMM, Naive Bayes and SVM classifiers on 
Vowels database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy correct Accuracy Correct Accuracy Correct Accuracy 

10 120 118 98.33 114 95.0 115 95.83 116 96.66 

25 300 292 97.33 282 94.0 284 94.66 287 95.66 

50 600 575 95.83 557 92.83 561 93.5 568 94.66 

75 900 853 94.77 821 91.22 828 92.0 836 92.88 

100 1200 1122 93.5 1080 90.0 1092 91.0 1105 92.08 

Table 4.9:  Classification results for WPD using MLP, HMM, Naive Bayes and SVM classifiers on Digits 
database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 100 98 98.0 94 94.0 95 95.0 97 97.0 

25 250 242 96.8 234 93.6 237 94.8 239 95.6 

50 500 475 95.0 462 92.4 467 93.4 471 94.2 

75 750 708 94.4 688 91.73 694 92.53 700 93.33 

100 1000 935 93.50 906 90.6 912 91.2 926 92.60 

150 1500 1384 92.26 1340 89.33 1351 90.06 1369 91.26 

200 2000 1809 90.45 1758 87.9 1774 88.7 1796 89.8 

Table 4.10:  Classification results for WPD using MLP, HMM, Naive Bayes and SVM classifiers on 
Isolated Words database 

No. Of 
Speakers 

Total 
Samples 

MLP HMM Naive Bayes SVM 
Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

10 200 198 99.0 194 97.0 194 97.0 196 98.0 

50 1000 979 97.9 954 95.4 963 96.3 970 97.0 

100 2000 1938 96.9 1882 94.1 1897 94.85 1919 95.95 

250 5000 4722 94.44 4560 91.2 4606 92.12 4658 93.16 

500 10000 9183 91.83 8800 88.0 8927 89.27 9045 90.45 

750 15000 13356 89.04 12805 85.36 12987 86.58 13155 87.7 

1000 20000 17368 86.84 16514 82.57 16752 83.76 17107 85.53 
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b) Comparison Graphs 

The graphs given in figure 4.13, figure 4.14 and figure 4.15 show the 

results obtained after classification based on number of speakers and 

recognition rate. 

 
Figure 4.13:  Performance of different classifiers on Vowels database using WPD 

 
Figure 4.14:  Performance of different classifiers on Digits database using WPD 
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Figure 4.15:  Performance of different classifiers on Words database using WPD 

 
c) Confusion Matrix 

 
Figure 4.16 Confusion matrix for Isolated Words database using WPD MLP combination 
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4.8 Summary of the Chapter 

This chapter discusses the development of speech recognition systems 

using two wavelet based feature extraction methods namely DWT and WPD 

using the pattern classifiers ANN, SVM, Naive Bayes and HMM on the three 

databases created in Malayalam. From the experiments conducted above, 3 

conclusions have been arrived at 

a) Among the wavelet based techniques, DWT outperforms WPD  

b) The MLP structure of ANN is found to produce better results among 

the classifiers and 

c) As the number of speakers increases, accuracy is reduced.  

The sixteen different speech recognition systems that were developed 

for each Malayalam databases using four feature extraction methods namely 

LPC, MFCC, DWT and WPD and four classifiers namely ANN, SVM, Naive 

Bayes Classifier and HMM are discussed in chapter 3 and chapter 4. Chapter 5 

presents a comparison of the performance of all these speech recognition 

systems developed and proposes a new enhanced architecture for the better 

performance of the system. 

 

……. ……. 
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In the previous two chapters, sixteen different speech recognition 

systems were developed and implemented using a combination of four 

feature extraction techniques and four classifiers. In this chapter, 

experimental results obtained using these techniques are thoroughly 

examined and a comparison is done on the results obtained in order to 

elicit the feature extraction technique and the classifier combination 

which produced the best results in terms of recognition accuracy for the 

databases described in section 2.5. This chapter explains the 

architecture of an enhanced speech recognition system and also 

describes the speech recognition system developed using the new feature 

extraction technique, which can outperform the already tested feature 

extraction techniques.  

5.1 Introduction 

A major challenge in developing a novel speech recognition system is 

to identify the best features that can classify the speech data correctly. So 

selection of an appropriate feature extraction technique is a crucial factor in 
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determining the success rate of a speech recognition system. The features 

selected using different feature extraction techniques are different. Different 

features produce different results. So the feature vector set obtained plays an 

important role in determining the recognition accuracy of the ASR system 

[65]. Another important factor which affects the performance of a speech 

recognition system is the pattern classifier selected for classifying the feature 

vectors into appropriate classes. 

In chapters 3 and 4, the performance of four feature extraction 

techniques namely LPC, MFCC, DWT and WPD along with four classifiers 

such as ANN, SVM, Naive Bayes and HMM have already been evaluated. 

Though the results obtained are found to be encouraging, there is still room for 

improvement in the recognition rates obtained. So, improvements and 

modifications are necessary in the different stages of development of the 

speech recognition system for an overall better performance. So in this 

chapter, a new enhanced architecture for designing a speech recognition 

system with improvements in each stage of development of the system is 

explained.  This chapter also proposes a new enhanced algorithm for feature 

extraction which is named as Discrete Wavelet Packet Decomposition 

(DWPD) to extract more relevant features and thereby to improve the 

performance of the speech recognition system.  

The rest of the chapter is organised as follows: Section 5.2 provides a 

comparison of the performance of the different speech recognition systems 

developed in chapters 3 and 4. Inferences obtained from these sixteen experiments 

are illustrated in section 5.3. The architecture of the newly designed enhanced 

speech recognition system is explained in the following section. The architecture 

of the speech recognition system using the newly proposed feature extraction 

method is illustrated in Section 5.5. In section 5.6, the implementation procedure 
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for the newly proposed DWPD algorithm on the isolated words database is 

explained. Section 5.7 presents the results obtained using this method. A 

comparison of the results obtained using this proposed feature extraction method 

with DWT and WPD is performed in section 5.8. The chapter concludes with 

Section 5.9.  

5.2 Comparison and Performance Evaluation of Speech 

Recognition Systems 

In this section the results derived from the speech recognition systems 

developed in chapter 3 and chapter 4 are compared and evaluated. Since there 

are three databases, analysis is done on each database separately on the basis 

of recognition accuracy.  

5.2.1 Result Analysis of Vowels Database 

The Vowels database consists of 12 vowels and 100 speakers with a 

total of 1200 speech samples. Since sixteen speech recognition systems were 

developed using a combination of the four feature extraction techniques 

namely LPC, MFCC, DWT and WPD and four classifiers namely ANN, SVM, 

HMM and Naive Bayes classifiers, sixteen different recognition rates were 

obtained. Table 5.1 shows the performance of these four feature extraction 

techniques and the four classifiers on the vowels database. 

Table 5.1: Comparison of the results of Vowels database based on recognition accuracy 
Feature 

Extraction 
Technique 

No of 
features 

MLP HMM Naive Bayes SVM 

Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

LPC 10 1101 91.75 1059 88.25 1072 89.33 1088 90.66 

MFCC 12 1109 92.41 1069 89.08 1080 90.0 1100 91.66 

DWT 12 1135 94.58 1095 91.25 1108 92.33 1122 93.50 

WPD 10 1122 93.5 1080 90.0 1092 91.0 1105 92.08 
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From the results obtained, it is observed that the recognition accuracy 

obtained using DWT and MLP combination is better than that of the other 

combinations with an accuracy of 94.58%. Figure 5.1 shows the graph 

illustrating the comparison of different feature extraction techniques and 

classifiers in recognising the vowels stored in the vowels database. 

 
Figure 5.1: Comparison of speech recognition systems on Vowels database 

5.2.2 Results Analysis of Digits Database 

Digits database consists of 10 digits and 200 speakers with a total of 

2000 speech samples. Here also sixteen experiments were carried out. Table 

5.2 shows the performance of the above feature extraction techniques and 

classifiers on the digits database. 

Table 5.2: Comparison of the results of Digits database based on recognition accuracy 

Feature 
Extraction 
Technique 

No of 
features 

MLP HMM Naive Bayes SVM 

Correct Accuracy Correct Accuracy Correct Accuracy Correct Accuracy 

LPC 10 1776 88.8 1718 85.9 1734 86.7 1754 87.7 

MFCC 12 1794 89.7 1739 86.95 1753 87.65 1776 88.8 

DWT 12 1820 91.0 1768 88.4 1783 89.15 1808 90.4 

WPD 10 1809 90.45 1758 87.9 1774 88.7 1796 89.8 
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The results obtained clearly shows that the performance of DWT and 

MLP combination can recognise the speech patterns more efficiently with an 

accuracy of 91%. Figure 5.2 shows the comparison graph of different feature 

extraction techniques and classifiers in recognising the digits stored in the 

digits database. 

 
Figure 5.2: Comparison of speech recognition systems on Digits database 

5.2.3 Results Analysis of Isolated Words Database 

Table 5.3 shows the performance of the four feature extraction 

techniques and four classifiers on the isolated words database which consists 

of 1000 speakers and 20 words with a total of 20000 speech samples. 

Table 5.3: Comparison of the results of Isolated Words database based on recognition accuracy 
Feature 

Extraction 
Technique 

No of 
features 

MLP HMM Naive Bayes SVM 

correct Accuracy correct accuracy Correct Accuracy Correct Accuracy 

LPC 10 15978 79.89 15101 75.5 15325 76.62 15602 78.01 

MFCC 12 16354 81.77 15452 77.26 15696 78.48 16054 80.27 

DWT 12 17442 87.21 16602 83.01 16825 84.12 17217 86.08 

WPD 10 17368 86.84 16514 82.57 16752 83.76 17107 85.53 
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From the sixteen experiments, it is once again seen that DWT and MLP 

outperforms other combinations with an accuracy of 87.21%. The comparison 

graph for recognising the 20000 samples of data belonging to isolated words 

category is given in figure 5.3.  

 
Figure 5.3: Comparison of speech recognition systems on Isolated Words database 

5.3 Inferences 

In the light of the above results that have been obtained, the following 

inferences can be generated:  

a) Among the spectral and wavelet based feature extraction techniques 

tested, optimal results were obtained using the wavelet based methods 

namely DWT and WPD for all the databases. 

b)  The results obtained using DWT were found to be slightly higher than 

that of WPD. 

c) The MLP structure of the ANN classifier was found to outperform 

other classifiers.  
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d)  Best recognition rates were obtained using DWT and MLP 

combination for all the databases. 

e) The number of speakers plays an important role in the attainment of 

recognition accuracy.  The recognition rate decreases with increase in 

the number of speakers. 

f) The recognition accuracies obtained from these experiments also 

reveal the need for an improved system that can effectively handle the 

large variations present in the speech recognition system. 

g) Better generalisations can be obtained when the number of speakers is 

more, which in turn increases the number of samples in the database. 

h) The number of samples in the vowels and digits database are 1200 and 

2000 respectively, which is much smaller than the 20000 samples in 

the isolated words database. From the results obtained, it is obvious 

that both the vowels and digits databases follow similar results as that 

of words database. Therefore, further improvements need to be applied 

only to isolated words database. 

5.4 Architecture of the Proposed Enhanced Speech Recognition 

System  

From the above experiments, it was observed that the highest 

recognition accuracy obtained is for DWT and MLP combination with an 

accuracy of 87.21% for the isolated words database followed by WPD and 

MLP combination with an accuracy of 86.84%. So, to further improve the 

performance of the system, new methods and algorithms are adopted and 

designed for all the 4 modules of the speech recognition system in the speech 

recognition process. So changes are made in all the 4 modules of the speech 
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recognition system for improving the recognition rate thereby improving the 

performance of the system. The architecture of the proposed enhanced speech 

recognition system developed is given in figure 5.4. 

 
Figure 5.4: Architecture of the proposed enhanced speech recognition system 

In the new proposed enhanced architecture, new algorithms and 

methods are designed, developed and implemented on all the four stages of 

development of the speech recognition system for improving the overall 

recognition rate. This chapter presents a new enhanced feature extraction 

method called Discrete Wavelet Packet Decomposition (DWPD). The 

following section explains the different modules in the development of the 

speech recognition system using the proposed DWPD method. 

5.5  Speech Recognition using Proposed DWPD Hybrid 

Method 

This section deals with the development of a new feature extraction 

method for extracting the relevant features from the speech signal. From the 
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various experiments performed so far, it is found that wavelets are a powerful 

and extremely useful method for speech recognition. In this section, a new 

algorithm is proposed for feature extraction which utilises both the features of 

DWT and WPD which were found to be the best methods so far for the 

databases. The different steps involved in the development of the speech 

recognition system using the proposed feature extraction technique for 

extracting the relevant features is given below which includes the  four stages 

of development of the speech recognition system. 

5.5.1 Pre-processing 

 Since this method is also based on wavelets, the same pre-processing 

methods which were employed for DWT and WPD are utilised here. The 

methods used are 

a) End Point Detection 

b) Wavelet Denoising using Soft Thresholding. 

5.5.2 Feature Extraction using DWPD 

We have already seen that a wavelet transform decomposes a signal 

into sub-bands with low and high frequency components. The characteristics 

of a signal are normally present in the low frequency components, while high 

frequency components are usually related with noise and disturbance in a 

signal [142]. Removing the high frequency contents retain the features of the 

signal and thus reduces the noise in the signal [143]. But sometimes the high 

frequency components may contain useful features of the signal. The main 

drawback of DWT is that it cannot decompose the high frequency band any 

further. Although WPD can achieve this decomposition, it is also applied to 
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5.5.3 Post Processing 

The feature vector set obtained after feature extraction using the 

proposed DWPD algorithm is applied to the post processing techniques for 

further processing. It is observed that the number of feature vectors obtained is 

slightly higher than that of DWT and WPD. So the dimension of the feature 

vector set obtained is reduced using a method called Principal Component 

Analysis (PCA) [144].  

5.5.3.1. Principal Component Analysis 

PCA is one of the simplest and most reliable ways of reducing the 

dimension of data. The main functions of performing PCA are to discover or 

to reduce the dimensionality of the data set and to identify new meaningful 

underlying variables. PCA can transform a large set of interrelated data from 

high to low dimensional space, thus reducing the dimensionality of data 

without losing the variations in the original data set too much.  PCA is applied 

to extract the most significant components of the feature set obtained. The 

main objective of PCA is to project the original feature vector onto principal 

component axis which are orthogonal and correspond to the directions of 

greatest variance in the original feature space. This reduces redundancy in 

original feature space and dimensions [60]. The main advantage of PCA is that 

the extracted features have the minimum correlation along the principal axis 

[145]. Traditionally, PCA is performed on the symmetric Covariance matrix or 

on the symmetric Correlation matrix which can be calculated from the feature 

data matrix.  

5.5.4 Classification 

Classification is performed using the MLP architecture of ANN since it 

is established as the best classifier for the databases created. 
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5.6 Implementation of DWPD Algorithm  

The speech signals after pre-processing are applied to the proposed 

DWPD technique for extracting the features. The outline of the proposed 

DWPD algorithm is given in table 5.4. 

Table 5.4: Algorithm for feature extraction using DWPD algorithm 

1. For each speech signal perform the following steps. 

1.1 Split the speech signal into two bands by decomposing the signal up to 

one level to obtain a low frequency band signal and a high frequency 

band signal. 

1.2 Apply 7 scales of DWT on the low frequency components. 

1.3 Apply 7 scales of WPD on the high frequency components. 

1.4 Combine the features obtained from both these decompositions to form 

the new feature vector set. 

5.7 Experimental Results 

After implementing the DWPD algorithm for extracting the relevant 

features from the speech signals, 18 features are obtained for each sample. 

Since the number of feature vectors is greater than that of the number of 

features obtained using DWT and WPD, the feature dimension is reduced 

using PCA. A speech recognition system is considered to be more efficient 

and robust if it can recognise the speech samples with a minimum number of 

features. From the results obtained, it is observed that there is only a slight 

difference in the recognition rate obtained from classification before and after 

feature reduction using PCA. The table 5.5 given below shows the comparison 

of results based on recognition accuracy obtained before feature reduction and 

after feature reduction. 
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Table 5.5: Comparison of results before and after feature reduction 

 Total samples No of  features Accuracy % 
Before feature reduction 20000 18 89.98 

After feature reduction using  PCA 20000 14 89.505 

Since there is not much difference in the results obtained, the reduced 

feature vector set is chosen for further classification. Figure 5.6 shows the 

confusion matrix of the results obtained after performing PCA. 

 
Figure 5.6: Confusion matrix for Words database using DWPD MLP combination 
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5.8 Performance Evaluation 

The performance of this new method can be evaluated by comparing the 

results obtained with that of the results obtained using DWT and WPD alone. 

Table 5.6 given below shows the performance analysis of these 3 methods. 

Table 5.6: Comparison of DWT, WPD and DWPD methods 

Feature 
extraction Precision Recall Correctly 

classified 
Recognition 
Accuracy % 

DWT 0.879 0.872 17442 87.21 

WPD 0.877 0.868 17368 86.84 

DWPD 0.9 0.895 17901 89.505 

The graph in figure 5.7 shows the comparison of results obtained using 

DWT, WPD and DWPD in terms of recognition accuracy. 

 
Figure 5.7: Comparison graph of DWT, WPD and DWPD 

5.9 Summary of the Chapter 

A novel model for deriving feature vector set for speech recognition is 

introduced in this chapter. The proposed model is based on the wavelet 

decomposition method which uses a combination of DWT and WPD. The new 

algorithm is implemented on the words database and the results obtained are 
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evaluated. The results obtained clearly show that though good recognition 

accuracy is obtained for DWT and WPD, a hybridised combination of both the 

techniques can perform better than that of the individual methods when used 

separately. This chapter also discusses the successful application of the data 

reduction technique, PCA. In this chapter, the new algorithm DWPD is 

developed during the feature extraction stage for improving the performance 

of the speech recognition system. Equally important are the pre-processing, 

post processing and classification techniques adopted. So the next three 

chapters will discuss the new techniques and modifications that are designed 

for these three stages in the development of a speech recognition system.  

 

……. ……. 
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The implementation of the hybrid algorithm DWPD, discussed in the 

previous chapter produced improvements in the recognition accuracy. 

This chapter proposes a new speech enhancement algorithm by 

smoothing the speech signals during the pre-processing stage for the 

further enhancement of the speech recognition system. The smoothed 

signals obtained are then again pre-processed using the wavelet 

denoising method based on Soft Thresholding and are used for the 

implementation of the speech recognition system. The hybrid algorithm 

developed in the previous chapter and the MLP architecture which 

produced better results than the other classifiers are used for feature 

extraction and classification respectively.  

6.1 Introduction 

The quality of the input speech plays an important role in the 

performance of a speech recognition system. From an engineering perspective, 
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noise can be considered as a random or pseudo-random signal which is 

distinguished by how energy is distributed in the spectrum of the signal [146]. 

Noise may contain uniform energy distribution (white noise) or non uniform 

energy distribution (coloured noise). Speech signals are affected by either 

additive or environmental noises like background noise, impulse noise, 

speaker interfering noise etc. and non additive noises like speaker stress, non-

linearities of microphones etc. Recovering data from noise is an important area 

of research since it affects the recognition accuracy of a speech recognition 

system. Though many parameters affect the accuracy of the speech recognition 

system, the presence of speech noise is one of the key factors [147]. 

Since the main objective of speech is to facilitate easy and accurate 

information-exchange, the quality and intelligibility of speech is of utmost 

importance [2]. Degradation of speech due to the presence of different types of 

noise is a serious issue in speech recognition, speaker recognition and speaker 

verification. This study is important as the performance of ASR systems 

degrades dramatically in adverse environments. This greatly limits the speech 

recognition application deployment in realistic environments. So, this chapter 

addresses this problem of building a speech recognition system with minimum 

amount of noise for the better performance of the system. In this chapter, a 

new algorithm is developed to smooth the signals before applying speech 

denoising techniques. A hybrid architecture is developed using a combination 

of the proposed adaptive smoothing algorithm and wavelet denoising method 

based on ST called Adaptive Smoothing Soft Thresholding (ASST) for 

removing as much noise from the signals. 

The chapter is organised as follows. Section 6.2 explains the concept of 

speech enhancement. The theory of smoothing is described in section 6.3 and 

the proposed adaptive smoothing algorithm is presented in the next section. 
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The procedure for the implementation of the Adaptive Smoothing Soft 

Thresholding method is explained in section 6.5 followed by the   simulation 

experiments and results obtained using the ASST algorithm in the subsequent 

section. Section 6.7 illustrates the results obtained after classification using 

MLP. A comparison of the performance evaluation of this algorithm with Soft 

Thresholding is described in section 6.8 and section 6.9 concludes the chapter. 

6.2 Speech Enhancement 

 One of the main factors that interfere with the accurate recognition of 

speech is the presence of background noise. If there is too much of noise from 

the background, the words cannot be heard or understood properly. A main 

criterion for measuring the noise present in a signal is by calculating the Signal 

to Noise Ratio (SNR). A speech signal which is affected by background noise 

has a low SNR. If the SNR value of a signal is high, it is considered to be 

noise free. Speech enhancement and additive background noise suppression 

are of great importance because reducing the amount of noise has utmost 

importance in developing an efficient speech recognition system [148]. For 

this, speech enhancement methods and algorithms are used to improve the 

quality and clarity of the speech by reducing noise [149]. 

The main objective of speech enhancement is to recover the original 

signal from noisy data retaining the important properties of the original signal 

[150]. Now-a-days, signal denoising have become an intensive field of study 

because of the increasing applications of speech enhancement in the areas like 

digital mobile radio telephony systems, pay phones in noisy environments, 

teleconferencing systems, hearing aids, etc.  Though the interest in practical 

and powerful speech enhancement algorithms has grown considerably, and 

significant progress has been made, speech processing under adverse 
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conditions is still a challenging area of research [151]. Speech enhancement 

algorithms are used to improve the performance of communication systems by 

improving the perceptual quality and intelligibility of speech when they are 

affected by noise. Restoring the desired speech signals from noise is still an 

elusive goal in speech communication. 

Degradation of signals by noise is a key problem in signal processing. A 

signal is assumed to vary smoothly most of the time. It is assumed to have only 

few abrupt shifts. But in real world situations this is not the case. The speech 

signals are often affected by additive noise. This is a severe problem that greatly 

degrades the quality, clarity and intelligibility of the speech signals. In order to 

solve this, it is necessary to enhance the corrupted signal through an appropriate 

speech enhancement algorithm. Researchers have developed different methods 

over the years to solve this problem. Traditional denoising schemes are based on 

linear methods, where the most common choice is the Wiener filtering [152, 153]. 

Recently, nonlinear methods, especially those based on wavelets have become 

increasingly popular [154]. Wavelet denoising techniques usually use 

thresholding techniques like soft thresholding [126] and hard thresholding [128]. 

Different other thresholding techniques were also developed by selecting new 

threshold values and by combining different thresholding techniques [149, 150].  

Though different variations of threshold values are available, the most 

popular thresholding techniques that are widely used are Soft Thresholding and 

Hard Thresholding.   We had already discussed these thresholding techniques in 

chapter 4. Soft Thresholding was used to remove noise from the signals before 

feature extraction using DWT and WPD in chapter 4. As discussed in chapter 4,  

in Hard Thresholding,  the elements whose absolute values are lower than the 

selected threshold are set to zero and in Soft Thresholding, the elements whose 

absolute values are lower than the selected threshold are first set to zero and then 
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the non zero coefficients are shrinked towards zero. Figure 6.1 shows the wavelet 

denoising using Hard Thresholding and Soft Thresholding. 

 
Figure 6.1: Original signal and the signals after Hard and Soft Thresholding 

Research done in the area of speech enhancement using Soft Thresholding 

and Hard Thresholding shows that Soft thresholding produces more Signal to 

Noise Ratio and less error when compared to Hard Thresholding and is found to 

be better than hard thresholding in removing the noise from the signals [129]. 

This is due to the fact that hard thresholding procedure creates discontinuities at 

the threshold value (when x =  ± threshold value). The soft thresholding procedure 

takes care of this issue and does not create discontinuities. Though thresholding 

techniques are found to be good in removing noise, they are not much capable of 

extracting the real trends in the signals. Hard and Soft Thresholding take into 

consideration only the value of the signal at that point in time. It does not take into 

consideration the previous or future values losing out on the trends and directions 

of the signal thereby accommodating noises and other disturbances which should 

have not been considered. Suppression of unwanted signals would have been 

more successful had there been a view on the trend. 
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6.3 Smoothing of Speech Signals 

The basic intention behind the elimination of noise is to enhance the 

speech signal [155]. Though several speech enhancement algorithms based on 

thresholding techniques are available, a simple threshold can suppress the 

noise only up to a limited extent. In many cases the true signal amplitudes 

which are plotted along Y-axis of a waveform change rather smoothly as a 

function of the X-axis values. But, in real world situations, many kinds of 

noise are seen as rapid with random changes in amplitude from point to point 

within the signal. In such cases, noise can be further reduced by a method 

called smoothing. In traditional smoothing, the data points of a signal are 

modified so that individual points that are higher than the immediately 

adjacent points due to noise are reduced, and points that are lower than the 

adjacent points are increased. This naturally leads to a smoother signal.  

Smoothing techniques are used to eliminate noise and extract real 

trends and patterns in a speech signal. Smoothing reduces the effect due to 

random variations in the signal. Rapid fluctuations or volatility in the speech 

signals hide or mask some information that lies beneath. So these fluctuations 

are to be reduced by smoothing the signals. Smoothing usually removes high 

frequencies and retains low frequencies whereas denoising attempts to remove 

whatever noise is present in the signal and retains whatever signal is present 

regardless of the frequency content of the signal [156]. 

Speech signals are often contaminated by sudden, abrupt noise signals that 

are represented in the form of spikes or troughs. Spikes are abrupt discontinuities 

in a speech waveform which are caused by the rapid fluctuations or volatility of 

data in the signal. The spikes/troughs distort the calculations and produce 

erroneous results. Elimination of such sudden variations has always been a 

challenging task. Spikes often mask the details of the true data present in the 
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signal. This may lead to misidentification of the signal. This may subsequently 

cause error in the quantification of the signal. So in order to avoid these 

misclassifications, the spike/troughs in the signal should be removed without 

causing distortion in the rest of the curve. Though there exist several noise- 

removal algorithms, they are not that efficient for removing spikes.  The random 

errors result in noise and these errors may be due to different reasons. So, 

different strategies are followed to remove noise from the data [77]. 

So in this work, a new algorithm is proposed which is used to smooth 

the signals before applying wavelet denoising techniques. Smoothing is done 

to eliminate speech like noise components of the speech signal. Smoothing can 

be non-linear [157] as well as linear.  In linear smoothing, the speech signal is 

passed through a hamming filter with an impulse response and are separated 

based on their non-overlapping frequency content. Non-linear smoothing 

separates signals based on whether they are considered as smooth or rough. A 

popular non-linear smoothing technique is Median smoothing in which L 

samples of speech is taken at every time instant. The smoothed signal is the 

median of those L samples. The magnitude of the sudden spikes in the signal 

is reduced, there by obtaining a signal which is smoother than the original 

signal. Most of the linear filters confuse and remove the high frequency 

components of the signals along with noise. So in many cases where there are 

jumps in the signals, it may cause edge blurring [158]. The main idea of the 

median filter is to run through the signal entry by entry, replacing each entry 

with the median of neighbouring entries. Denoising using wavelets are quite 

different from traditional filtering techniques because it is nonlinear.  

6.4 Proposed Adaptive Smoothing Algorithm 

Many research activities have been carried out and proposed for finding 

new speech denoising algorithms [159] using different threshold values [160] 
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and by combining different thresholding techniques [155]. In this work, we 

have used the already well defined soft thresholding (ST) technique.  The new 

idea developed is to smooth the signal before applying thresholding. In 

ordinary thresholding, only the top/bottom portions of a spike are cut out. But 

the steep gradient in the waveform will exist which actually accentuates the 

distortion. Attenuating a distortion without actually affecting the original 

waveform is of prime importance. 

In the proposed method, previous values are compared with future values 

to determine the general trend of the signal and thereby facilitating suppression of 

random troughs. If these sudden spikes are reduced by smoothing, then 

automatically more noise components can be reduced and the original signal can 

be captured in its fullness. The signal after smoothing is then applied to denoising 

using soft thresholding which produces SNR values which are greater than that of 

using soft thresholding alone.  

This new proposed method can be considered similar to ZCR because it 

also deals with the sign of the signal. Here, the sign of the present value of the 

sample Yi and the next value Yi+1 are compared. If both the values are in the 

same direction and in an increasing trend, the samples are reproduced in total 

and amplified by a smoothing factor less than 1, say 0.5 which decrease when 

the trend continues.  When there is a reversal in trend, the factor that is added 

is kept high to capture the reversal in total. If Yi and Yi+1 are in opposite 

directions, or in other words if there is a sign change in magnitude, we apply a 

dominant factor limiting the fall. If the trend continues, the signal is again 

reproduced in total, plus the factor. Table 6.1 explains the algorithm for 

smoothing the signals using adaptive smoothing technique.  
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Table 6.1:  Steps in Adaptive smoothing Algorithm 

 

1. Initialize smoothing factor as < 1, say 0.5  

2. Calculate the length of original signal, l 

3. Identify the sign of first point of the signal, prev_sign. 

4. For each point in the signal repeat steps for I = 1 to l 

4.1 Identify the sign of signal at the current point, say curr_sign.  

4.2 Identify the sign of signal at the consecutive point, say next_sign.  

4.3 Compute sign=curr_sign * next_sign  

4.4 If (Sign is positive && curr_sign is negative && next_sign is negative) 

 Sign = negative 

endif  

   4.5 If (sign is positive && prev_sign is positive)   

         Smoothingfactor =smoothingfactor *0.5  

Else  

If (sign is positive & previous sign is negative) Smoothing factor = 0.5  

else  

if (sign is negative && prev_sign is positive)  

 smoothingfactor = 0.5  

else  

  Smoothingfactor =smoothingfactor *0.5        

4.6 Calculate Original-signal (i)=curr_signal + ((next_signal- curr_signal) 

*smoothingfactor)  

4.7 Assign to prev_sign=curr_sign  

5.  The End (of algorithm.)  
 

Adaptive smoothing [161] technique takes care of the deficiencies in the 

HT and ST methods. Adaptive smoothing holds the present and future values. 
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When the trend remains the same, the signal is reproduced as such, removing the 

minor deviations. When there is a sudden reversal, the trend is checked and in 

case the reversal trend continues the signal is reproduced smoothly and in case the 

trend is not continued the sudden dip is smoothed out. To achieve the smoothing, 

the signal is multiplied by a factor. In case of a temporary change in signal, the 

factor suppresses the fall to a large extent and smoothens the same. In case the 

trend continues the signal is continued as such. 

Consider the following segment of a signal. When the smoothing 

algorithm is implemented on speech segments, the sharp edges are smoothed 

and the resulting signal appears smoother than the original signal. Figure 6.2 

shows an example of the original speech segment and its corresponding signal 

obtained after adaptive smoothing.  

 
b) Signal after Smoothing 

Figure 6.2:  (a) Original Raw Signal, (b) Signal after smoothing 

Adaptive Smoothing technique which is developed in this work takes 

care of the deficiencies in the hard and soft thresholding methods. Adaptive 

Smoothing technique, holds the present and future values. When the trend 
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remains the same, the signal is reproduced as such, removing the minor 

deviations. When there is a sudden reversal, the trend is checked and in case 

the reversal trend continues signal is reproduced smoothly and in case trend is 

not continued the sudden dip is smoothed out. To achieve the smoothing, the 

signal is multiplied by a factor. In case of a temporary change in signal, the 

factor suppresses the fall to a large extent and smoothens the same.  In case the 

trend continues the signal is continued as such.  

6.5 Implementation of Adaptive Smoothing Soft Thresholding (ASST) 

After performing smoothing, these signals are applied to wavelet 

denoising using soft thresholding. Since adaptive smoothing is followed by 

soft thresholding, this method is named as Adaptive Smoothing Soft 

Thresholding (ASST). The soft thresholding procedure is already discussed in 

chapter 4. This can be mathematically represented as  

( ) ( ) ( )  s   x t t n t= +   (6.1) 

Where x(t) is the original signal and n(t) is the additive noise which are 

expressed as functions of time t [162]. Let W(.) and W-1 (.) represent the 

forward and inverse wavelet transform and W(.,τ  ) denote the wavelet 

denoising operator with soft threshold value τ  where the threshold value is 

calculated using the equation 4.4 in chapter 4. Then the following three steps 

can be used to generate ˆ( )S t  from S(t) by denoising X(t). 

(X)Y W=  (6.2) 

( , )Z D Y τ=  (6.3) 

1ˆ ( )S W Z−=  (6.4) 
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wavelet thresholding algorithms [162] These signals are then applied to 

DWPD algorithm for extracting features since they produced better results 

than the other methods. The dimensions of the feature vector set obtained are 

then reduced using PCA and are classified using ANN. These methods are 

implemented on the Malayalam words database created.  

The main objective of selecting the wavelet, level and threshold is to 

maximise the SNR value and to minimise reconstructed error variance. The 

reconstruction quality increases for wavelets with more vanishing points. 

6.6 Simulation Experiments and Results of ASST 

For evaluating the performance of this method, the first step is to 

choose the wavelet family and the level of decomposition. For this, 

performance of different Daubechies wavelets of orders db8, db12, db20 and 

db22 are tested. Since better results were obtained using db20 at 

decomposition level 4, these were chosen for wavelet denoising. The speech 

signals are corrupted by white noise with SNR = 5dB and are used for 

evaluating the performance of the proposed algorithm. The performance 

analysis of the proposed adaptive smoothing algorithm is evaluated using SNR 

values, spectrograms and waveform plots. 

6.6.1 Evaluation using SNR 

The Signal-to-Noise Ratio (SNR) is a significant feature in determining 

the quality of audio data since recognition performance is strongly influenced 

by the SNR. It is a performance measure which is used to compare the level of 

a desired signal to the level of background noise which is represented as the 

ratio of signal power to the noise power. Actually it gives a measure of the 

actual useful information and unwanted or irrelevant data. SNR can be an 

important factor for determining reliability of a sub-band under noise 
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conditions [163, 164]. Achieving good SNR is a difficult task in a real world 

application since the signals are always affected by different types of noise. 

SNR can be calculated as 

( )
( ) ( )( )

2

10 210log
'

out

s n
SNR

s n s n
=

−
∑

∑
 (6.5)

 
where s(n) is the original speech signal and s’(n) is the reconstructed signal.  

 SNR is used to quantify the amount by which the signal has been 

corrupted by noise and is calculated using the equation 6.5. Denoising is 

considered to be successful if the SNR value after denoising is greater than the 

SNR value before denoising. Table 6.2 given below shows the comparison of 

SNR values using Soft Thresholding (ST) alone and using Adaptive 

Smoothing Soft Thresholding (ASST). The SNR value obtained after 

denoising using db22 is less than that of denoising using db20. From the 

results obtained, it is clear that better results are obtained using db20. 

Table 6.2:  Comparison of SNR values using  ST and ASST 

Input SNR (db) Wavelet used Using  ST Using ASST 
5 db8 6.974 7.797 

5 db12 7.504 8.334 

5 db20 8.263 9.437 

5 db22 7.916 8.920 
 

6.6.2 Evaluation using Spectrograms 

Spectrogram gives the frequency domain representation of a speech 

signal. It is a better representation domain than waveform format which 

provides a visual representation of an acoustic signal. It shows the change in 

amplitude spectra over time and is represented using three dimensions where X-

axis represents time (ms), Y-axis represents frequency and Z-axis colour 
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intensity which represents magnitude. In this representation, the complete 

speech sample is split into different time-frames and for each time- frame, the 

short-term frequency spectrum is calculated. The spectrogram provides a good 

visual representation of speech and can recognise distinctive patterns [165] and 

it also exhibits the dynamic changes in a speech spectrum. Figure 6.4 given 

below shows the spectrogram of the original signal, noisy signal, reconstructed 

signal using ST and reconstructed signal using ASST using db20. 

 
Figure 6.4: Spectrogram of original signal, noised signal with 5dB noise, denoised signal using ST and 

denoised signal using ASST 

From the spectrograms it is clear that the original signal and the 

denoised signal using ASST are more similar. This obviously reduces error 

rate. 

6.6.3 Evaluation using Waveform Plots 

Waveform is the general form of representing a signal [9, 15, 88]. It 

represents the change of intensity with time and can be taken as the time 

domain representation of a speech signal. Sound intensity is often quoted in 
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deciBels (dB). The main disadvantage of waveform representation is that it 

also contains irrelevant data along with useful information. Figure 6.5 shows 

the waveform plot of the original signal, noisy signal, reconstructed signal 

using ST and reconstructed signal using ASST using db20.  

 
Figure 6.5: Waveform plot of original signal of word ‘veedu’ hoSv, noised signal with 5dB 

noise, denoised signal using ST and denoised signal using ASST  

From the above evaluation techniques employed, it is clear that there is 

improvement in the SNR value  and reduction in noise in the spectrogram and  

waveform plots. The results show the advantages of using adaptive smoothing 

for the enhancement of the signals. 

6.7. Experimental Results of the Speech Recognition System  

The smoothed signals after feature extraction using DWPD gnerates a 

feature vector set which is  then classified using ANN. A recognition accuracy 

of 92.66% is obtained after classification which is better than that of the 

results obtained without performing adaptive smoothing. The figure 6.6 shows 

the confusion matrix of the results obtained after classification using ASST. 
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Figure 6.6: Confusion matrix obtained using smoothing and DWPD 

6.8 Comparison of  Results using ST and ASST 

In this section the results obtained using ST alone and ASST are 

evaluated. Table 6.3 shows the classification results obtained using ST and ASST.  

Table 6.3: Comparison of classification results using ST and ASST 

Pre-processing 
Method Precision Recall Correctly 

Classified Accuracy % 

ST 0.9 0.895 17901 89.505 
ASST 0.93 0.927 18531 92.66 
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The results obtained clearly shows that smoothing improves the 

recognition rate.The graph given in figure 6.7 shows the comparison of the 

results obtained using DWPD method and DWPD method after smoothing. 

 
Figure 6.7: Comparison graph of DWPD and DWPD after smoothing 

6.9 Summary of the Chapter 

 The performance of a speech recognition system improves when noise 
present in the signals are removed. So in this chapter, a new algorithm is 
developed for removing the sudden spikes in the signal thereby smoothing the 
signal. The new algorithm is implemented on the speech signals during the 
pre-processing stage. Then a hybrid method is devised by passing the 
smoothed signal after adaptive smoothing to wavelet denoising using Soft 
Thresholding.  Then these smoothed and denoised signals are applied to the 
DWPD method for feature extraction and are finally classified using MLP. 
The results obtained clearly show the need for removing noise from the speech 
signals for better recognition of speech. The new algorithm for adaptive 
smoothing of the signal is developed during the pre-processing stage. The two 
forthcoming chapters will therefore deal with the modifications and new 
proposed methods for post processing and classification. 

……. ……. 
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In the preceding two chapters, two new algorithms were developed-

namely DWPD which was designed for obtaining more relevant features 

and ASST for removing noise from the signals by smoothing. The third 

module in developing a speech recognition system is the post processing 

module. This chapter suggests three statistical thresholding techniques 

to be applied during the post processing stage based on Three Sigma 

Limits, Quartiles and Confidence Interval Mode. These are applied to 

the feature vector set obtained from the DWPD method in order to bring 

the feature values to a more consistent and polished format. The feature 

vectors when applied with these statistical thresholding techniques 

generates better results during classification.   

7.1 Introduction 

The selection of the most relevant features from the feature vector set 

generated is essential for the proper and efficient classification of the speech 

samples. The feature vectors generated may have disparity in the feature 

vectors obtained due to alteration in the signals. This may be due to the 
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adverse environmental conditions or variability of speech related to 

differences in the vocal tract among different speakers. So significant efforts 

should be carried out for transforming the feature vectors obtained to reduce 

these effects during post processing stage [153]. During post processing, the 

influence of the irrelevant and useless features are removed by applying 

different thresholding techniques. This significantly improves the 

comprehensibility which in turn improves the performance of the system 

during classification.  

From an engineering point of view, feature selection process takes 

place during post processing. Feature selection is performed to select the 

relevant and informative features for further classification. This also includes 

transformation to a relatively low dimensional feature space by preserving the 

information pertinent to the application called feature set reduction, 

performance improvement techniques for improving the accuracy, 

transformation of the feature vector set to a format which is more compatible 

for classification etc [166]. If the number of features is more, the dimension of 

the feature vector set increases and this imposes severe need for computation 

as well as storage during training and testing [167]. 

In the previous chapters, two techniques were employed during the post 

processing stage namely Normalisation and Principal Compound Analysis. 

Normalisation was used to bring the data values between a range and PCA was 

applied in order to reduce the dimensions of the feature vector set. In this 

chapter, 3 techniques based on statistical thresholding methods are applied 

namely Three Sigma Limits, Quartiles and Confidence Interval Mode to the 

feature vector set obtained. The performance of these three techniques in 

selecting the relevant speech features are tested and evaluated. 



  Statistical Thresholding  Techniques for Post Processing 

Department of Computer Science               139 

The chapter is organised as follows. Section 7.2 presents a brief 

introduction to the statistical thresholding methods and a brief description of the 

three statistical thresholding techniques used in this work. The implementation 

algorithms for these three thresholding techniques are explained in the next 

section.  Section 7.4 presents the experiments performed using these three 

techniques and the results obtained. A comparison of results is performed in the 

subsequent section. The chapter concludes with section 7.6. 

7.2 Statistical Thresholding 

Thresholding techniques are used to limit the set of values of the features 

below a threshold value or to limit the values of the features within a certain 

range. This range is defined differently depending on the central value we take. 

But the actual data values may include values outside this predefined range.  

In this work, three thresholding techniques based on statistical 

distribution methods, namely Three Sigma Limits, Quartiles and Mode based 

thresholding have been used. Instead of selecting one value for the threshold 

limit, two limits are used - Upper Specification Limit (USL) and Lower 

Specification Limit (LSL) [168]. These are used to limit the values of the 

feature set to a uniform format so that the recognition rate can be improved. 

These techniques are based on replacing the data values outside the upper and 

lower limits with mean, median and mode respectively. The Mean, Median 

and Mode are all valid measures of central tendency which represents a single 

value that attempts to describe a set of data by identifying the central position 

within that set of data. But depending on the different conditions, some 

measures of central tendency become more appropriate to use than others. The 

three statistical thresholding techniques that are implemented in this research 

work are explained in the following section.  
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7.2.1 Three Sigma Limits 

This is a statistical calculation that is used to refer to data within three 

standard deviations from a mean. Usually 3 sigma limits are used to set the 

upper and lower control limits in statistical quality control charts. Here σ 

represents standard deviation in statistical analysis and µ denotes the mean 

which are the fundamental building blocks in Statistics. Standard deviation is a 

measure of how flat a data distribution is. High value of sigma indicates that 

the data is more dispersed from the norm. 

When lower and upper limits are established, it indicates that the data 

points under and over it need a significant change. In Statistical Process 

Control (SPC), it is stated that the control limits placed at three standard 

deviations from the mean in either direction provide an economical tradeoff 

between the risk of reacting to a false signal and the risk of not reacting to a 

true signal - regardless the shape of the underlying process distribution [169]. 

In a normal distribution, about 68.27% of all the values in the set are within 

one standard deviation of the set's norm, about 95.45% of the values lie within 

2 standard deviations of the mean and nearly 99.73% of the values lie within 3 

standard deviations of the mean [170]. Three sigma limits is a statistical rule 

which dictates that for a normal distribution, almost all values fall within 3 

standard deviations of the mean value.  Here, the Three Sigma Limits of each 

feature is calculated and the values outside the limits are replaced by the mean 

value of that feature which in turn ensures process stability. 

7.2.2 Quartiles 

It is a method which is used in descriptive Statistics. For calculating the 

Quartiles, the set of values are divided into four groups using three points. 

Each quarter has the same number of observations [171]. The first Quartile Q1 
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splits the data in the ratio 1:3. The second Quartile Q2 is the median which 

divides the data set into two equal parts (1:1). The upper Quartile Q3 splits the 

data in the ratio 3:1. The difference between the upper and lower quartiles is 

called the inter quartile range. Median is calculated by cutting the data into 

two groups with equal number of points and then by taking the middle value 

that separates these groups [172]. In this work, first the three quartiles are 

defined for each feature. If the value of the feature is greater than Q3 or less 

than Q1, then this value is replaced by the median of the corresponding feature 

values. Quartiles can be calculated in different ways depending on the number 

of data values. The commonly used methods are [172, 173, 174]: 

1. Divide the ordered data set into two halves using the median without 

including the median into the halves. Then the lower quartile value 

becomes the median of the lower half of the data and the upper quartile 

value becomes the median of the upper half of the data. 

2. Use the median to divide the ordered data set into two halves. If the 

median is a datum rather than the mean of the middle two data, include 

the median in both halves. Now, lower quartile value becomes the 

median of the lower half of the data. The upper quartile value is the 

median of the upper half of the data. 

3. If there is an even number of data points, then the method is the same 

as above. If there are (4n+1) data points then,  

• The lower quartile is calculated as 25% of the nth data value plus 

75% of the (n+1)th data value and the upper quartile is 75% of the 

(3n+1)th data point plus 25% of the (3n+2)th data point.  

• If there are (4n+3) data points, then the lower quartile is 75% of the 

(n+1)th data value plus 25% of the (n+2)th data value and the upper 
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quartile is 25% of the (3n+2)th data point plus 75% of the (3n+3)th 

data point. 

7.2.3 Confidence Interval Mode 

Mode is the most frequently occurring value in a set of measurements 

which is the value at which the peak of the distribution curve occurs. Mode is a 

measurement of relatively great concentration. For a given data set, there can be 

more than one mode. In statistical distribution, if there is only one value for the 

mode, then it is called unimodal distribution. If there are two modes then it is 

called bimodal and more than 2 modes are called multimodal. A distribution in 

which each different measurement occurs with equal frequency is said to have no 

mode.  The sample mode can be considered as the best estimate of the population 

mode. A mode is affected more by sampling and grouping than skewness, but 

mean and median are more affected by skewness [175]. In a unimodal 

distribution, the difference between the mean and the mode is represented as  

3
mean - mode

standard deviation
≤    (7.1) 

The same bound can be used to find the difference between the mode 

and the median. This can be expressed as 

3
median - mode

standard deviation
≤  (7.2)

 
Here, the range is chosen as 3µ σ−  and 3µ σ+ and the values 

outside this range are substituted by the mode of that particular feature. 

7.3 Implementation 

The smoothed signals after performing ASST are applied to the DWPD 

method for extracting the features. Statistical thresholding techniques 
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described in the above section are applied to this feature vector set. This brings 

the feature vectors into a more compact and consistent format. This section 

explains the implementation algorithms involved in the feature selection 

procedure during post processing using the above given three statistical 

thresholding methods.  

7.3.1 Implementation using Three Sigma Limits 

In this method we have seen that the feature values that are outside the 

Three Sigma Limits are substituted by the Mean. Arithmetic mean is the most 

widely used measure of central tendency. In this work, the mean is calculated 

as the sum of all data values of a feature divided by the number of 

observations in that particular feature. Table 7.1 describes the algorithm for 

post processing using Three Sigma Limits. 

Table 7.1: Steps for post processing using Three Sigma Limits 

1. For each feature do the following 

1.1 Find the mean µ of that feature obtained after feature extraction 

using the equation  

Xi
n

µ Σ
=  

1.2 Calculate the standard deviation σ of the feature using the equation  

( )2

1

1 N

i
i

x
N

σ µ
=

= −∑  

2. For each observation X in a feature, do the following. 

If 3 3Xµ σ µ σ− < < +  then X X=  

   Else if  

3 3X or Xµ σ µ σ> + < −  then X µ=  
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7.3.2 Implementation using Quartiles 

In this method, the data values of the feature which are outside the first 

Quartile Q1 and upper Quartile Q3 are replaced by Median. Median gives the 

middle measurement in an ordered set of data. In this work, first the data 

values in each feature are arranged in ascending order. If n is odd, then the 

Median is calculated as 

( )1 /2  nMedian X +=  (7.3) 
where n is the total number of observations in a particular feature. If n is even, 

then the subscript will be a half integer which indicates a number between two 

integers. Then the median is calculated as the midpoint between them. The 

algorithm for post processing the feature vectors obtained using quartiles is 

given in Table 7.2. 

Table 7.2: Steps for post processing using Quartiles 

1. For each feature do the following 

1.1 Order the values of each feature from smallest to largest. 

1.2 Find the first quartile Q1, second quartile Q2 and third quartile Q3 of    

each feature  

1.3 Calculate the median of each feature using the equation 7.3 

2. For each observation X in a feature, do the following 

   If 1 3Q X Q< < then X X=  

 Else if 

 3 1X Q or X Q> < then ( )X Median X=  
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7.3.3 Implementation using Confidence Interval Mode 

Here, the data values of a feature which are outside the defined range 

are replaced by the mode which returns the most frequently occurring data 

value among the set of feature values.  The implemtation algorithm for 

confidence interval mode is given in table 7.3. 

Table 7.3: Steps for post processing using Mode 

1. For each feature do the following 

1.1 Find the mean µ of that feature obtained after feature extraction using 

the equation  

Xi
n

µ Σ
=  

1.2 Calculate the standard deviation σ of the feature using the equation  

( )2

1

1 N

i
i

x
N

σ µ
=

= −∑  

2.  For each observation X in a feature, do the following. 

If 3 3Xµ σ µ σ− < < + then X X=  

Else if  

3 3X or Xµ σ µ σ> + < − then ( )X mode X=  

7.4 Experiments and Results 

After performing feature selection using the above statistical 

thresholding techniques, the feature sets are given to MLP for classification. 

The results obtained using these methods are given below. 
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7.4.1 Result Analysis using Three Sigma Limits  

In this method, the values which are outside the range of µ - 3σ and µ + 

3σ are replaced by the mean of the values of a particular feature. MLP 

produced an accuracy of 93.77% which is better than the earlier method. The 

confusion matrix given in figure 7.1 explains the results obtained using Three 

Sigma Limits. 

 

Figure: 7.1: Confusion matrix obtained using Three Sigma Limits 
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7.4.2 Result Analysis using Quartiles 

Here, the values outside the quartiles Q1 and Q3 are replaced by the 

median of that feature. The feature vector set obtained when classified using 

MLP, produces a recognition accuracy of 95.78%. So the results obtained 

using Quartiles are found to be better than the results obtained using Three 

Sigma Limits. Figure 7.2 presents the detailed classification results obtained 

using the confusion matrix.  

 
Figure: 7.2: Confusion matrix obtained using Quartiles 
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7.4.3 Result Analysis using Confidence Interval Mode 

In this method, the feature values that are outside µ - √3  or  √3  
are replaced by the mode of the feature. Then the new feature vector set 
obtained are applied to the MLP structure of the ANN which produced an 
accuracy of 92.815. Thus it is evident from the results obtained that the 
recognition rate generated using confidence interval mode is less than that of 
the recognition accuracy generated by Three Sigma Limits and Quartiles. The 
confusion matrix given in figure 7.3 depicts the detailed results obtained using 
confidence interval mode. 

 
Figure: 7.3: Confusion matrix obtained using Confidence Interval Mode 
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7.5 Comparison of Results 

From the three experiments performed during post processing stage, it 
is clear that there is notable improvement in all the three methods. In the 
previous chapter deploying adaptive smoothing and DWPD without using 
statistical thresholding methods, recognition rate obtained was 92.66%. 
Among the three thresholding methods, the results obtained using quartiles 
outperformed others. Table 7.4 shows the comparison of results obtained  
using ASST (without statistical thresholding methods) and results obtained 
using the statistical thresholding techniques, Three Sigma Limits, Quartiles 
and Confidence interval mode.  

Table 7.4: Performance evaluation of statistical thresholding techniques 

Post processing 
Method Precision Recall Correctly 

Classified Accuracy % 

Without thresholding 0.93 0.927 18531 92.66 
Three sigma limits 0.938      0.938      18754                93.77    

Quartile 0.964      0.958      19156                95.78    
Mode 0.933      0.928      18563                92.815 

The figure 7.4 given below shows the comparison of results obtained using 
ASST and DWPD without thresholding, three sigma limits, quartiles and mode. 

 
Figure 7.4: Graph showing the comparison of statistical thresholding  techniques 
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When compared to mean, the median expresses less information since 

it does not take into account the actual value of each measurement. Median 

takes into consideration only the rank of each measurement. But, for some 

applications it is found to be better. One of the advantages of median is that it 

is not affected by the extreme high and extreme low measurements. But mean 

is affected by these values. So, for skewed data, median is more preferable to 

mean to express the central tendency. Though Mode is affected by skewness 

less than that of the mean or the median, it is more highly affected by 

sampling and grouping than the other two measures [175]. In this study, the 

performance of quartiles based on median is found to be superior to Three 

Sigma Limits based on mean and confidence interval mode. This is due to the 

fact that the skewness generated for each feature is found to be high when the 

data analysis is done using Descriptive Statistics in Microsoft Excel. 

7.6 Summary of the Chapter 

This chapter discusses the role of post processing techniques for the 

proper selection of the feature vectors. This exploits the capabilities of 

statistical thresholding techniques which utilises the properties of statistical 

distributions like mean, median and mode for the efficient recognition of 

speech signals. This also demonstrates the improvements obtained in the 

recognition rate by using these three statistical thresholding techniques. The 

three techniques used are found to perform well for processing the feature 

vectors obtained. The feature vectors selected using quartiles generated better 

results. By incorporating the statistical techniques into signal processing, 

better results are obtained. So, it is concluded that post processing steps also 

play an important role in improving the performance of the speech recognition 

system since good features are essential for better classification.  
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After post processing, the last and final stage in the development of a 

speech recognition system is the classification stage, which is the back end 

processing stage of the speech recognition system. So studies are conducted to 

improve the recognition rate obtained during the classification stage in the 

next chapter. 

……. ……. 
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In the previous chapters, we had already developed different speech 

recognition systems by designing new algorithms and methods during pre-

processing, feature extraction and post processing stages. The fourth and 

the final stage of development of the speech recognition system is the 

classification stage. Here, the classifier models are combined together 

using ensemble classification techniques to produce better performance 

than a single base level classifier model. This chapter also presents a 

comparison of the performance evaluation of all the speech recognition 

systems developed in this research work. 

8.1 Introduction 

Pattern recognition is the scientific discipline of classifying patterns 

into a set of categories called classes [165]. Classification tasks require the 

construction of statistical models that represent mapping from input data to the 

appropriate outputs. While experimenting with a classifier, there are many 

parameters that affect the performance of the classifier. When different 

training parameters are tried for the same classifier, individual classifiers are 
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allowed to generate different decision boundaries. This produces different 

errors that are generated for the same classifier. By choosing a proper 

combination of these parameters, the total error produced by each classifier 

can be reduced [94]. This is the case with a single classifier. However, when 

different classifiers are combined with suitable training parameters, the 

performance can be improved further.  

Research in Data Mining and Pattern Recognition approaches have led 

to the combining of different classifiers instead of experimenting with a single 

classifier. The different pattern classifiers used with ASR systems may have 

benefits and shortcomings [176].  So, recognition of speech by using only a 

single classifier is not considered to be efficient. In order to overcome the 

limitations of a single classifier, different classifiers can be combined in 

specific formats for the better performance of the speech recognition system. 

The main objective of this part of the work is to test whether a combined 

classifier model performs better than a single classifier by improving the 

overall performance of the speech recognition system developed and if so 

which combination is most suitable for this work. For this, different ensemble 

classification techniques are employed and a comparison of these techniques 

in classifying the speech features is made. 

 In chapters 3 and 4, we had experimented with four classifiers namely 

MLP, HMM, Naive Bayes and SVM for recognising the speech samples in 

Malayalam along with the feature extraction techniques such as LPC, MFCC, 

DWT and WPD. Among these classifiers, the results obtained using MLP 

classifier was found to be better than that of the other classifiers and further 

experiments were done using MLP classifier. In this chapter, the performance 

of three popular ensemble classifier techniques are analysed and evaluated 

namely Bagging, Boosting and Stacking. The different classifiers which are 
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used for ensemble learning are MLP structure of ANN, SVM and Naive Bayes 

classifiers since they produced better results. Moreover, HMM was not found 

to be efficient during ensemble learning.  

The chapter is organised as follows. Section 8.2 provides the basic 

concepts of ensemble learning. In the next section, a brief description of the 

popular ensemble learning algorithms that are applied in this research work are 

explained. Section 8.4 presents the implementation procedure for combining the 

classifiers using the different ensemble techniques. A comparison of the results 

obtained is given subsequently. Finally, a comparison of the performance 

evaluation of all the speech recognition systems developed in this research work 

using different pre-processing, feature extraction, post processing and 

classification methods are discussed in section 8.6. The chapter is concluded in 

section 8.7. 

8.2 Ensemble Learning Concepts    

Ensemble learning is a rather new concept which is used to improve the 

classification results by combining outputs of different classifiers. It is the process 

of combining multiple models, for example classifiers, to solve a particular 

pattern recognition problem for improving the performance of the model. It is also 

used to assign a confidence to the decision made by the model by selecting 

optimal features, data fusion, incremental learning and error-correction [177]. 

These are also known as multiple classifier systems because it is a combination of 

different classifiers. An ensemble is a supervised learning algorithm which can be 

trained and tested for classifications and predictions. In ensemble learning, several 

classifiers are aggregated whose individual predictions are combined in some 

manner, may be by voting or averaging, to form the final prediction [178]. The 

main motivations of using ensemble classification are to: 
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a) reduce variances and  

b) reduce bias.   

This is due to the fact that multiple classifiers can learn more than a 

single classifier and the results obtained are less dependent on a single training 

set. Bias, variance and total error can be calculated as  

Bias = expected error of the combined classifier on new data 

Variance = expected error due to the particular training set used 

Total expected error =  bias + variance 

By reducing the variance, results are less dependent on peculiarities of a 

single training set and by reducing the bias, a combination of multiple classifiers 

may learn a more expressive concept class than a single classifier. From 

statistical, computational and representational point of view, ensemble classifiers 

are considered to be better than a single classifier [179]. The generalisation ability 

of an ensemble is better than that of individual classifier or learner present in an 

ensemble classifier. Generally, for getting an efficient ensemble, the base learners 

should be accurate and diverse as possible [149, 180]. 

Each ensemble method has different properties that make it better suited to 

a particular type of classifier and/or application. Ensemble methods are designed 

to combine multiple classifiers to improve robustness as well as classification 

performance from any of the constituent classifiers. It can make use of a ‘divide 

and conquer approach’ where a complex problem is decomposed into multiple 

sub-problems that are easier to understand and solve [181]. The main criterion for 

the success of the ensemble approach is the diversity in the individual classifiers 

with respect to misclassified instances [177] and this diversity can be achieved by 

using: 
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a) different training data to train single classifiers, 

b) different training parameters,  

c) different features to train the classifiers and  

d) combination of different types of classifiers. 

8.3   Ensemble Learning Methods Applied in this Research Work 

There are different ways to combine the classifier models for a better 

classification approach based on the scheme chosen and the type of the 

classifier and there exists different ensemble classifying methods. There are 

various factors that differentiate between these methods like inter-classifier 

relationship, combining method, ensemble size and diversity generator [182]. 

The most commonly used approaches are based on two schemes namely 

Voting and Stacking.  Among the various techniques available, Bagging and 

Boosting [183] are the two popular methods which are based on the voting 

scheme. This is similar to the voting conducted in our daily life for selecting a 

candidate, if there is a conflict in the opinion among the members of a group. 

Researches show that bagging ensemble generally produces better results 

whereas boosting generates widely varying results depending on the 

characteristics of the database [184]. In stacking, the predictions generated by 

each different classifier model are given as the input to the ensemble classifier 

and the output produced by this is taken as the final class. There are two types 

of ensemble classification based on the type of the classifier used. They are 

homogeneous ensemble where the classifiers used are of the same type and 

heterogeneous ensemble where the classifiers are of a different nature. Voting 

is the simplest way to combine the output of multiple classifiers within a 

voting framework and is found to be efficient [185]. 
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There is no single learning algorithm that in any domain always 

induces the most accurate learner. Each learning algorithm dictates a certain 

model with a set of assumptions, leading to the corresponding model bias. If 

the assumptions do not hold for the data, the model bias leads to error. We 

construct a group of base learners which, when combined, has higher accuracy 

than the individual learners. The base learners should be accurate on different 

instances, specialising in different sub domains of the problem, so that they 

can complement each other. The base learners work in a parallel pattern. 

Given an instance, they all give their decisions which are then combined to 

give the final decision. The main advantage of using combination techniques 

is to achieve results superior to the single best classifier. This is based on the 

assumption that the errors made by each of the classifiers are not identical and 

if we combine multiple classifier outputs in an efficient manner, we may be 

able to correct some of these errors [186]. The most popular ensemble learning 

methods namely Bagging, Boosting and Stacking are explained below. 

8.3.1. Bagging  

 Bagging stands for bootstrap aggregating. It is one of the earliest, 

simplest and most successful ensemble based algorithms which gives good 

performance [187]. In this method, different training data subsets are 

randomly chosen from the entire training dataset. Each training data subset is 

used to train a different classifier of the same type and is recorded [188, 189]. 

Individual classifiers are then combined by taking a simple majority vote of 

their decisions. The class chosen by most number of classifiers is selected 

[190]. This allows each base classifier to be trained with different random 

subset of the patterns. Bagging works well for unstable procedures like Neural 

Networks which may cause large variations in the output classifier even for a 

small change in the training data and is a relatively easy way to improve an 
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existing method. Figure 8.1 given below shows the schematic illustration of 

bagging ensemble learning method [191]. 

 
Figure 8.1: Schematic illustration of Bagging ensemble learning 

Given a training set D of size n, generate a new training set D1 of size 

N by sampling examples from D uniformly and with replacement, known as a 

bootstrap sample m training sets. Run the learning algorithm m times, each 

time with a different training set. The Bagged classifier then combines the 

predictions of the individual classifiers to generate the final outcome. This 

method is very useful for large and high-dimensional data, where it is difficult 

to find a good model or classifier due to the complexity and scale of the 

problem. 

8.3.2. Boosting  

Boosting is also similar to bagging since it also creates an ensemble of 

classifiers by re-sampling the data, which are then combined by majority 

voting [188,192]. But here, the construction of the model is different from that 

of bagging. In this method, the misclassified classifier models are allowed to 



Chapter 8 

     160                               Cochin University of Science and Technology 

participate in the training process more number of times. Each classifier is 

associated with individual weights for their accuracies and the class having the 

maximum weight is assigned. Bagging is considered to be better than boosting 

because boosting suffers from the problem of over fitting - that is, it works 

well for training data but is not so good for unknown data. Another limitation 

of boosting is that it is applied only to binary classification problems. This 

limitation is overcome with the AdaBoost algorithm. In boosting, successive 

classifiers depend upon its predecessors by looking at errors from previous 

classifiers to decide what to focus on for the next iteration over data. The 

schematic illustration of boosting ensemble learning method [191] is given in 

figure 8.2.  

 
Figure 8.2: Schematic illustration of Boosting ensemble learning 

8.3.3. Stacking 

In stacking, the predictions obtained from different classifiers are given 

as input to a meta learner. This combines the predictions to create a final best 

predicted classification. Many researches have shown that by combining the 

predictions from multiple methods produce more accurate results than the 



    Ensemble Classification and Performance Evaluation of Results 

Department of Computer Science               161 

results that can be derived from any one method [193].  The main concept 

used in stacking is to use a new classifier to correct the errors of a previous 

classifier. A number of first-level individual learners are generated from the 

training data set by employing different learning algorithms. The individual 

learners are then combined by a second-level learner which is called as meta-

learner. This will combine the predictions from the different models to yield 

maximum classification accuracy. In contrast to stacking, no learning takes 

place at the meta-level when combining classifiers by a voting scheme [181]. 

Figure 8.3 given below illustrates the schematic illustration of stacking 

ensemble method. 

 

 

 

 

 
Figure 8.3: schematic illustration of of Stacking ensemble learning 

8.4 Implementation 

This section presents the implementation procedure for combining the 

classifiers using three popular ensemble techniques such as Bagging, Boosting 

and Stacking. In this work, three classifiers participate in the ensemble 

learning process namely ANN, SVM, and Naive Bayes classifier. The 

performance of these three classifiers were already evaluated in the previous 

chapters and among these classifiers, the best recognition rate was obtained 

using the MLP structure of the ANN classifier. The rest of this section 

explains the algorithms and the procedure for implementing these ensemble 

methods. 

Meta  
 learner 

Final 
 Result 

Pattern 
Data 

Classifier 1 

Classifier 2 

Classifier 3 

Classifier 4 
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8.4.1 Implementation using Bagging Ensemble Framework  

Researches in data mining and pattern recognition have shown that, 

voting classification algorithms like bagging and boosting are found to be very 

successful in improving the accuracy of certain classifiers.  Bagging ensemble 

methods are one of the earliest and simplest ensemble based algorithms which 

are found to be good in improving the performance of unstable methods by 

scaling down the variance.  

In bagging, the base learning algorithm is run repeatedly in a series of 

rounds.  Here, in each round, the base learner is trained on a bootstrap replicate of 

the original training set.  Suppose the training set consists of m examples.  Then a 

bootstrap replicate is a new training set that also consists of m examples, and 

which is formed by repeatedly selecting uniformly at random and with 

replacement of m examples from the original training set.  This means that the 

same example may appear multiple times in the bootstrap replicate, or it may not 

appear at all. After completing all the rounds, a final combined classifier is 

formed which simply predicts with the majority vote of all of the base classifiers.  

The implementation procedure for bagging [194, 195] is given in table 8.1.  

Table 8.1:  Steps in Bagging ensemble method 

Given the training data set = { (x1,y1), (x2,y2)...,(xn,yn)} 

 Suppose base learning algorithm = L, and number of learning rounds = T 

1. For t=1,..., T 

1.1 Generate a boot strap sample from D as Dt = boot strap (D) 

1.2 Train a base learner ht from the boot strap sample, ht = L(Dt) 

        End 

2 Compute the output of the combined classifier as the class with the 

highest number of votes, H(x) = majority (h1(x),...,ht(x)) 
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8.4.2 Implementation using Boosting Ensemble Framework 

The learning process of boosting method starts with uniform weighting. 

During each step of learning, weights of the examples which are not correctly 

learned by the weak learner are increased and those of the examples which are 

correctly learned by the weak learner are decreased. Strong classifiers are 

constructed by weighted voting of the weak classifiers. Since speech 

recognition is a multi-class pattern recognition problem, and boosting is 

applied only to binary classification problems, AdaBoost algorithm [194, 195] 

which allows multiple classes is used in this work. The AdaBoost algorithm is 

given in table 8.2. 

Table 8.2: Steps in AdaBoost ensemble algorithm 

  

 Given the training data set = { (x1,y1), (x2,y2)...,(xn,yn)} 

 Suppose base learning algorithm = L, and number of learning rounds = T 

1. Initialise the weight distribution W1(i) = 1/N 

2. For t=1,..., T 

2.1  ht = L(D,Wt) 

2.2 et = error of ht  

2.3 Determine the weight of ht as αt =  ln (1- et)/ et 

2.4 Update the weight distribution Wt+1(i)= 
( ) ( ) ( )( )( )expt t ti i

t

w i y h x

Z

α−
 

 where Zt is a normalization factor  

 End 

3 Compute the output of the combined classifier                                                       

H(x) = sign(f(x)) = sign  ∑ α tht(x)  
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8.4.3 Implementation using Stacking Ensemble Framework 

Ensemble learning based on stacking combines multiple classifiers 

generated by using different learning algorithms on a single dataset. The 

dataset consists of pairs of feature vectors and their classifications. In the first 

phase, a set of base-level classifiers are generated and in the second phase, a 

meta-level classifier is learned that combines the outputs of the base-level 

classifiers. Table 8.3 shows the algorithm for stacking ensemble framework. 

Table 8.3:  Steps in Stacking ensemble method 

 

Given the training data set D = { (x1,y1), (x2,y2)...,(xn,yn)} 

Let the first level learning algorithms be L1,....,LT  

Suppose second level learning algorithm = L 

1. For t=1,..., T 

1.1. Train first level individual learner as ht = Lt(D) 

End 

2. Generate a new data set D’ =   

3. For i = 1,..., N 

3.1. For t = 1,...,T 

3.1.1. zit = ht (xi ) 

End 

3.2. Combine the outputs of the base level classifiers,  

D’ = D’U{((zi1,.....,ziT),y(i))} 

End 

4. Train the second level learner h’ = L(D’) 

5. Calculate the output as  H(x) = h’(h1(x),....,hT(x)) 
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8.5 Experimental Results using Ensemble Methods  

So, here, the predicted classifications from MLP, SVM and Naive 

Bayes classifier can be used as input variables into a neural network meta-

classifier. A comparison of the performance of the ensemble techniques  

bagging, boosting and stacking are given in table  8.4. 

Table 8.4: Comparison of classification results 

Technique used  Precision Recall Correctly Classified Accuracy % 
Bagging  0.983 0.983 19661 98.31 

Boosting   0.946 0.942 18832 94.16 

Stacking 0.962 0.96 19203 96.01 
 

A graph showing the comparison of results obtained using ensemble 

classification methods namely, Bagging Boosting and Stacking are given in figure 

8.4. 

 
Figure 8.4: Comparison of results obtained using ensemble classification 

Since better results are obtained using the ensemble classification 

method bagging, the confusion matrix obtained using this method is given in 

figure 8.5.  
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Figure 8.5: Confusion matrix for ensemble classification using Bagging  

8.6 Comparison of the Performance of Speech Recognition 

Systems Developed 

This section is intended to provide a comparison of the various speech 

recognition systems developed as a part of this research work. The evaluation 

of the results is represented in terms of recognition accuracy. The table 8.5 

given below shows a summary of all the results obtained from the experiments 

done for developing a speech recognition system with utmost accuracy. 
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Table 8.5: Performance evaluation of all the speech recognition systems developed using 
different pre-processing, feature extraction, post processing and classification 
techniques 

Pre-
processing 

method 

Feature 
extraction 

Method 

Post processing 
method Classifier Recognition 

Accuracy 

End Point 
Detection, 

Pre- emphasis, 
Framing, 

Windowing 

Linear Predictive 
Coding Normalisation 

Artificial Neural 
Networks 79.89 

Hidden Markov Models 75.5 
Naive Bayes 76.62 

Support Vector Machines 78.01 
End Point 

detection, Pre- 
emphasis, 
Framing, 

Windowing 

Mel Frequency 
Cepstral Coefficients 

 
Normalisation 

Artificial Neural 
Networks 81.77 

Hidden Markov Models 77.26 
Naive Bayes 78.48 

Support Vector Machines 80.27 

End Point 
Detection, Soft 
Thresholding 

Discrete Wavelet 
Transforms 

 
Normalisation 

Artificial Neural 
Networks 87.21 

Hidden Markov Models 83.01 
Naive Bayes 84.12 

Support Vector Machines 86.08 

End Point 
Detection, Soft 
Thresholding 

Wavelet Packet 
Decomposition Normalisation 

Artificial Neural 
Networks 86.84 

Hidden Markov Models 82.57 
Naive Bayes 83.76 

Support Vector Machines 85.53 
End Point 

Detection, Soft 
Thresholding 

Discrete Wavelet 
Packet 

Decomposition 

Principal Component 
Analysis 

Artificial Neural 
Networks 

 
89.50 

End Point 
Detection, 
Adaptive 

Smoothing, 
Soft 

Thresholding 

Discrete Wavelet 
Packet 

Decomposition 
 

Principal Component 
Analysis 

Artificial Neural 
Networks 92.65 

End Point 
Detection, 
Adaptive 

Smoothing Soft 
Thresholding 

 
Discrete Wavelet 

Packet 
Decomposition 

 
Principal 

Component 
Analysis 

Three 
Sigma 
Limits Artificial Neural 

Networks 

93.77 

Quartile 95.78 
Mode 92.815 

End Point 
Detection, 
Adaptive 

Smoothing Soft 
Thresholding 

Discrete Wavelet 
Packet 

Decomposition 

Principal Component 
Analysis, Quartile 

Artificial 
Neural 

Networks, 
Support 
Vector 

Machines, 
Naive Bayes 

Classifier 

Bagging 98.31 
 

Boosting 94.16 
 

Stacking 96.01 
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The comparison of the performance of all the speech recognition 

systems developed in this research work is given in the graph in figure 8.6. 

 
Figure 8.6: Comparison of different speech recognition systems developed 

8.7 Summary of the Chapter 

  This chapter presents a framework for classification by combining 

different classifiers. Here we investigate whether an ensemble of classifiers 

can improve the recognition rate thereby improving the performance of the 

speech recognition system developed. For exploring this, both voting and 

stacking techniques are employed. This also analyses the performance of 

different ensemble learning methods on the speech database. Classifiers are 

combined using three ensemble learning techniques such as Bagging, Boosting 

and Stacking. The performance evaluation of these techniques in recognising 

the speech samples is carried out. Results obtained shows that an ensemble 

classifier technique is a good method of improving the accuracy of a group of 

classifiers by combining their results. An ensemble method which performed 
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well for a dataset may not be good for another one. The results obtained 

depend on the base classifiers and the technique used for combining. In this 

work, the best results were obtained using bagging ensemble learning. 

This chapter also presents a summary of the performance of all the 

speech recognition systems developed in this work using different pre-

processing, feature extraction, post processing and classification techniques. A 

comparison of all the results is performed. It is observed that the new algorithms 

and methods developed during each stage of development of the speech 

recognition system yield better results by improving the recognition rate. 

……. ……. 
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This thesis primarily addresses the problem of automatic speech 

recognition for recognising isolated words in the Malayalam language. 

Since the performance of a speech recognition system relies on the pre-

processing steps, feature extraction techniques adopted, post processing 

methods applied on the feature vector set obtained and the pattern 

classifiers used, the main objective of this work is to build a speech 

recognition system with maximum recognition accuracy. To achieve this 

goal, new algorithms and improvements are necessary at each stage of 

the speech recognition process. Different performance assessment 

measures are employed for evaluating the performance of the speech 

recognition systems developed. These representation models are proved 

to be effective in improving the recognition rate. So this research work 

proposes new enhanced algorithms and improved techniques for 

building an efficient speech recognition system. 

9.1 Summary of the Research Work 

In spite of the advances in technology and hardware during the last few 

decades, Automatic Speech Recognition is still a challenging and difficult task 

when it comes to real world applications. Now-a-days, speech recognition has 

wide applications in almost all fields of life. Due to this wide variety of 

applications, the requirements for each application are different. Researchers 
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are therefore trying to explore effective ways to build efficient speech 

recognition systems for each application. This work intends to enhance the 

performance of the already existing methods to improve the recognition rate.  

From the literature survey conducted, it was not possible to rule out a 

specific technique, which always produces the best results. So in this research 

work, first a study is carried out to find a suitable combination of techniques 

for the efficient recognition of the speech samples in the databases created for 

the Malayalam language. The present work can be considered to have two 

phases. In the first phase, sixteen different speech recognition systems are 

developed to find the best feature extraction technique and pattern classifier 

combination which produced the best recognition rate for the speech databases 

created in Malayalam. During the second phase, new enhanced algorithms and 

improvements are proposed, designed and developed to further improve the 

recognition rate. The major highlights of both phases are given below.   

The main highlights of the activities in the first phase of the research 

work are:  

 Creation of three databases in Malayalam for vowels, digits and 

isolated words with 100 speakers, 200 speakers and 1000 speakers 

respectively.  

 Exploitation of End Point Detection algorithm and Pre-emphasis Filters 

for noise reduction and speech enhancement.   

 Development of a speech recognition system using Linear Predictive 

Coding (LPC) parameters and its implementation using four different 

classifiers like Artificial Neural Networks (ANN), Support Vector 

Machines (SVM), Hidden Markov Models (HMM) and Naive Bayes 

Classifiers. 
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 Evaluation of the consistency of the features based on recognition 

accuracy depending on the number of speakers. 

 Implementation of Mel Frequency Cepstral Coefficients (MFCC) 

features for the recognition of Malayalam speech databases using 

different classifiers. 

 Exploitation of wavelet denoising algorithms based on Soft 

Thresholding for denoising of signals. 

 Experiments done for selecting the best wavelet family and mother 

wavelet for the databases created. 

 Design and implementation of a speech recognition system for the 

three databases created using wavelet based Discrete Wavelet 

Transforms (DWT) feature extraction technique using various 

classifiers. 

 Evaluating the performance of the speech recognition system 

developed using Wavelet Packet Decomposition (WPD) feature vector 

set and the above given classifiers.  

 Comparison of the performance of these feature extraction techniques 

and classifiers to select the combination of feature extraction technique 

and classifier which performed best for Malayalam in terms of 

recognition accuracy.  

The main highlights of the activities in the second phase of the 

research work are: 

 Introduction of a new improved algorithm for feature extraction called 

Discrete Wavelet Packet Decomposition (DWPD) for the better 

performance of the speech recognition system. The characteristics of 



Chapter 9 

     174                               Cochin University of Science and Technology 

different feature extraction techniques are combined to create a new 

hybrid algorithm which can produce better results based on recognition 

accuracy.  

 Exploitation of Principal Component Analysis (PCA) technique for 

effective reduction of the dimension of the feature vector set without 

much affecting the recognition accuracy. PCA provides the dominant 

traits on which greater emphasis is laid. 

 Devising of a new algorithm for smoothing the speech signals before 

pre-processing for reducing the amount of noise present in the signals. 

Noise is omnipotent and an algorithm that can weed out the sudden 

spikes which are only mere disturbances helps in enhancing the quality 

of the original signal. This proposed Adaptive Smoothing algorithm 

along with the wavelet denoising method based on Soft Thresholding 

called Adaptive Smoothing Soft Thresholding (ASST) helps in the 

enhancement of the signal by reducing the Signal-to-Noise Ratio and 

the error produced.  

 Formulation of a new method for post processing based on the statistical 

technique of Three Sigma Control Limits which utilises the features of 

Mean. Statistical methods provide better uniformity among the data values 

in the feature vector set and also ensure reliable identification. 

 Introduction of a new method for limiting the range of data using 

statistical technique based on Quartiles which uses the characteristics 

of Median. The performance of the feature vectors varies with the 

selection of the range. Choosing a range that can even out the 

variations in the data set helps in better analysis and classification.  
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 Devised a new method that can be applied during the post processing 

stage based on the statistical mode calculation.  

 Investigation of ensemble classifiers based on three ensemble learning 

methods namely Bagging, Boosting and Stacking by combining the 

various classifiers for the better performance of the system. This hybrid 

architecture of combining different classifiers using different ensemble 

learning methods overcomes the limitations of using a single classifier. 

Ensemble learning utilises the best classifier combinations based on 

two popular schemes namely Voting and Stacking.   

 Achievement of encouraging and improved recognition rates for all the 

four stages of development of a speech recognition system using the 

proposed new algorithms and methods applied during the pre-

processing, feature extraction, post processing and classification stages. 

9.2 Future Directions 

In this research work, we have designed a speech recognition system with a 

fair degree of accuracy. Our main emphasis was on speech recognition for 

isolated words which finds applications in industry and man-machine 

interfaces.  However, there is scope for further research in this field and some 

of the future prospects are listed below.  

• Extending the work to Continuous speech recognition: This works 

concentrates only on the recognition of isolated words. The new 

proposed algorithms can also be tried on continuous speech since it 

also includes pre-processing, feature extraction, post processing and 

classification modules. 
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• Expanding the work to large vocabulary systems: This research 

work was carried out for only medium number of data such as 12 

vowels, 10 digits and 20 isolated words. In future, this can be expanded 

to large vocabulary systems. 

• Extending the work to speaker recognition: This work focuses only 

on recognising speech. Another area to which this research work can 

be extended is of speaker recognition. Speaker recognition deals with 

identifying the speaker instead of recognising what he says.  

• Extending the work to language independent speech recognition 

system: This work is meant to design efficient speech recognition for 

Malayalam language. This work can also be extended to different languages 

since the architecture of the speech recognition system is the same. 

9.3 Conclusion 

Speech recognition is a complicated task and state-of-the-art 

recognition systems show that its performance depends on many factors like 

the number of speakers, the database used and the different techniques adopted 

during the different stages of development of the system. The main intention 

of this research work is to build a speech recognition system for recognising 

speaker independent isolated words in Malayalam with utmost recognition 

accuracy. So databases are created in Malayalam and experiments are 

performed therein. From the literature study, it was not possible to select a 

specific combination of the feature extraction method and a classifier which 

always generated good results. Hence sixteen different experiments were 

carried out for selecting the best combination with the best recognition rate 

using 4 feature extraction techniques and 4 pattern classifiers. Among these 

techniques, DWT and MLP combinations were found to produce the best 
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results. Among the different wavelet families available, better performance 

was obtained using the Daubechies family of wavelets with order 4 (db4).  

In this research work, new algorithms and improvements were 

proposed, designed and developed during the four stages of development of 

the speech recognition system. The proposed hybrid algorithm DWPD which 

was developed during the feature extraction stage by combining the features of 

both DWT and WPD produced improvements in the degree of recognition 

accuracy. The newly proposed adaptive smoothing technique which was 

applied during the pre-processing stage played a significant role in removing 

the sudden spikes due to noise, thus improving the SNR value. These 

smoothed signals when applied to wavelet denoising using Soft Thresholding, 

yielded better recognition accuracy. All the three statistical thresholding 

techniques proposed during the post processing stage based on Three Sigma 

Limits, Quartiles and Confidence Interval Mode were found to be efficient in 

selecting the feature vectors for pattern recognition. These techniques were 

employed to bring the feature vectors to a particular predefined range. Among 

these three methods, the results obtained using Quartiles were proved to be 

superior. It was observed that the ensemble learning methods based on 

Bagging, Boosting and Stacking which were applied during the classification 

stage also generated better results. Thus the newly proposed algorithms and 

improved techniques performed well and produced better results for the 

speech recognition system developed for Malayalam. 

The thesis findings can be used for different purposes with variations in 

language, databases etc.  The consequent applications derived from the thesis 

findings will be on the rise. 
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The thesis findings can be used to develop similar applications in 

foreign languages and it can be used in Automated Teller Machines (ATMs) 

for dispensing cash and other financial transactions across all languages. This 

will allow foreigners as well as citizens of the country, a large degree of 

freedom from language-barriers in conducting financial transactions. The 

spoken digits recognition system has great relevance in this field.  

An efficient speaker independent isolated words recognition system has 

a number of applications in different fields. It has applications across the 

Internet in helping farmers and other less literate people to access international 

markets for information on commodities and future pricing positions. It has 

also a wide range of applications in robotics where actions and tasks can be 

executed/cancelled using voice commands in native languages.  The need for 

high- level technical expertise in accessing state- of- the- art technologies can 

be transgressed and brought down within the reach of the common man. The 

automotive industry which uses robots can enhance their productivity by 

including voice detection. Strategically placed in airports and other places of 

public interest, it can be used to locate criminals whose voice data is already 

available. It can help investigating agencies in tracking down criminals. It can 

be used to supplement security measures by bringing in additional check 

measures to establish authenticity. The spoken words recognition system is of 

great relevance in this context. 

The findings can also be used in our quest to derive unspoken words 

from an existing dataset.  A database of consonants and vowels can be 

developed and maintained to create speech signals by combining the 

consonants and vowels. This can mimic an undelivered speech and identify 

potential speakers for a particular theme or event. A database of all consonants 
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and vowels can create a dictionary of all words that can be spoken by an 

individual. This can be compared with actual spoken words to verify identity.  

Presently all dictionaries are language specific. English-English, 

English – Malayalam etc. With a voice recognition system in place, we can 

develop dictionaries that can transcend language barriers. Suppose we have an 

English – Malayalam dictionary and Malayalam – Hindi dictionary, an English 

– Hindi dictionary can be only a few seconds away in the hands of a software 

personnel. In a similar way we can develop dictionaries against all languages 

that will ultimately remove barriers of language. The works of speech 

translators can also be made easy. In the recent past we have seen translators 

working hard during visit by foreign dignitaries. A speaker and a hearing 

mechanism can covert alien language to ones own mother tongue without 

waiting for a translator. 

The music industry also finds varied uses.  The ragas developed in 

ancient ages are prone to dilution in the hands of inexperienced artists. Music 

competitions are won based on the judgements by the judges who may or may 

not be right. Presently the ragas and other intricate music systems can be 

verified using voice recognition systems. The feature vectors corresponding to 

the original raga can be stored and compared with the performances by artists.  

Finally, this research work has been a comprehensive approach for the 

development of a speech recognition system with emphasis on all the different 

aspects namely, the pre-processing steps, feature extraction techniques, post 

processing methods and the classification techniques. No one technique is 

perfect in itself and we have therefore adopted a hybrid architectural approach.  

……. ……. 
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