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Abstract Learning disability (LD) is a neurological con-

dition that affects a child’s brain and impairs his ability to

carry out one or many specific tasks. LD affects about 10%

of children enrolled in schools. There is no cure for learning

disabilities and they are lifelong. The problems of children

with specific learning disabilities have been a cause of

concern to parents and teachers for some time. Just as there

are many different types of LDs, there are a variety of tests

that may be done to pinpoint the problem The information

gained from an evaluation is crucial for finding out how the

parents and the school authorities can provide the best

possible learning environment for child. This paper pro-

poses a new approach in artificial neural network (ANN) for

identifying LD in children at early stages so as to solve the

problems faced by them and to get the benefits to the stu-

dents, their parents and school authorities. In this study, we

propose a closest fit algorithm data preprocessing with

ANN classification to handle missing attribute values. This

algorithm imputes the missing values in the preprocessing

stage. Ignoring of missing attribute values is a common

trend in all classifying algorithms. But, in this paper, we use

an algorithm in a systematic approach for classification,

which gives a satisfactory result in the prediction of LD. It

acts as a tool for predicting the LD accurately, and good

information of the child is made available to the concerned.

Keywords Artificial neural network � Closest fit �
Data mining � Learning disability � Multilayer perceptron

1 Introduction

Learning disability is a general term that describes specific

kinds of learning problems. LD is a neurological condition

that affects a child’s brain and impairs his ability to carry

out one or many specific tasks. These like children are

neither slow nor mentally retarded [1]. An affected child

can have normal or above average intelligence. This is why

a child with a learning disability is often wrongly labeled as

being smart but lazy. A learning disability can cause a child

to have trouble in learning and using certain skills. The

skills most often affected are: reading, writing, listening,

speaking, reasoning, and doing math [8]. Learning dis-

abilities vary from child to child. One child with LD may

not have the same kind of learning problems as another

child with LD. There is no ‘‘cure’’ for learning disabilities

[10]. They are lifelong. However, children with LD can be

high achievers and can be taught ways to get around the

learning disability. With the right help, children with LD

can and do learn successfully.

The rapid increase in sizes of databases recently has lead

to a growing interest in the development of tools capable in

the automatic extraction of knowledge from data. The term

data mining or knowledge discovery in databases has been

adopted for a field of research dealing with the automatic

discovery of implicit information or knowledge within

databases [11, 16]. Data mining is a collection of tech-

niques for efficient automated discovery of previously

unknown, valid, novel, useful, and understandable patterns

in large databases. A widely accepted formal definition of

data mining is given subsequently. Data mining is the
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nontrivial extraction of implicit previously unknown and

potentially useful information about data [4]. Convention-

ally, the information that is mined is denoted as a model of

the semantic structure of the data sets. The model might be

utilized for prediction and categorization of new data [1].

Diverse fields such as marketing, customer relationship

management, engineering, medicine, crime analysis, expert

prediction, web mining, and mobile computing besides

others utilize data mining [6]. A majority of areas related to

medical services such as prediction of effectiveness of

surgical procedures, medical tests, medication, and the

discovery of relationship among clinical and diagnosis data

also make use of data mining methodologies [2].

The field of neural network was originally kindled by

psychologists and neurobiologists who sought to develop

and test computational analogous of neurons. A neural

network is a set of connected input or output units in which

each connection has a weight associated with it. During the

learning phase, the network learns by adjusting the weights

so as to be able to predict the correct class label of input

tuples [6]. An advantage of neural network is their high

tolerance of noisy data as well as their ability to classify

patterns on which they have not been trained. They can be

used when we have little knowledge of the relationship

between attributes and classes. They are well suited for

continuous valued inputs and outputs, unlike most decision

tree algorithm. They have been successful on a wide array

of real world data, including hand-written character rec-

ognition, laboratory medicine, and pathology. Neural net-

work algorithms are used in the parallelization technique to

speed up the computation process. In addition, several

techniques have recently been developed for the extraction

of rule from trained neural network. These factors con-

tribute toward the usefulness of neural network for classi-

fication and prediction in data mining [6].

This research paper demonstrates about the development

of a system in artificial neural network and data mining for

accurate prediction of learning disabilities in school-age

children. The remaining paper is organized as follows.

Section 2 describes about LD. The neural network method

in data mining is explained in Sect. 3 followed by the

proposed approach of the study in Sects. 4, and 5 presents

the result analysis and findings. Section 6 gives the com-

parison of results, and finally, Sect. 7 deals with conclusion

and future research work.

2 Learning disability

Learning disability is a classification including several

disorders in which a child has difficulty learning in a typ-

ical manner, usually caused by an unknown factor or fac-

tors. The unknown factor is the disorder that affects the

brain’s ability to receive and process information. This

disorder can make it problematic for a child to learn as

quickly or in the same way as some child who isn’t affected

by a learning disability. Learning disability is not indica-

tive of intelligence level. Rather, children with a learning

disability have trouble performing specific types of skills or

completing tasks if left to figure things out by themselves

or if taught in conventional ways. Learning disability is a

general term that describes specific kinds of learning

problems. A learning disability cannot be cured or fixed

[15]. There are also certain clues, most relate to elementary

school tasks, because learning disabilities tend to be

identified in elementary school, which may mean a child

has a learning disability. A child probably will not show all

of these signs or even most of them [9].

Individuals with learning disabilities can face unique

challenges that are often pervasive throughout the lifespan.

Depending on the type and severity of the disability,

interventions may be used to help the individual learn

strategies that will foster future success. Some interven-

tions can be quite simplistic, while others are intricate and

complex. Teachers and parents will be a part of the inter-

vention in terms of how they aid the individual in suc-

cessfully completing different tasks. School psychologists

quite often help to design the intervention and coordinate

the execution of the intervention with teachers and parents.

Social support can be a crucial component for students with

learning disabilities in the school system and should not be

overlooked in the intervention plan. With the right support

and intervention, people with learning disabilities can

succeed in school and go on to be successful later in life.

LDs affect about 10 percent of all children enrolled in

schools. The problems of children with specific learning

disabilities have been a cause of concern to parents and

teachers for some time. Pediatricians are often called on to

diagnose specific learning disabilities in school-age chil-

dren. Learning disabilities affect children both academi-

cally and socially [8]. Specific learning disabilities have

been recognized in some countries for much of the twen-

tieth century, in other countries only in the latter half of the

century, and yet not at all in other places [10]. These may

be detected only after a child begins school and faces

difficulties in acquiring basic academic skills. A learning

disability can cause a child to have trouble learning and

using certain skills. The skills most often affected are:

reading, writing, listening, speaking, reasoning, and doing

math [12]. If a child has unexpected problems or struggling

to do any one of these skills, then teachers and parents may

want to investigate more. The child may need to be eval-

uated to see if he or she has a learning disability.

Learning disabilities vary from child to child. One child

with LD may not have the same kind of learning problems

as another child with LD. Learning disabilities are formally
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defined in many ways in many countries. However, they

usually contain three essential elements: a discrepancy

clause, an exclusion clause, and an etiologic clause. The

discrepancy clause states there is a significant disparity

between aspects of specific functioning and general ability;

the exclusion clause states the disparity is not primarily due

to intellectual, physical, emotional, or environmental

problems; and the etiologic clause speaks to causation

involving genetic, biochemical, or neurological factors.

The most frequent clause used in determining whether a

child has a learning disability is the difference between

areas of functioning. When a child shows a great disparity

between those areas of functioning in which she or he does

well and those in which considerable difficulty is experi-

enced, this child is described as having a learning dis-

ability [13]. The most frequent clause used in determining

whether a child has a learning disability is the difference

between areas of functioning. When a child shows a great

disparity between those areas of functioning in which she

or he does well and those in which considerable difficulty

is experienced, this child is described as having a learning

disability [7]. When a LD is suspected based on parent

and/or teacher observations, a formal evaluation of the

child is necessary. A parent can request this evaluation, or

the school might advise it. Parental consent is needed

before a child can be tested [11]. Many types of assess-

ment tests are available. Child’s age and the type of

problem determines the tests that child needs. Just as there

are many different types of LDs, there are a variety of

tests that may be done to pinpoint the problem. A com-

plete evaluation often begins with a physical examination

and testing to rule out any visual or hearing impairment

[3]. Many other professionals can be involved in the

testing process. The purpose of any evaluation for LDs is

to determine child’s strengths and weaknesses and to

understand how he or she best learns and where they have

difficulty [12]. The information gained from an evaluation

is crucial for finding out how the parents and the school

authorities can provide the best possible learning envi-

ronment for the child.

3 Neural network method in data mining

There are several common methods and techniques of data

mining such as methods of statistical analysis, rough sets,

covering positive and rejecting inverse cases, and fuzzy

method. Neural network is used for classification, cluster-

ing, feature mining, prediction, and pattern recognition.

The neural network can be broadly divided into 3 viz.,

feed-forward networks, feedback network, and self-orga-

nization network. At present neural network that com-

monly used in data mining is back propagation network.

MLP neural network architecture is known to be strong

function approximation for prediction and classification

problems. It is capable of learning arbitrarily complex

nonlinear functions to an arbitrary accuracy level. The back

propagation algorithm performs learning on a multilayer

feed-forward neural network. It iteratively learns a set of

weights for prediction of the class label of tuples. A mul-

tilayer feed-forward neural network consists of an input

layer, one or more hidden layers, and an output layer. Each

layer is made up of units. The input to the network cor-

responds to the attribute measured for each training tuple.

The inputs are fed simultaneously into the units making up

the input layer. These input pass through the input layer

and are then weighted and fed simultaneously to a second

layer known as hidden layer. The output of the hidden layer

units can be input of another hidden layer and so on. The

weighted outputs of the last hidden layer are input to units

making up the output layer. This emits the network’s

prediction for given tuples.

Back propagation learns iteratively processing a data set

of training tuples, comparing the network’s prediction for

each tuple with the actual known targets value known as

class labels. For each training tuple, the weights are mod-

ified so as to minimize the mean squared error between the

network prediction and the actual target value. These

modifications are made in the backward direction.

4 Proposed methodology

The proposed classification methodology of this research

work, for predicting the learning disability, is as shown in

the system flow chart given at Fig. 1.

4.1 Data sets

Data mining techniques are useful for predicting and

understanding the frequent signs and symptoms of behavior

of LD. There are different types of learning disabilities. If

we study the signs and symptoms (attributes) of LD, we

can easily predict which attribute is from the data sets more

related to learning disability. The first task to handle
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learning disability is to construct a database consisting of

the signs, characteristics, and level of difficulties faced by

those children. Data mining can be used as a tool for

analyzing complex decision tables associated with the

learning disabilities. Our goal is to provide concise and

accurate set of diagnostic attributes, which can be imple-

mented in an user friendly and automated fashion. After

identifying the dependencies between these diagnostic

attributes, classification is performed using MLP classifier.

A checklist is used to investigate the presence of

learning disability. This checklist is a series of questions

that are general indicators of learning disabilities. It is not a

screening activity or an assessment, but a checklist to focus

our understanding of learning disability. The attributes

used in this study are the same signs and symptoms of

learning disabilities used in LD clinics. These attributes are

shown in the attribute list given at Table 1.

In this study, we have used 513 real-world data sets. The

data are collected from learning disability clinics and

schools in and around Cochin, India. For choosing the data,

a check list, which containing the same signs and symp-

toms of LD, is used. After conducting direct interview with

the children, with the help of teachers and/or parents as

required, the check list is filled, which is ultimately used

for preparing the data for conducting our study.

4.2 Data preprocessing

Before the data is analyzed by neural network, it has to be

preprocessed in order to increase the accuracy of the out-

put and to facilitate the learning process of the neural

network. This is a critical operation since neural networks

are pattern matches, thus, the way data are represented

directly influence their behavior. It is the step to be applied

to make the data more suitable for data mining. Data

preprocessing is a broad area and consists of a number of

different strategies and techniques that are interrelated in

complex ways. The different process exist in the prepro-

cessing stage is dimensionality reduction, feature subset

selection, removal of noise from the data, and imputing the

missing values. In the case of LD data sets, the checklist is

the only one assessment method for the prediction. It

solely depends on the mood of child. So, we cannot obtain

a filled checklist. Incomplete, noisy, and inconsistent data

are commonplace properties of large real-world databases

and data warehouses [6]. Incomplete data can occur for a

number of reasons. On assessment of learning disability,

relevant data may not be recorded due to misunderstand-

ing. Our aim is to apply the preprocessing step to make the

data more suitable for data mining. Data preprocessing is a

broad area and consists of a number of different strategies

and techniques that are interrelated in complex ways [19].

In this study, we are proposing the closest fit algorithm for

imputing the missing values of attributes. Many data

mining approaches including MLP are usually ignoring

either the case having an attribute with missing values or

the attribute having the missing value. Hence, in this study,

we have applied the closest fit algorithm for imputing the

missing values and then applied the tool for finding the

attribute reduction and classification. The closest fit algo-

rithm for missing attribute value is based on replacing a

missing attribute value by existing values of the same

attribute in another case that resembles as much as possible

the case with the missing attribute values [5]. In searching

for the closest fit case, we need to compare two vectors of

attribute values of the given case with missing attribute

values and of a searched case. In a case where any attribute

values are missing, we may look for the closest fitting case

within that case or among all cases, and then these algo-

rithms are called concept closest fit or global closest fit,

respectively. On another way, the search can be performed

on cases with missing attribute values or among cases

without missing attribute values. During the search, the

entire training set is scanned and for each case, a distance

is computed. The case for which the distance is the

smallest is the closest fitting case. That case is used to

determine the missing attribute values. We have imple-

mented the closest fit algorithm using the Mathworks

Software, MatLab.

Let e and e0 be the two cases from the training set.

The distance between cases e and e0 is computed as

follows

Xn

i¼1

distance ðei; ei0 Þ;

Table 1 List of attributes

Sl. no. Attribute Signs and symptoms of LD

1. DR Difficulty with reading

2. DS Difficulty with spelling

3. DH Difficulty with handwriting

4. DWE Difficulty with written expression

5. DBA Difficulty with basic arithmetic skills

6. DHA Difficulty with higher arithmetic skills

7. DA Difficulty with attention

8. ED Easily distracted

9. DM Difficulty with memory

10. LM Lack of motivation

11. DSS Difficulty with study skills

12. DNS Does not like school

13. DLL Difficulty learning a language

14. DLS Difficulty learning a subject

15. STL Slow to learn

16. RG Repeated a grade
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where

distance ðei; e
0
iÞ = 0 if ðei; e

0
iÞ;

distance ðei; e
0
iÞ = 1 if ei; e

0
i are symbolic and ei 6¼ e0i or

ei ¼ ? or e0i ¼ ? and distance ðei; e
0
iÞ =

ei�e0ij j
ai�bij j if ei; e

0
i are

numbers and ei 6¼ e0i, where, ai is the maximum of values

of

Ai, bi is the minimum of values of Ai, and Ai is an

attribute.

4.3 Data reduction using principal component analysis

Principal component analysis (PCA) is a method of

dimensionality reduction. The data to be reduced consists

of tuples or data vectors described by n attributes or

dimensions are called PCA [6]. The PCA searches for

k n-dimensional orthogonal vectors that can be used to

represent the data where k B n. The original data are thus,

projected onto a much smaller space, resulting in

dimensionality reduction. The basic procedures behind

PCA are (i) the inputs data are normalized, so that each

attribute falls within the same range. This helps ensure

that attributes with large domains will not dominate

attributes with smaller domains, (ii) PCA computes

k orthonormal vectors that provides a basis for the nor-

malized input data. These are unit vectors that each point

in a direction perpendicular to the others. These vectors

are referred to as the principal components, and (iii) the

principal components are sorted in the order of decreasing

strength.

In our study, we have used the LD data sets, which have

16 attributes. When we study this data set, it is seen that

some of the attributes are irrelevant. In this study, these

irreverent attributes are removed by applying the PCA

using weka, a data mining tool, and the number of attri-

butes is reduced to seven. After applying the 513 data sets

in weka, we got the ranked reduced attributes as shown in

Table 2 later. For reducing the number of attributes after

removing the irrelevant ones, we have applied principal

component analysis (PCA) which performs PCA and

transformation of data. Using conjunction with a ranker

search, dimensionality reduction is accomplished by

choosing enough eigenvectors to account for some per-

centage (95%) of the variance in the original data. Attribute

noise is filtered by transforming to the principal component

space, eliminating some of the worst eigenvectors and then

transforming back to the original. In PCA, the eigenvectors

are conventionally arranged so that the one with the largest

eigenvalue is ‘‘first,’’ which is equivalent the largest vari-

ance being ‘‘first’’. After applying PCA, using the data

mining tool weka, we have obtained seven attributes.

4.4 Classification of learning disability

Neural networks are one among the widely recognized

artificial intelligence machine learning models. A general

conviction is that the number of parameters in the network

needs to be associated with the number of data points and

the expressive power of the network [18]. The proposed

approach utilizes a multilayer perceptron (MLP) with back

propagation algorithm to train the selected significant LD

cases. The most widely used neural network learning

method is the back propagation algorithm.

The classification is performed through the neural net-

work. It is implemented in weka, a machine learning

workbench. The architecture of the neural network used in

the study is the multilayer back propagation algorithm with

7 input nodes, 5 hidden nodes, and 3 output nodes. The

numbers of hidden nodes are determined through trial and

error. Learning in a neural network involves modifying the

weights and biases of the network in order to minimize cost

function. All neural networks are basically trained until the

error for each training iteration stopped decreasing. Here,

from the 513 data sets, we obtained 98 percent accuracy as

shown in Table 3.

MLP can be described as an artificial neural network

model capable of mapping sets of input data on to a set of

appropriate output. It is an alteration of the typical linear

perceptron where it employs one or more layers of neurons

with nonlinear activation functions. The primary task of the

neuron in the input layer is the division of the input signal

among neurons in the hidden layer. Every neuron in the

hidden layer adds up its input signals and weights them

Table 2 Ranked reduced attributes

Sl. no. Attribute Rank

1. DR 0.6846

2. DS 0.5412

3. DH 0.4136

4. DWE 0.3337

5. DBA 0.2683

6. DHA 0.2116

7. DA 0.1657

Table 3 Accuracy of MLP with data mining

TP rate FP rate Precision Recall F measure ROC area Class

0.984 0.025 0.984 0.984 0.984 0.973 T

0.980 0.016 0.975 0.980 0.977 0.969 F

Correctly classified instances 505 Nos. 98.44%

Incorrectly classified instances 8 Nos. 1.56%

Time taken to build a model 9.86 S
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with the strength of the respective connections from the

input layer and determines its output as a function. The

back propagation algorithm is used to train the neural

networks. It is widely recognized for applications to lay-

ered feed-forward networks or multilayer perceptrons [17].

The architecture of MLP obtained from the study is shown

in Fig. 2 later. This architecture is obtained after attribute

reduction and imputing missing values in the prediction of

LD. The architecture consists of 7 attributes, 5 hidden

nodes, and 3 output nodes as shown. The output nodes

obtained are LD true, LD false, and LD true true.

5 Result analysis and findings

The proposed method of MLP with data mining is used to

predict the status of LD in a child accurately. It is very

helpful for the students, parents, and teachers to identify

the learning disabilities. MLP with back propagation

classification algorithm is used in classification of LD. It is

important in this study that we are using data preprocessing

for imputing missing attribute values. The missing values

have very high impact on the classification algorithm.

Obviously, all the classification algorithms ignore the

missing values. In our study, we have imputed the missing

values in the data set using closest fit algorithm. After this,

we found some attributes are irrelevant. So, then by using

the PCA, we obtained the reduced attributes, reduced to 7

from 16. These attributes are applied for classification, and

we obtained an accuracy of 98.44%. This approach of

using neural network, MLP with data mining, gives more

accurate results in the prediction of learning disabilities in

children. Some researchers are doing the identification of

dyslexia, a type of LD, in children [14]. Compared to their

works, our work shows accuracy in the tune of above 98%.

The importance in our work is that we have performed the

data preprocessing and data reduction for LD prediction

precisely. The results are very benefit to the parents,

teachers, and the institutions. Because they are able to

diagnose the child’s problem at an early stage and can go

for the proper treatments/counseling at the correct time so

as to avoid the academic loss.

6 Comparison with other works

The result of this study is compared with the results of our

other similar studies conducted based on J48, Naive Bayes,

support vector machines (SVM) and multilayer perceptron

classifiers [9]. The comparison of results is shown in

Table 4. From this comparison, we can see that MLP with

data mining is better in terms of classification and the

accuracy. However, the time taken for building the model

is slightly higher, but even less than the existing MLP

classifier.

7 Conclusion and future works

In this paper, we have developed a new approach in

supervised learning algorithm in artificial neural network to

effectively and accurately predict the learning disability in

school-age children. This study mainly focuses on remov-

ing the drawbacks of MLP, because accuracy of decision

making can be improved by using our good method of

missing value imputing and attributes reduction and

applying the classification. This study has been carried out

on more than 500 real-world data sets with most of the

attributes take binary values and more work need to be

carried out on quantitative data as that is an important part

of any data set. In future, more research is required to apply

the same approach for large data set consisting of all rel-

evant attributes. This study is a true comparison of the

proposed approach by applying it to large data sets and

Fig. 2 Architecture of MLP

with data mining
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analyzing the completeness and effectiveness of the MLP

classification with data mining.

Data mining with neural network application on discrete

LD data set shows that it is better than other classifiers such

as J48, Naı̈ve Bayes, and SVM, in terms of efficiency and

complexity. The results from the experiments on these data

sets suggest that MLP with data mining gives more precise

results for classification and prediction of LD. Our future

research work focus on fuzzy-neuro methods for finding

the percentage of LD present in each child.
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