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ABSTRACT

Motivation for Speaker recognition work is presented
in the first part of the thesis. An exhaustive survey of
past work in this field is also presented. A low cost system
not including complex computation has been chosen for imple­
mentation. Towards achieving this a PC based system is
designed and developed. A front end analog to digital conver­
tor (12 bit) is built and interfaced to a PC. Software to
control the ADC and to perform various analytical functions
including feature vector evaluation is developed. It is shown
that a fixed set of phrases incorporating evenly balanced
phonemes is aptly suited for the speaker recognition work
at hand. A set of phrases are chosen for recognition. Two
new methods are adopted for the feature evaluation. Some
new measurements involving a symmetry check method for pitch
period detection and ACE‘ are used as featured.

Arguments are provided to show the need for a new
model for speech production. Starting from heuristic, a know­
ledge based (KB) speech production model is presented. In
this model, a KB provides impulses to a voice producing
mechanism and constant correction is applied via a feedback
path. It is this correction that differs from speaker to
speaker. Methods of defining measurable parameters for use

iv



as features are described. Algorithms for speaker recognition
are developed and implemented. Two methods are presented.
The first is based on the model postulated. Here the entropy
on the utterance of a phoneme is evaluated. The transitions
of voiced regions are used as speaker dependent features.
The second method presented uses features found in other works,

but evaluated differently. A knock—out scheme is used to
provide the weightage values for the selection of features.

Results of implementation are presented which show
on an average of 80% recognition. It is also shown that if
there are long gaps between sessions, the performance deterio­
rates and is speaker dependent. Cross recognition percentages
are also presented and this in the worst case rises to 30%
while the best case is 0%.

Suggestions for further work are given in the con­
cluding chapter.
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Chapter 1

INTRODUCTION

1.1 MOTIVATION FOR SPEAKER RECOGNITION

One of the important areas in man—machine communication

is Automatic Speaker Recognition (ASR). The main motivation
behind the recent interest is for dispensing with external
artifacts like keys: badges and magnetic cards for personal
identification and replacing them with the human intrinsic
characteristics such as voice. The speaker recognition has many
other applications where unique and reliable personal
characteristics are required. In the case of external objects
like keys, magnetic cards, badges, passwords etc., the gnssflfllity
of missing, or forgetting exists. Since voice and speech are
intrinsic characteristics and not easy to duplicate, the
reliability of identification is very high. The possibility of
misusing the artifacts can be eliminated with this method.
Recognition through telephone provides opportunities for a wide
variety of applications. Transaction through telephone, access
to computer data banks etc., are some of these applications. In
forensic applications, where the only clue is a recorded speech
or a telephone call, Automatic Speaker Recognition is of great
help. In all these applications reliability is the main factor
and the degree of reliability varies in each application.



1.2 POSSIBILITY OF RECOGNISING PEOPLE FROM THEIR VOICES

It is a well accepted truth that the voice of a speaker
is unique and different from that of others, and one can raxgnise
a familiar speaker even over a telephone without seeing him.
This fact suggests that the speech of each person contains unique
information which contributes to his personal identity. Speech
is a product of many transformations occurring at different
levels. It starts with the semantic level and proceeds to the
linguistics, articul -ory and acoustics level where the result
is an output speech. Two main reasons can be attributed for this
variability among speakers. One is the anatomical/physiological
difference in the vocal tract, which is the speech producing
mechanism. The second reason is the difference hi styles and
habits of speech which the speaker develops himself. The
physiological difference is a fixed difference due to the shape
and size of the vocal tract and this cannot be changed at any
level. Individual methods of learning to use vocal tract organs
determines the second reason viz., habit and style. The varumimi
between the speakers is known as inter—speaker variation.

Besides the same utterance made by the same speaker on
different occasions does not sound identical. This variation for
the same speaker is known as intra—speaker variation. Thc intra
speaker variation is due to different factors such as he speddfig
rate, health of the speaker, the emotional state of the s“ea
GCC.



In ordinary speech, in addition to the semantic
contents, the information regarding the identity of the speaker
and various other factors are included. The fact that human
beings can isolate the required information from speech, suggests
the seperability of this information contents. One main
difficulty in this area is that the information regarding the
speaker is only secondary in the speech signals. While choosing
the speaker—dependent features, care is to be taken to select
features with low intra-speaker and high intra-speaker variamiity.
Since many of the speech—related problems are handled by
computers, the speaker recognition also can be handled by comgfler.

1.3 SCHEME FOR RECOGNITION

The major difference between speech recognition and
speaker recognition is that in speech recognition the semantic
content is searched, while in speaker recognition speaker
dependent information is searched. A general scheme for recogni­
tion is shown in Fig.l.l According to this scheme, features
are extracted from the incoming speech and a pattern known as
'Template' is generated. These features are the measures of
variability among speakers. Reference templates are created
during training sessions and stored in the system. A similar
template is created during test phase. This is known as
Token/Test Template and using this a pattern matching is perflnmed.
The appropriate decision is taken by a ‘Decision Logic‘ depending
on the distances between the patterns.
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1-4 SPEAKER RECCTTITION TASKS

There are two distinct sub—areas of speaker recognition,
namely speaker verification and speaker identification.
comparatively simpler is the speaker verification, in which the
test pattern is compared with the claimed reference pattern and a
binary decision, whether to accept or reject the claim, is taken.
In speaker identification, the test pattern has to be matched with
all the reference patterns available in the system and the
decision about which speaker it belongs to, has to be taken.
Though the method is similar hi these two tasks, the number of
comparisons and the decision logic are different. Since the
verification task is a binary problem, two types of errors are
possible in it; Imposter acceptance and the Customer rejection.
But the error rate in speaker identification task depends on the
population size of users and the performance falls when the
population size is very large. The speaker verification is
independent of the population size, because it compares only with
the claimed reference [l24].

Two types of tasks are possible for speaker identifica­
tion; ‘Open—set' identification and ‘Close—set' identification.
The most general one is the Close—set indentification, in which
the test pattern belongs to any one of the reference patterns.



But in the Open—set identification, the test pattern may not
belong to any of the reference patterns. In this case, the systan
has to take N+l decisions, where N is the number of reference
patterns and the additional decision—option is to declare that
the token belongs to none of the reference templates. Here both
identification and verification are involved.

If a good degree of control can be maintained, in which
case the unknown speaker wishes to be identified and is
co—operative, a fixed text or text—dependent recognition can be
implemented. In this case, the same text is used for the
reference and test templates. But in a situation where such
control cannot be maintained and if the speaker is not coaxmrmjve,
a free text or text—independent approach is adopted. with this
approach, the reference and test templates are created from
independent spoken texts. Depending on the nature of the
application, the degree of control over the situation is varied.

1.5 SPEAKER RECOGNITION METHODS

There are three different speaker recognition methods.
The earlier works on speaker recognition were mainly based on
human listening. In this method, trained people are made to
listen speech samples and asked to recognize people. One main
interest at that time was to know how human beings recognized



speakers [27]. In these studies, performance of different
variables were investigated and tried to understand perceptual
bas*s of speaker recognition. This method was used for certain
forensic applications. The major difference between human
listeners and machines is the ability of human being to recognize
speakers even without comparing two similar speech samples. They
can recognize from acquaintance with the speaker or from difflnent
reference voices of the speaker [1]. The reason for this is that
the human brain is matching high level information such as
speaker dialect, style of speech, verbal mannerism special type
of laught etc., which are not possible to use in machines due to
the difficulty in measuring and quantifying these features [l24}.

Speaker recognition by visual examination is another
method. Spectrogram or 'Voice Prints‘ are used for comparing and
recognizing speakers. This gives a three dimensional information
about time, frequency and intensity. Various features such as
segment duration, formant frequencies, pitch, formant amplitude
etc., can be extracted from the voice print. But all these need
human expertise and the performance mainly depends on the person
who examines the spectrogram [9]. It was also proved that
emotional state of speakers and the voice in disguise etc., have
great impact on the spectrogram [8]. The performance of spectro­
graphic methods was found to be inferior to human listening
methods [l24].



Introduction of computers had great impact on speaker
recognition methods. Attention was mainly given to automatic
recognition of speaker (ASR) using computers. Availability of
many faster digital techniques have helped in this venture.
Attempts are made to duplicate the human performance using
computers. Since one does not know what exact feature human
being uses for recognition, more mfi more techniques are tried in
different applications.

1.6 OVERVIEW OF THE WORK

In chapter 2, a brief review of the previous works in
the area of speaker recognition is presented. Different methods
including listening, spectrographic and computer methods are
reviewed in this chapter. A wide variety of features and
techniques are available. This chapter highlights some of the
important results and recognition accuracies achieved by these
techniques.

One of the important hardware requirements of any
speaker recognition system is a speech digitizer. The design and
development of a 12 bit speech digitizer interfaced to a personal
computer is discussed in chapter 3. This chapter explains the
hardware consisting of filters which band limits the speech
signal at 4 KHZ and Sample and Hold, ADC circuits and DAC cir­
cuits. It also explains how sampling frequency is selected by



software and other software features. Many features available in
PC are made use in the design of the system at hardware and soft­
ware levels. The software for the systenw is developed in a
mixture of high level and machine level programs.

Chapter 4 discusses the advantage of using fixed text
approach for speaker recognition and its limitations. Selection
criteria of the phrase set is explained here. A pitch consist­
ency study conducted in this regard has been discussed in this
chapter. In the light of these criteria and results, the phrase
set selected and its modification due to some practical diffi­
culties are explained in detail.

Feature selection and extraction for the speaker identi­
fication is explained in chapter 5. In the first part, some
standard criteria for choosing features are examined. Consider­
ing the feasibility of features used in many other successful
methods, a set of features is selected in the present work. They
are energy, auto correlation, zerocrossings, pitch by symmetry
check. method and entropies from time measurements. The first
three features are proved to be successful in many earlier
methods and found to be very much speaker dependent. The fourth

feature, viz., pitch by symmetry is a new method developed for
pitch determination. Towards the latter part of the chapter the
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extraction of these features from the speech signal is explained.
The determination of pitch by symmetry check is explained in
detail and some important results are presented.

A model for speech production has been suggested in
chapter 6. The necessity for a knowledge base is established
here. It is established that the speaker variations are due to
the difference in the learning process, knowledge base and the
feedback system. The variation among speakers are considered to
be the error due to approximations and dynamic correction by
feedback network. The chapter also explains how these factors
can be related to the measurable parameters. The possibility of
choosing the speaker dependent parameters is described. The
a priori knowledge while using a fixed text approach improves the
recognition accuracy.

Chapter 7 explains the algorithm for speaker identifi­
cation. Two approaches have been employed for identification. In
the first approach, a Fixed Text Phoneme Model (FTPM) is used.
Probability of occurrence of the selected phonemes are determined
from the text of the speech. Using these values, entropy is
determined for each phrase. Thus for a phrase set consisting of
four phrases, a Phoneme Entropy Vector (PEV) is obtained which is
considered to be standard for all speakers. From the actual
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speech, phoneme time and transition times of each selected
phoneme are detected using an automatic segmentation algorithm.
Entropies are calculated from these timing data in a similar
manner. This entropy vector corresponding to the feature measure­
ments are known as Feature Entropy Vector (FEV). The difference
between the PEV and FEV of each speaker is taken as the distort­
ion vector or error for that speaker and is stored as reference
template. These templates are used for identification after
comparison with a test template.

In the second approach, a similarity measurement tech­
nique is employed. In this method, measurements corresponding to
various selected features are used. A matrix is formed using
these feature measurements corresponding to the selected phonemes
of the spoken text. This feature matrix is stored as reference
template for each speaker. During identification, the test
template, which is also a feature matrix, is compared with the
reference templates. Each element in the test matrix is compared
with the corresponding element in the reference matrix and an
appropriate weightage is assigned, if it falls within a range.
The sum total of these weightages is taken as the similarity
measure between the reference template and test template. The
speaker, whose reference template shows a maximum similarity
measure, is identified as the true speaker. The selection of



12

feature measurements based on a knock—out strategy is also pre­
sented in this chapter. The measures which contribute more to
the performance of the system are finally chosen.

In chapter 8, the computer implementation of the
algorithms is explained. The experiment and the working of the
system is discussed in detail. The automatic segmentation
a1gorithn1 based on the energy envelope is also presented here.
The results of the above two algorithms are presented with the
help of confusion matrices. The performance of each algorithm is
evaluated based on these confusion matrices and error rates. It
is observed that the FTPM method is inferior to the similarity
measure method in performance. The FTPM method shows an
identification accuracy of 53.33% in total sessions while the
similarity measure method shows 65% accuracy. When the test
template and reference template are considered from the same
session, the performance in FTPM improved hardly where as the
similarity measure shows a very good performance. An accuracy of
93% is obtained in separate session tests for similarity measure
method. Different combinations of the feature sets with difflxent

weightages are also tried in the similarity measure approach.
A feature set showing maximum performance is selected. This
chapter also analyses the individual error rates from various
tests and misclassification among speakers.
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In the last chapter, various conclusions drawn from the
experiment are presented. Scope for future work in this field is
also discussed.

The algorithm of symmetry check method for pitch
detection is explained in Appendix A. The results compared with
cepstrum method is presented in this saxion. Arfigit recognition
system using energy envelope and zerocrossing rate is discussed
in Appendix B. In this appendix the algorithm is described in
detail with a tree classifying approach. The confusion matrix
obtained using this system is also presented here.
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Chapter 2

REVIEW OF THE PAST WORK IN THE FIELD

In this chapter, previous works carried out in the
field of Speaker Recognition are briefly reviewed. It reviews
various experiments and tries to highlight the important
features used with their results in various approaches and
recognition methods.

J.Pollack et al. [1] have examined the effect of
several fachns mivoice identification. The factors considered
for their study were the size of the class of possible voices,
the duration of the speech signal, the frequency range of the
speech signal, voicing and non~voicing speech characteristics
and simultaneous presentation of several voices etc. Duration
of the speech signal was found to be the most efficient factor
of all these factors.

S.Pruzansky [2] used a pattern matching procedure for
automatic recognition of talkers to study the effect of variat­
ion in pattern on recognition performance. A time—frequency—
energy pattern was generated from common word utterance of ten
speakers. Cross correlation of the reference patterns with the
test pattern was performed and pattern with highest correlation

14
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was chosen. Recognition score of this study was 89%. This study
has also considered two dimensional patterns of time-energy and
score was found to be very low. But spectral information alone
gave the same result as the three dimensional pattern.

A real time speaker verification technique using
computers have been presented by R.C.Lummis [3]. In this method
utterances were represented by their pitch, amplitude, and
formant frequency profiles and these functions were smoothed
by low—pass filtering. Dissimilarity measures were then computed.
Eight true speakers and 32 casual imposters were included in
this experimental study. The acceptance—rejection criterion
was adjusted a posterior i for equal rates of false acceptance
and false rejection. An average error rate of 1% was obtained
for the speakers.

A.E.Rosenberg [4] has presented a listener performance
study for speaker verification task. In his subjective testing
10 listeners participated and each was presented withd a paired
comparison task between challenge and reference utterances. The
reference utterance was from a true speaker while the challenge
utterance was either from a true speaker or an imposter with
equal likelihood. The overall average error was 4.2% for false
acceptance and false rejection, while the best false acceptance
rate was 1.6% and best false rejection rate was 0.5%.
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S.K.Das and W.H.Mohn [5] have reported an experiment

in automatic speaker verification using adaptive pattern
recognition. One hundred and eighteen speakers and seven
thousand phrases were used for the study. An average mis­
classification rate of one per cent with a "no decision" rate of
ten per cent was obtained in this study.

Another reported work on implementation of an on-line
speaker verification system by R.C.Lummis [6] converts the
utterances to pitch and gain contours and comparison was made
using automatic temporal registration. Updating capability was
reported to be a novel aspect in this work along with graphic
display.

A text—independent speaker recognition system was
described by’ B.S.Atal [7]. The experiment included 10 female
speakers and 12 predictor coefficients were extracted from the
50 msec. duration speech. The extracted features were
represented as a vector and new sets of co—ordinates which
minimized the intra speaker variances were determined by linear
transformations of original vector space. Correlation measures
were taken over several segments and average largest correlation
was considered for recognition. An overall identification
accuracy of 93% was reported in this study.
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C.E.Williams and K.N.Stevens [8] tried to
extract the parameters that reflect the emotional state of a
speaker from a speech signal. They have also investigated the
changes that happen in the speech signal. of a speaker in
different situations. A comparison was also made with real—life
situations simulated by an actor. It was found that anger, fear
and sad situations produce characteristic difference in contour
of fundamental frequency, average speech spectrum, temporal
characteristics, precision of articulation and wave form
regularity of successive glottal pulses. It was also esta­
blished that attributes for a given emotional situation are not
consistent from one speaker to another.

Voice identification based on visual inspection of
spectrograms was performed by O.Tosi et al. [9]. Experimental
trials of this study correlated with forensic models have yiehkfl
an error of approximately 6% false identification and approxi­
mately l3% false elimination.

J.J.Wolf [10] has conducted a. axfly to find out the
efficient acoustic parameters for speaker recognition. He found
that fundamental frequency, features of vowel and nasal
consonant spectra, glottal source spectrum slope, word duration
and word onset time are very useful parameters for speaker
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recognition. A simple linear classification method was employed
in this study. In the experiment using 17 such parameters, no
speaker identification error was found for a set of 21 adult
male speakers and an error rate of 2% was found for speaker
verification.

Intensively trained professional mimics were tested
with an automatic speaker verification method by R.C.Lummis and

A.E.Rosenberg [11]. A computer was made use of to compare the
mimics and the customer utterances. The features used in this
system were pitch, level and first and third formant frammnckm.
They have reported that 27% of the best utterances of the best
mimics were accepted corresponding to a false acceptance rate of
1.2% for non—nimicking impostors.

G.D.Hair and T.W.Rekieta [12] had experimentally tried

speaker verification using phoneme spectra. In this study,
phonemes were automatically edited and power density spectra was

computed over 7.5 KHz bandwidth. Phoneme spectra for five
repetitions were averaged to produce speaker standard pattern
vector. In these types of pattern vectors, the error rates were
found to be very low using a simple hypersphere decision rule.

D.Me1tzer [13] considered formant values for men,
women and children, combined with the fundamental frequency and



19

then presented- to trained listeners. A respective score of
90.03% was obtained in this listening experiment.

Listener performance in children had been studied by
S.Cort and T.Murry [14]. The study indicated that the
repertoire rather than the actual duration of the sample provids
cues to the children.

T.W.Rekieta and G.D.Hair [15] have tested mimic
resistance of the speaker identification system using phoneme
spectra. It was found in the study that mimic even after
familiarization with the user voice, was unsuccessful in his
attempt.

An evaluation study was conducted by A.E.Rosenberg [16]

for the listener performance. Thirtytwo casual imposters and
four professional mimics were employed with eight true speakers.
The test pattern was from an impostor or a mimic against the
reference pattern of a true speaker. (The study showed accepted
results).

A statistical model based, decision—theoretic approach

to speaker verification was reported by N.S.Jayant [17]. In
this model, probability density function of a measurement was

compared with the PDF measurement of the true pattern and accept;

reject and refuse action decisions were taken.
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An automatic speaker recognition method, using temporal
variation of pitch in speech as speaker—identifying charact­
eristic, is described by B.S.Atal [18]. The 20~dimensional
vector representing the pitch contours were linearly transformed
to maximize the inter speaker to intra speaker variance. A
Euclidean distance measure was used for the decision. A 97% of

identification accuracy was claimed with this method.

R.C.Lummis has reported a method for speaker verifica­
tion by computers using speech intensity for temporal registra­
tion [l9]. The features used in this method were voice pitch,
low—frequency intensity and three lowest formant frequencies;
all represented as functions of time. Before comparison of test
and reference patterns, the time dimension of the test utterance
is warped to optimally register it's intensity pattern onto the
reference intensity pattern. This verification was conducted
for moderate size of speakers and an error rate of less than 1%
was obtained for verification solely based on voice pitch and
intensity.

Linear Prediction characteristics were used for
automatic speaker identification and verification by B.S.Atal
[20]. The linear prediction coefficients, impulse response
function, the auto—correlation function, the log area function
and the cepstrum functions were used as inputs of an automatic
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speaker recognition system. Six repetitions of 10 speakers were
used. In all these parameters, cepstrum was found to be the
most effective. An identification accuracy of 70% for 50 msec.
speech and 98% for 0.5 sec. was reported. Verification accuracy
of 83% for 50 msec. of speech and 98% for 1 sec. of speech was
also claimed in this paper. For a text—independent speaker
identification experiment, 93% of accuracy with a 2 sec. of
speech was achieved.

An approach based on statistical properties of nasal
spectra and study on nasal coarticulation indicated [21] that
coarticulation between [m] and [v] have strong speaker depend­
ence and this could be used for speaker identification.

Automatic speaker verification system which includes
Linear Predictive parameters with the pitch and intensity
analysis of sentence long utterances was presented by
A.E.Rosenberg and M.R.Sambur [22]. A method for selecting
optimum speaker dependent features have also been discussed in
this paper. A verification error of 1% with casual imposters
and 4% with well trained mimics were reported in this work.

A study to examine the most effective features for
speaker identification by M.R.Sambur [23] revealed that, second
resonance (around 1000 Hz) in /n/, third or fourth resonance
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(1700-2000 Hz) in /m/, the values of the second, third and
fourth formant frequencies in vowels and the average fundamental
frequency of the speaker are the most important speaker depend­
ent features. A probability of error criterion was used to
determine the relative merits of the features. An identifica­
tion experiment with 11 speakers using the best five features
was also presented by him. One error was observed in 320
separate identification experiments.

J.E.Paul et al. [24] reported an analytical study for
semi automatic speaker identification system. Study of
discriminatory power of individual phonetic events along with
the study of co articulation effects on some events was condxied
in this work. Weighted Euclidean distance measure was used for
measuring speaker similarity within a phonetic category.
Desensitized Fisher discriminant was used to convert the indivi­

dual distance measures into an overall measure of similarity
between the speakers of two spoken utterances.

Speech amplitude, low pass (below 1 KHz) and high pass

(above 1 KHz) zero crossing rates were used as weighted sum of
orthonormal functions and these weighting coefficients were used
to identify unknown speakers by D.A.Wasson and R.WJxmaldam1[25].

A recognition rate of 96.6% was obtained with a speaker popula­
tion size of 10 and using the same data for training and testing.
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A long—term avaraged speech spectrum of short
sentences was used for feature parameter representation by
S.Furui et al. [26]. Though variation was observed in pattern
for individual talkers, by defining a suitable measure of the
multidimensional distance, it was possible to recognize talker
with unknown samples of 3 months or longer.

An overall review of the automatic speaker recognition
was presented by B.S.Atal [27]. It discusses the speaker
dependent properties of speech signal, methods of selecting
efficient set of speech measurement and results of experimental
studies of various methods. It also compares the performance of
human listener and automatic method using computers. This paper
deals with text—independent and text—dependent speaker recogni­

tion techniques.

Another review on speaker verification was presented
by A.E.Rosenberg [28]. It discusses techniques, evaluation and
implementation of various proposed speaker recognition system.

A.Furui and F.Itakura [29] have presented a method of
speech wave analysis by Partial Auto Correlation (PARCOR)
coefficients and fundamental frequency. Statistical measures
like Averaged value, standard deviation and correlation
coefficients between parameters in voiced portion etc., were
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derived and used for the experiment. The experiment indicated
that this statistical features are useful in discriminating\

speakers and also long term variation and combination of words
were studied with these features.

G.R.Doddington [30] has developed an entry control
system using voice verification. The system was a text depend­
ent one and chooses word from a set of 16 monosyllabic words.
The impostor rejection rate of the system was 99.3% and user
acceptance rate is 99.9% with a verification time of 5.6 sec.

An evaluation study of an automatic speaker verifica­
tion system over telephone lines has been performed by
R.A.Rosenberg [31]. The experiment included 100 male and female

speakers and acoustic analysis of a fixed sentence long utunance
was conducted. Computation in the system was done off line and
updating of analyzed data with accepted utterance was also tried.
Error rates of approximately 10% for new customers and 5% for
adapted customers were reported.

An approach to speaker recognition using orthogonal
linear prediction parameters was proposed by M.R.Sambur [32].
The orthogonal parameters obtained by linear transformation of
Linear Prediction parameters were found to be important speaker

Characterizing features. Theemperflmym cmmmctaiwith this approach
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was using the same sentence spoken by 21 male speakers. For
identification and verification, the recognition accuracy
exceeded 99% with high quality input speech. Telephone speech
produced an accuracy above 96% and in text independent speaker
identification a 94% of accuracy was obtained with high quality
speech.

S.Furui [33] extracted two types of speaker dependent
feature parameters. One was a long time average spectrum of a
short sentence and the other the statistical parameters derived
from PARCOR coefficients and fundamental frequency. He observed

that by eliminating vocal chord characteristics stable personal
information could be obtained.

Speaker-Speech interaction was investigated by
R.L.Kashyap [34]. It considered problem of clustering speaker
to aid speaker verification and optimal choice of phonemes for
speaker recognition. An experiment for both speech and speaker
recognition using the same speech data base was also conducted.

A survey of automatic speaker recognition system was
presented by V.V.S.Sarma and B.Yegnanarayana [35]. Along with
the review of the state of art, this paper also discusses
computer algorithms developed for extraction and evaluation of
several features like glottal waves, spectrographic information;
linear prediction coefficients, LPC contours etc. The problem
of data reduction and computational needs are also discussed in
this paper.
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Temporal variation of talker dependent features was
analyzed by S.Furui [36]. Temporal variations within and bammen
talkers of feature parameters related to exciting source and
vocal tract characteristics of speech sound were analyzed. The
variation of exciting source was found to be large with longer
time interval and small in shorter time intervals. Talker
recognition experiments indicated that the removal of exciting
source characteristics from original speech improves talker
recognition rate.

An automatic speaker recognition system over commHdca—

tion channel was designed by M.J.Hunt et al. [37]. Statistics
on fundamental frequency and spectral shape information by
real—time cepstrum were used in this study. Fundamental
frequency was found to be not degrading over the communication
channel. A reasonably good performance was reported in this
study.

The structure of modular system for automatic speaker
identification and verification for security system and forensic
voice identification was described by E.Bunge [38]. The system
response time of less than 1 sec. and the error rate of less
than 1% were reported.

An investigation on long time feature averaging for
speaker recognition was conducted by J.D.Markel et al. [39].
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The parameters used for the study were pitch, gain and reflaxion
coefficients. A thorough observation of the between—to—within
speaker variance ratio indicated that performance was improved
by long time averaging of the parameter set. The second and
sixth reflection coefficients averages showed higher variance
ratio.

A report on the AUROS (Automatic Recognition of Spedwms

by computers) project was presented by E.Bunge et al. [40]. It
elaborately described the feature extraction, classification
methods and finally the experiment and it's results. This paper
claimed a false acceptance rate of 0.94% and false rejection
rate of 0.87%.

A comparative study of two speaker recognition methods,

using Linear Prediction model had been conducted by L.Fasolo and

G.A.Mian [41]. The experiment was conducted with 500 phrases of

10 speakers recorded over a period of 3 months.

Techniques for extraction of speaker specific features
had been explained by P.Jesorsky et al. [42]. In this paper a
new, minimum—maximum-locating method for time normalization is

presented. It also discussed the feature extraction techniques
and some experimental results.
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Another method of text—independent speaker recognition
which almost resembles the human perception technique had been
developed by L.L.Pfiefer [43]. The vowel sounds were chosen as
the basis and vowel pooling was done without vowel recognition.
The sequential analysis in a dynamic fashion tested the samples
until a required confidence level has been achieved.

J.D.Markel and S.B.Davis [44] have conducted experi­
ments on Text-independent speaker identification with long term
averaged features of large data base. It was found that if the
averaging interval is increased, the probability of correct
identification increases monotonically. For an average interval
of 39 seconds a text independent speaker recognition rate of
98.05% was obtained.

A canonical discriminant analysis was applied to some
sub—spaces of observation space and personal factor spaces were
constructed which were used for text—independent speaker identi­

fication by H.Matsumoto et al. [45]. Decision was made by
likelihood measure derived from a posterior i probabilities in
the factor spaces. An identification accuracy compatible to
human listeners has been claimed using 21 dimensional observa­
tion vectors obtained from voiced segments of every 40 msec.
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H.M.Dante and V.V.S.Sarma [46] developed a sequential
identification technique for large number of speakers. Some
predetermined stages were included to reduce by classifying the
number of speakers and a tree classif er is used for final
decision.

An investigation to find out the possibility of
application of zero crossing analysis data in speaker
identification was carried out by C.Basztura and
J.Jurkeiwicz [47]. An experiment with 20 male speakers proved
the possibility of tracking the individual characteristics from
their voices using the zero crossing analysis of speech.

An entry control system with voice identification with
less than 6 seconds using four randomly chosen monosyllabic
words amongst sixteen words was designed by G.R.Doddington [48].

A sequential decision strategy was used in the method. The data
storage requirement is 9408 bits for the whole 16 words.

The long term zero crossing analysis of speech signal
was used for speaker identification by C.Basztura and
W.Majewski [49]. This work presented a method for defining
minimum length of window, in which the statistical distribution
is stationary in successive zero crossing intervals.
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Speaker verificatiion by human listeners over several
communication systems has been studied by C.A.Mc Gonegal et al.

[50]. The study reveals that speaker verification by human
listeners cannot be performed as accurately over mixed speech
transmission system as over the same transmission system.

Dynamic programming was successfully applied to
selection of features in text independent speaker identification
by R.S.Cheung and B.A.Eisenstein [51].

T.Tran Cao and F.Spronck [52] have presented a work on
the use of measurements of fundamental period and rate of zero
crossings in speaker identification. They measured the rate of
zero passage of audio signal and the first two derivatives of
French non-nasal vowels taking two time windows: the fundamental

period and a standard interval of 10 ms.

Dynamic programming procedures to extract the personal

characteristics using PARCOR parameters and the fundamental
frequency were described by S.Saito and S.Furui [53]. It was
found that the rate of similarity from the matched path is close
to the diagonal within the speaker whereas it is spread around
the diagonal in the case of match between the speakers. The
error rate in this method was found to be reduced to about 2%,
when tested with two words.
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Y.Grenier [54] presented another experiment for
speaker identification, where Linear Prediction parameters were
found to use co variance matrix. For decision, two methods were
used viz., Mahalanobis distance measure and the likelihood
ratio.

An elaborate study on speaker verification through
telephone suggests that normalization is required for the
telephone voice. A.Ichikawa et al. [55], first conducted an
experiment on identification through microphone using auto
correlation coefficient, linear prediction coefficients, PARCOR
parameters and Log area ratio and found that PARCOR parameters

give an identification score of 99.8%. when PARCOR parameters
were adopted to telephone speech, it was found that the score
was as low as 65%. The authors suggested. that a technique
involving average—se1f-inverse filtering which normalizes the
linear distortion of actual telephone voice and selected band
analysis with the use of pitch frequency for normalization of
non—linear distortion improves the verification score to 94%.

S.Nakakagawa and T.Sakai [56] reported the results of
a statistical analysis on static features of voiced sound
spectra and three dimensional representation of consonants on
the basis of dynamic features of the spectra. The paper also
presented different conclusions on the use of these spectra.
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A mini—computer based speaker recognition scheme was
presented by V.V.S.Sarma et al. [57]. A simple scheme for
recognizing 8 speakers using long term averaged features
extracted from short code words was found to give a recognition
accuracy of 94%.

An evaluation of the speaker recognition method using
LPC parameters in different environment viz., quiet room, dialed
up telephone line via direct hook up and suction cup tap were
performed by G.A.Mian [58]. Sentences were manually segmented
and evaluation was conducted on phoneme, on breath groups and
the whole sentence using minimum distance classifier.

M.Shridhar and M.Baraniecki [59] have discussed the
problem of noise in the speaker verification system and
investigated the possibility of a speaker verification algorithm
derived from an orthogonal parameter representation of speech.

A system for on line speaker verification was
described by U.Hofker and P.Jesorsky [60]. This paper discusses
various considerations for pre-processing, feature extraction
and classification to get a better performance.

W.D.Voiers [61] developed a listener method of speaker
recognition in which he employed factor analysis to identify the
elementary perceptual parameters of individual differences in
speech.
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H.M.Dante, V.V.S.Sarma and G.R.Dattatreya [62]
presented a multistage decision scheme for speaker recognition.
In this method one feature was used for decision at each stage
and final decision was made when the number of classes becomes

less than a predetermined value. The procedure was based on an
optimal stochastic control problem and a population of 60
speakers was tested in this method.

A speaker recognition system suitable for forensic
application was designed by E.Bunge [63]. He also investigated
the influence of telephone transmission, which is common in
forensic applications.

Another speaker verification system based on a feature

set of selected short—time spectra, long—time spectra, intensity
contour and stationary contour was developed by U.Hoefker et al.
[64].

A speaker verification with two stage classifier
employing only 391 bits of reference storage on a standard
magnetic identity card was presented by R.Geppert et al. [65].

R.Dubes et al. [66] used a method based on choral
speech for speaker recognition. The authors claimed that when
the voice channel is translated into choral speech. many of the
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factors affecting the system will be averaging out and the
system will beome more or less independent of text, language,
time and media of recording.

A review on Principles of Automatic Speaker
Recognition was given by P.Jesorsky [67]. In this he describes
speaker specific features, pre—processing and parameter
representation of speech signal, feature extraction methods by
statistical analysis, segment analysis and contour analysis and
also different classification schemes. Finally he investigates
various recognition schemes available.

A scheme for automatic speaker identificaiton for a
large population based on multistage, decision tree classifier
was proposed by H.M.Dante and V.V.S.Sarma [68]. A large number

of classes, after comparing with the given pattern, were reymted
in the first stage based on a subset of the features. The final
decision was taken using the remaining features after‘ a pre­
determined number of classifications. In this scheme the mnmors

used a population size of 30.

The importance of mood of the speaker in speaker
recognition problem was investigated by A.I.Menkiti [69]. He
examined the speaker identification in two methods viz., aural
and by analysis for different speaker moods.
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The problem of variability of speaker voice with
organic change as well as change of time was found to be tackled
by applying cluster analysis. M.H.Kuhn [70] has shown that with
this technique of excluding extremely untypical samples from the
training session, the performance was improved and the error
rate of 20% was reduced to 4%.

A system for access control using speaker verification
implemented on a mini—computer was developed by M.H.Kuhn [71].

Here he proposed a method of reduction of storage size, so that
the pattern can be stored in a magnetic identity card and the
verification system will have no restriction on the population
size of speakers.

M.Baraniecki and M.Shridhar [72] introduced a new
scheme to verify speaker from a speech corrupted by noise with
unknown statistics. When preprocessed with an adaptive noise
cancelling algorithm, the verification performance was improved
from 45% to 95%.

R.E.Wohlford et al. [73] conducted a comparative study
of four speaker verification methods. The four methods were:
short and long term averages, cepstral measurements of long term
spectral averages, orthogonal linear prediction of speech
waveforms and long term averages of LPG reflection coefficients
combined with pitch and overall power.
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S.Furui and A.E.Rosenberg [74] have suggested a new
technique where the fixed text utterance were represented by
time functions of cepstral coefficients expanded by an oruxgonal
polynomial. A dynamic programming technique was also used to
bring sample utterance representation into time registration
with reference pattern. The decision, based on the overall
distance, which was again a sum of local distances along the
optimal path associated with the time registration.

A real time automatic speaker recognition system was
implemented on a mini—computer by C.E.Chafei [75]. The four
characteristic features are extracted from the pitch of the
speaker. The system worked satisfactorily for l5 speakers with
utterances taken over a period of 6 months.

A low cost microprocesssor based speaker verification
system was presented by M.H.Khun [76]. The verification
procedure involves Bayes classifier with histogram approximation

of the probability density. The system requires, 256 bytes of
RAM memory and this was tested for 127 speakers. The reference

was updated after every successful verification and the verifica­
tion time was about 8 sec. with 1% false rejection and 2% false
acceptance.

H.M.Dante and V.V.S.Sarma [77] have studied speaker
verification based on a theoretical model useful for forensic
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application. Three methods using single feature, multiple
independent measurements of single feature and multiple
independent features were analysed in this paper.

M.H.Kuhn et al. [78] in another paper have discussed
the differences of customer acceptance in different application
areas like banking and military environment. He also indicated
the possibility of online user evaluation.

A study by H.Ney and M.H.Kuhn [79] revealed that the
time frequency matrix obtained from a 13 channel filter bank,
normalized with respect to long time averaged spectrum and
normalized via dynamic programming could be a very strong feaunm

set for telephone line speaker recognition.

Orthogonal parameters formed from the eigen values and

eigen vectors of the covariance matrix of the speech of a
speaker‘ were found In: be very useful in speaker verification.
R.E.Bogner [80] studied this technique and also the factors that
effect the distortion over telephone line. The method was based
on covariance of logarithmic spectral estimates and the results
gave an accuracy of about 95%.

A.E.Rosenberg and K.L.Shilpey [81] proposed a speaker
identification and verification system combined with a word
recognition 5Y5tem in Which 5 template distance measure was made

use of.
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The auto correlation function was subjected for study
in speaker recognition on telephone lines. H.Ney [82] came to
the conclusion that the clipped auto correlation function was
superior to simple auto correlation function both in the
simplicity of computation and reduced dynamic variability.
Dynamic programming was used for time registration and an error
rate of around 2% was obtained.

A text—independent real time speaker recognition system
was developed by E.H.Wrench Jr. [83]. A test conducted with 30
speakers with 10 seconds of speech gave a recognition
accuracy of 93—lO0%.

A dynamic programming based feature selection was
attempted by M.Shridhar et al. T84]. He has also investigated
the possibility of the use of orthogonal linear prediction para—
meters in the text—independent speaker recognition. A verifica­
tion accuracy of 96.5% was claimed with 8 optimally chosen
parameters generated from 100 seconds of time spaced voiced
speech for reference pattern and 5 seconds of speech for test
pattern.

A composite model of speech for speaker and word
recognition was presented by R.J.Fontana and M.S.Fox [85]. The
method comprised of estimating the underlying sub-source using



39

data compression technique and the switch sequences were derived
from these estimates. These switch sequences were then compared
in time domain and decision was made via variation distance.

A fixed text approach for telephone line speaker
recognition, based on the cepstral coefficients obtained from LPC
analysis of time functions and removing the frequency response
distortions introduced from the transmission lines was adopted by
S.Furui [86]. Time registration and distance calculation were
performed by dynamic programming technique and the decision was

made on the overall distance measure. A recognition accuracy
less than 1% was obtained in spite of different transmission
conditions.

One real time speaker verification system implemented
on a mini—computer was introduced by M.De George [87]. The
techniques for optimization like word selection, microphone
selection, training technique and reference template updating
were discussed in this paper. The particular work claimed a
recognition accuracy of 98.8% with a speaker base of 27 males and
15 females.

A software developed for interactive text-independent
speaker verification was presented by A.Kohen and I.Froind [88].
The different aspects of the problem and the results of a
verification system were also discussed.
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A comparative study of statistical features and dynamic
features were conducted by S.Furui [89]. The speech wave trans­
formed into a set of log area ratios and fundamental frequency
were used for the extraction of statistical and dynamic features.
In the case of statistical features, the mean value and standard
deviation for each time function and correlation matrix between
these functions were calculated for voiced regions of speech.
Using dynamic features, time registration of time functions was
performed. The long term effect of these features were also
studied in this work.

H.Ney [90] reported a method for speaker recognition of
telephone speech using the intensity contours and fundamental
period. The fundamental frequency was measured by estimation
procedure and a real time operation was assured by implementing
the system on a mini~computer or a microprocessor.

A study on the effects of acoustic features on speaker
identification by K.Itoh and S.Saito [91] concluded that
frequency spectrum envelope (FSE) is contributing too mcuh to the

speech and only by removing ESE the fundamental frequency and
tempo become significant. The study was conducted by using
synthesized speech signal processed by PARCOR speech
analysis-synthesis technique.
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S.Furui [92] developed a scheme which employed the
statistical feature of cepstrum viz., mean value, standard
deviation, fourier coefficients of each parameter and cross
correlation between parameters. More than 99.9% of accuracy was
obtained using a Inicrophone. False accpetance rate of 2% and
false rejection rate of 3% was achieved for an online verifica­
tion experiment using telephone speech.

Another comparative study on statistical and dynamic
features using for text—dependent speaker recognition method
presented by S.Furui [93] suggested that the statistical features
have advantages in calculation, memory size for feature and
recognition. It also attempted to combine these two features and
the effectiveness of the spectral equalization technique.

H.Ney and R.Gierioff [94] introduced a feature werwting

technique in speaker recognition. In which, weights were pre­
determined for individual feature components according to the
ability to distinguish between classes of speakers. These wenfims
are depending on both time and frequency.

R.Schwartz et al. [95] have investigated the applica­
tion of probability density estimation to text—independent spedqn
identification. The study was performed for two parametric and
one non—parametric PDF estimation and the performance was found
to be better in non—parametric estimation.
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A method for text-independent speaker recognition was
devised by N.Mohanakrishnan et al. [96]. In this method, they
included LPC, reflection cepstrum, log area ratio coefficients,
speech power spectrum parameters and inverse filter spectral
coefficients, as features and selected any two features for the
first stage of recognition. If there was any disagreement in the
result, another feature was made use of and the result was found
to improve.

A unified scheme for speaker verification was proposed
by M.Shridhar et al. [97]. They used an orthogonal linear
prediction model for verification and claimed a good result for
the test speech recorded in a noisy environment. The test speech
was preprocessed using a modified adaptive noise cancellation
filter.

H.Ney [98] suggested a speaker recognition method which

employs the spectrogram of a sentence. The time synchronization
of the test and reference template was done using dynamic
programming and the decision was made by the dissimilarity measure

after comparison of the two spectrograms.

A text—independent speaker recognition procedure
described by M.Shridhar and N.Mohanakrishnan [99] claimed an
accuracy greater than 99%. The procedure was implemented at two
stages using two different parameter sets and a confirmation was
done with a third set of parameter if controversy arose in the
first stages.
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A comparative study by J.Wolf et al. [100] showed that
the probabilistic classifier is much more superior to that of a
minimum distance classifier. A data base created from a radio
channel speech was tested and compared with the performance of
lab quality speech in this sutdy.

Another method based on a statistical model of the
speaker's vector quantized speech was introduced by K.P.Li and
E.H.Wrench Jr. [lOl}. The frequency—occurring vectors or
characters formed a model of multiple points with n—dimensional
speech space instead of the usual single point models. The
distance was also measured depending on the statistical distri­
bution of the models. An accuracy as high as 96% was claimed by
this particular sutdy.

A comparative study of the distance measures used in
the speaker recognition methods was conducted bytmshrflfimr d:a1.

[lO2]. Among the four commonly used methods viz., Mahalanobis
distance, maximunx a posteriori probability, nearest neighbour
criterion and the correlation distance measures, the nearest
neighbour criterion with a modification was found to be superior.

From a previous expeirmental analysis on the telephone
speech, based on the F0 statistics and low order cepstrum
coefficient, the results are found to be poor. In a study by
M.J.Hunt [103] feature set based on the frequencies of peaks in
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the short term smoothed spectrum was found to perform better for
the telephone speech, mainly because of the greater resistance to
the noise and non—linear distortion.

D.Helling and H.W.Strube [104] have described a speaker
identification and verification system in real time using signal
processors. In this method, a Euclidean distance approach was
used for decision and two feature reduction techniques were
discussed.

A study to find the best features for consonant and
speaker recognition by S.Nakagawa and M.Sakamoto [105] showed

that FFT cepstrum and LPC cepstrum are the most suitable para­
meters. In this work, it was specifically found that 18th FFT
cepstrum at an analysis frame length of 25.6 ms. with 5 ms. of
shift between frames are most suitable for the speaker remgnitkm.

M.K.Krasner et al. [106] conducted a study on the
speaker recognition using a radio channel speech data, which is
of poor quality and full of noise. This work suggested ways to
extract robust feature sets and a method for modelling and
classification.

A performance verification study of the communication
system for speaker identification was carried out by
P.E.Papamichialis and G.R.Doddington [lO7]. The listeners were
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made to identify the utterance comparing with a reference
utterance and the experiment was repeated for processed and
unprocessed speech, from same and different data base.

H.Hollien [108] suggested that speaker identification
can be effectively done using multiple vectors. In his paper he
considered four speech vectors viz., Speaker fundamental frammmcy,

long term speech spectra, vowel formant tracking and temporal
analysis vector.

In another approach for speaker identification by
C.B.A.Shaw Cross et al. [109] two dimensional half—plane lattice
parameters of spectrogram were employed. An FFT and Wigner
transform were used to process the raw speech data into a two
dimensional form suitable for lattice modelling.

A speaker verification system constructed from off—the
shelf components consisting of both hardware and software was
explained by D.E.Crabbs and D.P.Conard [llO]. They described the
system, starting from the analog speech acceptance, feature
extraction and template creation to the decision classification
and also performance verification.

H.Tananka et al. [lll] proposed a novel approach for
speaker identification based on a new parameter named Time
Sequence Matrix. In this method the zero crossing interval was
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extracted and plotted into a two dimensional lOxlO matrix. The
experimental results gave an accuracy of 94% with this method.

An operational evaluation of the speaker verification
system was presented by D.E.Crabbs and J.R.Clymer [ll2]. The
optimization of the system performance based on the results of
the experiment was also explained by them.

A speaker identification based on known voices
familiarity and narrow—band coding was presented by A.S.Nielson
and K.R.Stern [ll3]. A listening test was conducted over an
unprocessed and LPC processed channels from the voices of spamers
who were familiar with the listeners and it was found that the
processed speech was better for identification.

The channel variability problem was analysed for speaker

identification by H.Gish et al. [ll4].They have shown that the
channel invariant features can discard more speaker dependent
information and found that it was more effective when channel

variability was incorporated during training.

Vocoded speech was put into test for speaker recayfition
by S.S.Everett [ll5]. Six different voice processors were used
in the input side of the speaker recognition system. An accuracy
as high as 95% was obtained for different input filter
bandwidths.
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The use of vtctor quantization in speaker verification
was tried by F-K.Soong et al. (1161. A vector quantization code
book was used as an efficient means of characterizing the short
term spectral features of a speaker. A data base consisting of
isolated digits was used for experiment and 98% accuracy for
speaker identification was obtained. The system was also tested
for different code book size, number of digits, different
recording sessions etc.

Another work on vector quantization was reported by
J.T.Buck et al. [ll7]. For an experiment on 16 speaker popula­
tion, they obtained a false rejection rate of 0.8% and false
acceptance rate of 0.0%.

A speaker verification system for access control
discusses the issues of interfacing different microphones and
also the environmental variation. This was studied by W.F1ix and
M.De George [ll8}.

H.Kashiwagi et al. [119] used spectral envelope of the
linear prediction residual of speech for speaker identification.
The spectral envelope was obtained from the low time portion of
the cepstrum of the residual and a Euclidean distance between the
envelopes were used for identification. An identification rate
above 80% was obtained by this method.
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H.Noda [120] developed a speaker verification system
for forensic application where concatenation of inventory of
recorded syllabic units was tried for fixing the threshold. Here
a text independent speaker verification via telephone lines was
conducted. It was found that this method is superior to the
normal fixed threshold.

A.E.Rosenberg and K.L.Shipley [121] have introduced a
talker recognition system in tandem with a talker independent
isolated word recognition. A template based approach was adopted
for both these recognitions. An experiment with relatively large
population gave an identification error of 3.6 to 14% and an
error rate of 8% when tested in a speaker verification mode.

Performance of the human speaker recognition of LPC
voice processor was studied by Z.Uzdy [122] This study pointed
out that for‘ a very good speaker recognition a l1igh—frequency
data bandwidth is necessary.

M.Ganesan et al. [123] have demonstrated this speaker
identification and verification based on an acoustic data of
Hindi vowels using a sound spectrograph. The features extracted
from the spectrograph was fed to the computer for creation of
templates. A classification was done based on the Euclidean
distance between the test and reference templates. The expmdflent
was done by changing the parameters and utterances and results
were compared.
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A general review of the speaker recognition methods was
given by G.R.Doddington [l24]. He has discussed the different
methods of speaker recognition like listening, visual and cmmmter
techniques and the limitations of each method. The paper also
deals with text—dependent and text—independent methods and also
covers the state of the art.

G.Audiso and A.Caramella [125] have developed a speaker

verification algorithm which evaluate the probability density
function using a Parzen estimator with a hyperconic kernel. A
method for evaluating the radius of the kernel was also given in
this paper.

A system using template matching for both temrdemyflent

and text—independent speaker recognition was presented by
A.L.Higgins [l26]. A 10 sec. speech conversation could be
identified without any error using the above template matching
method.

A speaker recognition system for the field use (mfiside)
the lab environment), has been explained by MJLK.&m@ et al.[l27].

The system makes use of a regression technique for the combina—
tion of several features.

Assuming that the recognition of speech is a pre­
requisite for a good quality speaker recognition, M.De George and
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W.Fiex [128] have presented a speaker verification system
integrated to an access control environment which utilizes short
term spectral and temporal features. A field experiment was also
conducted by them using this system.

Cepstral features and energy are extracted in real time
and used in the speaker verification system by M.Burnbaum et al.
[l29]. A dynamic time warping method was used for distance
measurement and the reference template was updated after each
successful verification. Since the system was used in a dialed
telephone line, channel normalization and noise floor were used
to reduce the telephone line variation. An equal error rate of
19% was claimed by the authors.

S.Furui [130] has given an overview of the speaker
recognition technology and discusses various issues in this
particular field. The paper focusses on the effect of long term
spectral variability on the recognition accuracy and the ways to
reduce this effect.

An optimal decision threshold was determined by
N.Fak0takis et al. [l3l]. This was calculated from the distri­
bution of the intra and inter speaker distances by minimizing the
false acceptance and false rejection errors.

An overview of speaker recognition was presented by
D.O'Shaughnessy [l32]. The paper reviews various recognition
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techniques, and different distance measures, timing cmmudermjcns
and dynamic time warping. It also discusses template matching
technique and use of dynamic and statistical features. The
author looks into various techniques like vector quantization,
cepstral analysis and use of orthogonal LPC parameters. In
general the paper touches upon almost all the aspects of speaker
recognition.

A text—dependent speaker verification using vector
quantization source coding was presented by D.K.Burton [l33].
A source code book was designed to represent a speaker based on
his utterance and deviation is measured in this code book. The

experiment resulted into a false acceptance rate as low as 0.7%
and 0.6% false rejection rate with a speaker population of 16
true speakers and ll imposters.

A PC based speaker verification, using statistically
averaged parameters of speech was proposed by Michailov and
D.Milev [I34]. This method requires smaller memory capacity and
computation power. In this method, the parametric vector
representation was transformed into a new one, which reduces the
influence of phonetic content and the condition of recording and
also the information redundancy of the LPC.

The technique of frequency warping was found to be very

effective for speaker verification in noise by H.Noda [I35]. In
this method the higher energy portion like formant regions were
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expanded and low energy portion which is affected by the noise
was shortened in the spectrum. Then an LPC analysis on this
frequency warped spectrum was performed and the auto correlation
function derived from this to form an all pole model. The
spectral distance measures from this method was found to be very
effective in speaker verification especially in noisy envinmments.

A new method of Circular Hidden Markov Model (CHMM) was

applied in speaker identification by Y.C.Zheng and B.Z.Yuan [l36].
A distinct reference CHMM was produced for each person using
Baum's forward and backward algorithm. Classification was
effected depending up on the highest probability and results show
94% speaker recognition accuracy.

A template based approach for speaker verification,
using different distance measures was presented by G.Velius [l37].
He has also studied the variation by changing the length of whfiow
and the parameters chosen and the order of LPC—cepstrum analysis.

Euclidean, inverse variance weighting, differential mean weight­
ing, Khan's simplified weighting, Mahalanobis distance, and the
Fisher linear discriminant were the distance measures tested- It
was found that the performance varies depending upon the
vocabulary and an average performance of 5% Equal Error Rate was
obtained.
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J.Wilbur and F.J.Tay1or [138] used a derivative of
Wigner Distribution function called smoothed discrete Wigner
distribution. This was proved to be significantly more cmmimxmt
estimate over differing samples of a given word. with this the
formant frequencies are well defined and consistent over the
samples, which helped in speaker identification.

A Texas Instruments TMS3202O digital signal processor

based speaker verification system was designed by J.B.AUfiJi et a1.
[l39]. They have used a 37 dimensional feature vector consisting
of 12 PARCOR coefficients, 12 1og—area coefficients, 12 LPC
cepstrum coefficients and one normalized gain coefficient. An
overall error rate of 1.9% in text independent verification and
0.94% in text dependent verification was observed using this
hardware based system which carried out the verification in
almost real time.

2.1 PRESENT WORK

Text—dependent speaker recognition has shown a better

performance compared to the text-independent recognition. The
a priori knowledge of the text gives an opportunity of modelling
the phonemes. In this present work a model with knowledge base
and feed back network is proposed for speech production. Attamxs
have been made to relate the measurable parameters with this
model, since, the actual parameters in the model are not
measurable.
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Two approaches have been attempted for speaker
identification. Both the methods are employing the popular
template matching approach. In the first approach, a Fixed Text
Phoneme Model has been used. Using entropy from the probability

of occurrence of the text and the entropy obtained from the
timings of ,the spoken text, a template is generated for
comparison.

In the second approach, a Similarity Measure Method is
made use of. The feature measurements from the spoken fixed—text

are taken for the creation of the template. A weightage for each
measure is assigned when a similarity is observed during
comparison. The sum total of the weightages are taken as the
similarity measure for each speaker template. A knock—out method
is also used for the selection of the feature measurements
depending on their performance. A good performance is obtained
using a set of final feature measurements.



CHAPTER 3

E-‘_§‘3"’;f”$~'?3"F]E1’M: UJSEDZ1 Ffiififi.

THE ]E§"1\’.]?3‘]EF€..]I£\//‘n]E[""\-‘}"'l'F"



Ckapter 3

SYSTEM USED FOR THE EXPERIEEHT

3.1 INTRODUCTION

Most of the modern signal analysis and processing is
performed by digital computers. Using a small general purpose
digital computer one can apply a wide variety of digital signal
processing techniques to the speech communication problem. The
complexity of analog circuit is very high compared to the
digital processing. Moreover, the digital data is less prone
to noise. In any speech analysis problem, one always faces the
non—availability of speech data in a suitable digital form.
Usually a large data base is required for speech experiments.
Most preferably, the data should be available in the same
system.

A good solution for this is, a digitizing system
designed to work with the computer, used for the processing.
So, the same computer can control the digitizer and get on—line
data in the required form and can also store the data in its
own memory. Ultimately one can think of a computer system, in
which one function key converts analog speech to digital data
and another key activates on—line processing and a third key
converts the processed data into analog speech and so on.

55
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In an application like speaker identification and
verification, user expects a quick response from the system.
Considering the huge amount of computational analysis and large
number of comparisons involved in the problem, the system used

for the purpose must be fast enough. Though there are not many
real time identification or verification systems available, one
expects a reasonably fast response and result. Availability of
faster algorithms for analysis is another major issue. Above
all, one has to think of an economic system with all these
facilities. Taking all these factors into consideration, a
system built around a personal computer (PC) is an optimized
solution. It is the most inexpensive computer, with fast
processing capabilities. There are many fast software
algorithms, specially suited for digital signal processing,
available in PC. Besides, the development of hardware on a
Personal Computer is easy due to its open architecture.

3.2 DIGITAL CODING OF SPEECH

There are different schemes for representing the
digital speech viz., PCM, DM, DPCM and ADPCM. Among all these

coding schemes, PCM being direct and simple, is chosen for this
present system. A digital representation of analog speech is
always discrete in both time and amplitude. The sampling
operation makes the analog signal discrete and the quantization
in amplitude makes the signal completely digital.
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For a faithful representation of speech signal, at
least a 12 bit resolution is necessary which gives a reasonably
good SNR also. Using a 12 bit digitizer along with a 16 bit
computer makes the system faster and gives a good quality
representation of speech. In order to check the quality of
speech before and after processing, it is desirable to
reconstruct the digital data to analog signal. For this, an
8 bit DAC is used with the system. Thus the whole system with
a 12 bit ADC, 8 bit DAC and an IBM PC/AT gives the power of a
speech workstation.

3.3 SYSTEM OVERVIEW

The block diagram of the system is shown in Fig.3.l.
In this speech digitizing system one of the expansion slots in
a Personal Computer is used with an interfacing card. The
address lines from the computer are decoded in such a way that
it avoids clash with standard I/O addresses used in computer.
In the digitizing circuit, the microphone input is amplified
properly and band limited to 4 KHz by an active low pass filter
and fed to the ADC through a Sample and Hold circuit. Since
the system was designed for PC and PC/XT, initially the 12 bit
data had to be read into the computer through 2 latches and in
two cycles to match the 8 data lines of 8088 CPU. The sampling
rate of the ADC is controlled by feeding pulses to the Start of
Conversion (SOC) pin of ADC. The End of Conversion (EOC) pin



.$Nfl:m.E cowwmm mo Empwmflm xooam H.m.m;.Q

58

Lll _ _

._.¢wDU mun czmuwmmzua 185%

zqwaqa véflm 253 mzimmz HHV HDQHDD

T uuéz... . 4

3

Um,

H H M wuzj

w W E 4.3252m m w.  SE28

W 3

d 3 {A

AH.|_3

a C
m4:mm:

AHU 5%:

...q.ZuHn D Q Q uu._<z¢



59

is connected to the Sample/Hold pin of Sample and Hold circuit,
so that the data will not change during conversion. The
digitized data is stored in the main memory of the computer in a
separate extra segment. This data can be viewed by plotting on
the screen or listened back after reconstruction. For the
reconstruction of digital data, a pAC is connected through a
latch and the output of DAC is lowpass filtered and after proper
amplification fed to an output speaker. The selected portion of
data can be stored on to the secondary storage unit viz., Floppy
Disk or Winchester, for later use of data.

The complete control program for the system was developed in

a mixture of high level language and assembler. This gives the
user an easier way of programming. One can make use of the
memory management, graphic features and other advanced facilities

available in the higher level language. At the same time, using
the assembler enables, fine control of devices, which is not
possible through high level language. Through the software, it
is possible to select the sampling rate of data as well as the
reproduction rate of output speech after reconstruction. Since
8088 and 80286 processors have segment addressing, the data can
be stored in different segment addresses available in PC. Thus a
large amount of data can be stored. At a normal sampling rate
of 8 KHz, one segment of memory can hold about 4 sec. of speech.

Data stored in the memory can be examined by graphically plotting
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it on the graphic screen of PC, which is easily done through high
level language. The system software developed is very powerful,
that the system can handle many functions with the help of avail­
able hardware and deliver the power of a fairly good speech
workstation.

3-4 HARDWARE DESCRIPTION

Only essential hardware is developed for this system.
Special care has been taken to make use of all available facility
of the PC. So, the hardware developed for this system is sharing
most of the resources in the PC. The extra hardware developed is
kept outside the PC and interfaced with an interface card plugged
in the expansion slot of the PC mother board. On this interface
card, we have bidirectional gated tristate buffers for data
lines. This precaution has been taken to prevent any clash with
the normal operation of the computer. These gated tristate
buffers are enabled only in the selected address range by a
decoder circuit. The I/O addresses are also chosen with special
care to avoid clash with the standard I/O peripherals used with
the PC. The range selected for this particular I/O operations is
83OOH to 83OFH, which is not used by any other devices. All the
address lines are buffered and address range selection is done
through a small logic circuit. An XUSER signal is generated
using logic gates, which will be active only in the selected
range of address. The interfacing circuit is shown in Fig.3.2.
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The least significant 4 bits of address lines along
with the ifiggfi is decoded using a four—to~sixteen decoder, which

generates 16 separate addresses in the range 83OOH to 83OFH.
Then these decoded address lines along with TE and 5UT signals
from the computer are used to generate separate IN and OUT
addresses using an OR gate. Thus the addresses 83OOH through
B303H are decoded as input ports and 8304H through 8307H are
decoded as output ports. These address lines control and monitor
the devices and operations of the system. The decoder and
address generation is shown in Fig.3.3.

In the digitizing circuit, the microphone is the front
end. The signal from this microphone, which is only of the order
of a few milli volts is amplified to appropriate level and fed to
the Analog-to—Digital Converter. This ADC is working at bipolar
:10 volts, so that the level of the signal should be amplified
using an IC 741 operational amplifier. Two 741 IC's are used for
this amplification and a gain control potentiometer is provided
in the second stage of the amplifier for proper control of input
signal level. A second order Butterworth active low pass filter
is designed for bandlimitting this amplified input signal at
4 KHz. This filter circuit is also designed based on an
IC 741 op—amp. The band limitted signal, which is the output of
the filter circuit is now fed to a Sample and Hold circuit. An
LF 398 along with a holding capacitance constitute a S/H circuit.
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Binary (COB) for bipolar input signal ranges. In this present
system the input range is selected as :5 V and the output mode as
Complementary Two's Complement (CTC).

Once the analog signal is digitized by the ADC, it has
to be transferred to the computer. The BOC line status is
checked by the computer by periodically scanning this line which
is connected to a data line through a tristate buffer. Once the
EOC signal is issued by the ADC, the processor senses it and then
steps are taken to read the converted data into the memory. Since
the card was originally designed for PC and PC/XT, the data width
is considered to be 8 bit. Hence the 12 bit data from the ADC
had to be read into the computer in two cycles. This is done by
connecting this output lines from ADC to two latches and the
output of the latches are connected to the 8 bit data bus. Two
8282, 8 bit bipolar latches with tristate output buffer are
employed for this purpose in the circuit. The two latches are
write enabled simultaneously by the EOC signal from ADC and the

output data from the latches are enabled separately. The data
read from the digitizer is appropriately stored in the main
memory of the computer" at a pre—specified extra segment. The
conversion continues till the entire segment gets filled. Hence
at a sampling frequency of 8 KHz, it can hold 4 seconds of 12 bit
data. The complete digitizing circuit is shown in Fig.3.4.
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The logic control input of the Sample and Hold is connected to
END OF CONVERSION (EOC) pin of the ADC chip, so that the data

will be held unchanged during the conversion of the analog signal
by the ADC. The output of the Sample and Hold circuit is fed to
the analog input pin of the ADC. The ADC used for this is Burr
Brown ADC 85, which has 12 bit resolution and very fast con­
version capability with internal clock, comparators, reference
voltage and input buffer amplifier. The conversion time of this
chip is 10 microseconds. The Start of Conversion (SOC) signal
fed from the computer through the output address 8304H controls
the sampling rate of the signal. This signal is generated by
software. when an SOC is fed to ADC, the EOC pin will go low,
which holds the signal in the holding capacitance of S/H circuit
and at the same time start the conversion. After the conversion

of data, the EOC signal goes high and the S/H circuit will be in
sampling mode, which will start charging the capacitance. In the
ADC 85, various analog input signal ranges are available with
$2.5 V, i5 V, ilO V, 0 to 5 V and O to 10 V which can be chosen
according to the requirement. Facility is provided to trim
externally the gain and offset error. The converted data from
the chip can be taken out either in serial or parallel form
according to the clock and status signal. The output is availa­
ble in three different selectable binary codes. They are Comple­
mentary Straight Binary (CSB) for unipolar input signal range,
Complementary Two's Complement (CTC) and Complementary Offset
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There are many options for the user with the digitized
data. This data can be checked by plotting or listened back by
reconstructing or stored in the secondary storage units for
further applications. One can also straightaway go for the
analysis of speech. For most of these above mentioned processes,
PC facilities are exploited. But for the reconstruction of the
digitized data a special Digital—to—Analog Conversion circuit is
required. This circuit consists of an 8 bit DAC (National
DAC 0800), latches, filter and amplifier. The data bus of the
computer is connected to the input digital lines of DAC through
an 8282 latch, which is enabled when required using the address
8305H$ This DAC 0800 is a high speed, monolithic and current
output device. Since the output filter quality was not as
demanding as the input filter, a simple RC low pass filter is
used for the output analog signal from the DAC, which will band
limit the signal at 4 KHz. The function of the filter is to
smoothen the quantization effect and to move the high frequency
noise from the system. A power amplifier, designed with 810 IC
is used in the output side of the filter, which properly ampli­
fies the signal and feeds to the speaker. This reconstruction
facility will enable the speaker to check a processed data file
for quality enhancement/deterioration by listening back in the
subjective testing. Fig.3.5 shows this DAC circuit.
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3.5 SOFTWARE FOR THE SYSTEM

The hardware explained in the above section is
supported kn? appropriate software. The software developed for
this system is exploiting many inherent facilities of PC using
high level and machine level language. Some BIOS interrupts and
subroutines are made use of at certain points of software
development to make the system a self contained and powerful
speech station. The main program is developed in BASIC and when
there is some faster operation and some machine level control is
required, separate subroutines in ASSEMBLER is developed and
linked with the main BASIC program- This is achieved by the
facility provided for calling external subroutines in the
advanced BASIC available in PC. By developing programs in this

mixed level, the programmer need not bother about the file manage­
ment, screen manipulation, graphics and other complex features of
the computer which will be taken care by the Operating System
(OS) and compiler. But at the same time fine control is possible
whenever required with machine level programs, especially in real
time control of I/O devices. The approach adopted is that when a
faster and flexible operation is required, separate assembler
subroutines are developed and assembled into relocatable object
files. The main program is also compiled to an object file. The
subroutines are called from the main routine. The LINKER program,

available in the PC, links all these relocatable object code
files into a single executable file with absolute address.
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When subroutine calls are made from the main program,
there are some parameters to be passed between the modules. This
parameter passing from high level to assembly level and vice­
versa is a tricky affair. Instead of passingthe parameter, its
address is usually passed. The address of the parameter to be
passed are kept in the stack just below the 32 bit return address
(Segment and Offset: which is done automatically when a call is
made from the program). Since no POP operation could be carried
out first, the BP is pushed to the stack and then SP is copied to
BP as the initial operation of the assembly subroutine. Now
pointing the BP appropriately to the parameter addresses by
adding number of locations, one can exactly access the parameter
from the memory. This can be done by putting the address of the
parameter in BX register and moving the contents of the memory
points by BX to the required register. While returning from the
subroutine, the BASIC program assumes that the parameters are
lost from the stack. So to take care of this, one has to ignore
the contents of the stack when the parameter address is fixed.
Thus a RET 2*N instruction is used in the subroutine, which will

discard 2*N bytes from the stack, where N is the number of para­
meters passed. The BP is popped from the stack before this RET
instruction.

The software developed is user interactive. When the
main program is invoked, it will display a main menu on the
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screen as shown in Fig.3.6, from which the user can choose any
function he desires. This menu has six options with six differ­
ent functions. The functions available in the program are:

3.5.1 Zero Adjustment

This zero adjustment is meant for offset level of the
input signal. When this function is invoked, the program jumps
into the corresponding subroutine, which scans the data from the
digitizer and displays it on the screen at the same time. The
program initially issues an SOC signal to the ADC and then waits
for EOC signal from the ADC. When an EOC signal is detected,
this program will read the digitized data into a previously
specified location. This data indicates the offset level of the
input signal, without actual signal from the microphone. This is
also displayed graphically and numerically on the screen. A
scaled area corresponding to this value is displayed on the
screen in the shape of a box. This box will have the same size
in positive and negative offset, but numeric value displayed will
indicate the sign. This complete process is repeated till
another key is pressed. The user can adjust the offset to a
minimum, bringing the size of the box to a point and thus ensur­
ing the absence of noise in the input. A potentiometer is pro­
vided in the circuit for this purpose. Before all data storage
sessions, this zero adjustment was made in order to avoid un­
necessary noise in the digitized data.
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what we can do.

1 Zero adjusting
Data aquisition
Speech reconstruction
Plotting the data
Read data from files

Exit to DOS(DU'IJ_\\,..|[\)

Fig.3.6 Display of Main menu.
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3.5.2 Data Acquisition

This function is responsible for digitizing the analog
data and storing it in the appropriate memory location. When
the user selects this function, the program will ask for
sampling frequency. In this system the sampling frequency can
be varied according to the need. Since the speech signal is
bandlimitted to 4 KHz in the input side, the sampling frequeny
should be higher than 8 KHz. In some application, 10 KHz is
also chosen as the sampling frequency. The data has to be
sampled at an interval of 125 p sec. if the sampling frequency
is 8 KHz. So a delay has to be introduced between an EOC and
next SOC. This delay is generated by software instruction
loops, after calculating the execution time of each instruction.
Hence the sampling frequency is dependent on this clock
frequency of each system. Initially the delay is calculated
with a system clock of 6 MHz. If EE is changed, then the
sampling frequency has to be scaled according to the system
clock. when the users specify the sampling frequency, system
produces a beep along with a prompt to wait, while it
initializes the devices. The system starts sampling when the
beep stops. The program sends out SOC signal with the preset
sampling time. When the EOC signal is detected from ADC, the
program issues two successive output enable (OE) signals through
address lines to latches which take the digitized data into the
computer and stores this data in the successive locations
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starting from OOOOH offset address of the pre—specified Extra
Segment (ES). This offset addr 55 is then incremented after
storing the current data till the 64 KB locations gets
exhausted. If one selects 8 KHz sampling frequency, then 4 sec.
of speech can be stored in this 64 KB address available. If
needed, similar available ES can be used, with each segment
providing a 64 KB memory area. The MSDOS limitation in the main

memory restricts this to a nmximum size of 512 KB, which can
hold about 32 sec. of speech data sampled at 8 KHz. But at
present, only one segment is used for data storage. when this
memory area gets filled, the program generates another beep
along with ea prompt message indicating that the time is up.
Then the program automatically comes out of the function and
displays the main menu.

3.5.3 Speech Reconstruction

The speech reconstruction function will enable the
user to check whether the data stored is properly digitized by
listening back the reconstructed speech. One can check the
quality of a processed speech, either from the main memory or,
by calling it from the secondary storage unit. In this
subroutine, provision for reconstructing the whole segment of
data or a selected portion of data is given. The program asks
for number of samples to be reproduced and the starting point of
the data so that exact desired portion can be listened to.
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In this program also, the user has to specify the sampling rate
at which rate the data is fed to the DAC input through a latch.
The required delay between samples is generated by this
subroutine. At present, an 8 bit DAC is used in this circuit.
Hence the least significant four bits are truncated in the
computer, and only the resultant 8 bit data is fed to the DAC.
Facility is provided in this subroutine to plot or save the data
which is reconstructed and listened back.

3.5.4 Plotting of Data

This function facilitates the user to visually inspect
the data stored in the memory. For this function, the graphic
function available in the PC is utilized and a waveform of the
speech stored in the memory is displayed on the screen. In this
routine also, one can view the complete data or a portion of the
data stored in the memory. This selected view provides a sort
of zooming facility, which enables the user for a closer
examination of speech segments. A grid is also displayed for
proper graduation of the waveform, which can be toggled to ON
and OFF. The plotted data can be reconstructed for further
checking or can be saved into a file.

3.5.5 File Saving

This facility helps the user to store the required
portion or the full data files. The digitized data are stored
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in the main memory of the computer. After examining this data,
either by reconstruction or by plotting, the required portion is
stored permanently in floppy or winchester with file names. The
data can be stored in two file formats viz., Binary format and
ASCII format. In the binary format, the data are directly
stored in the floppy using the BSAVE statement available in
BASIC. When the data is to be used by other programs, it should
be in ASCII format. In order to store in this format, the
corresponding ASCII is calculated by the subroutine and then
saved. The user has to specify the file name and the format in
which it is to be stored. The ASCII file takes almost 5 to 6
times space compared to the BIN file for the same number of
data. But the BIN file cannot be typed on the screen directly
or accessed by external programs.

3.5.6 Reading Data from Stored File

This function in the program extends a facility to
read stored data file from the secondary storage media into the
main memory. The same two formats viz., Binary and ASCII, are
available in this function. The data stored in binary format is
loaded with a BLOAD statement in BASIC directly into the segment

at a specified location. ASCII data has to be reconverted into
binary and stored in the main memory. Once the data is read
into the main memory all the functions discussed earlier can be
utilized. The user can even concatenate speech by loading<fiffer—

ent data files in successive locations.
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3.6 CONCLUSION

The indigenous and economic speech digitizing system
described above with all the software and hardware deliver a
powerful facility of digitizing and storing the speech data
without much information degradation. From the stored data, the
features are extracted and used for the speaker recognition
experiment. With proper development of software one can modify
the system for online recognition purpose.
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Chapter 4

USE OF FIXED TEXT AS A TOOL

4.1 INTRODUCTION

Speaker Recognition problem is generally tackled by
two approaches namely, text—independent/fixed text approach
and text independent/free text approach. As their names indicate
the former one makes use of a specified text for both reference
and test and the latter makes decision from any text spoken
by the speakers. In the earlier works of speaker recognition,
the decision was taken by human beings either by listening tests
or by spectrographic visual examinations. In either methods
a text is involved on which the method mainly depends [2,1].
The usage of this text varies as in certain methods the words
in isolation were used for recognition by listening techniques.
In some other methods, these words were used in fixed contexts
or in random contexts in listening test [9]. However in spectro­
graphic methods, the-visual comparison was made of a fixed text
[8]. In the fixed text approach, the system searches for speci­
fic, previously fixed features at specific locations in the
given text.

Later, when computers were put in place of human beings
for decision making, new techniques were also evolved. At this
stage, text—independent speaker recognition was also proposed
[7]. In this method the speaker is free to speak any text and
the system searches for speaker dependent features or patterns
for taking appropriate decision.

78
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Both these approaches have their own advantages and
disadvantages. Depending on these, they are put in some specific
applications. In the text—dependent approach, the system is more
or less calibrated with both the reference and token and thus it
has more control over the situation. In this approach different
training sessions are possible from which one can choose the most
appropriate and efficient text which can be reduced in size.
Since an a priori knowledge of the text is available, the best
speaker dependent features can be employed in this method. Hence
one is free to choose the text as well as the features best
suited. One can achieve better calibration of the input speech
token with reference speech material which in turn will have
control over the speaker as well as the speaking environment.
Generally, recognition performance is better in fixed text
approach due to the above mentioned reasons. But due to the same

reasons, the approach cannot be employed in an application, where
one has to recognize a hostile/non-cooperative speaker. Thus the
applications of the fixed text approach is restricted to security
applications like restricted entry and banking transactions,
where the speakers wish to be identified and tend to be most
co—operative.

In contrast, when any control cannot be maintained one
has to depend on the free text/text—independent approach. This
approach is most suited to forensic applications where the
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speakers are either hostile or the reference material could be a
telephone speech or a recorded speech. Here, from this reference
the system will formulate certain features which will be searched
into the speech token of the suspected speaker. In this
approach, the system does not have an apriori knowledge of the
speech token and it can only look for the features/patterns until
they occur in the text. So naturally a longer text is required
to get a very good recognition performance. In this approach one
cannot have any calibration or alignment with the reference
sample. Since the size of the text required is very large, the
memory size and computation time are very demanding in this
approach. The most difficult problem in this type of application
is to establish a valid statistical model upon which verification
decision may be based. This is because of the lack of control
over the speech signal and speaker and also because of the
difficulty in predicting acoustical and transmission conditions.
Even if one can have a statistical model for the verification
decision, the lack of control in text—independent application
leads to poorer performance than the application of fixed text
approach [l24].

4.2 FIXED TEXT APPROACH IN THE PRESENT METHOD

In the present method, which is a model based approach,
a fixed text approach is preferred mainly because of its
simplicity in implementation. It was felt that for a template
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matching technique adopted in this method, a fixed text approach
is more suitable. Since the same text is used for creation of
reference template during training session and the token template
during the test phase, more control and better calibration can be
maintained. Moreover, theaapriori knowledge of the text and its
pattern helps in choosing the most suitable features in advance
which will improve the system performance and the computation can

be effectively utilized. The analysis involved in text­
independent approach is larger than in the text—dependent
approach which will take considerable amount of computation time
in this present set up and the memory requirement is also large.
So a fixed text approach was finally decided upon. This reduces
the problem dimension considerably. Several trial sessions and
training sessions are conducted which finally reduced the size of
the text and hence the algorithm works faster.

4.3 SELECTION OF PHRASES

Selection of the phrases for this experiment is very
vital. Since a fixed text approach is adopted in a template
matching method, care has been taken for including phonemes and
words which are more speaker dependent. Though there is a view
that all phonemes are speaker dependent, it is proved from the
earlier works that some phonemes are more speaker dependent and
have a better role in the recognition. Earlier studies indicate
that voiced sounds or vowels are more speaker descriminating than
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unvoiced sounds [34]. Nasals are also found to be speaker
dependent phonemes. The nasal coarticulation with other sounds
was studied in detail by Su et al. [21]. This study has shown
that nasal coarticulation is a very good feature for speaker
recognition and it is specifically pointed out that coarticul~
ation of /m/ with a vowel has strong speaker dependence. The
characteristics of these coarticulation is found to be very
difficult to change, which suggested that it is non—susceptible
to mimicry.

In certain other previous works it is found that front
vowels, high vowels and nasals possess greater speaker descrimin—
ation capability than other vowels [23,24].

Though the features used in these earlier works were
different from the features used in the present method, it is
assumed that speaker dependency remain the same for these
phonemes. Since pitch is considered to be a speaker dependent
feature, it is more appropriate to conduct a pitch consistency
study for some selected phonemes. Thus long vowels /a/, /i/ and
/u/ are taken for this study. Different words consisting of
these sounds between different other phonemes at different
environments are studied. The data samples are taken using 8 bit
and .12 bit digitizers. The pitch is determined by ea cepstral
peak method. The words chosen are in Malayalam language and have
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CVC or CVCV nature. Thirty words are selected for different
phonemes and these three long vowels are examined. Plosives,
nasals and affricates are also included in these phonemes. From
the results it is found that absolute consistency in pitch is
impossible. The pitch periods are slightly different for the
same vowel in different contexts, environments and sampling
set up. when a tolerance of i500 microseconds is given,
consistency is maintained in the pitch for all the three
vowels in different phoneme contexts. But a variation of
t75O microseconds is observed for samples taken in different
surrounding environments. It has very large variation in the
pitch periods for the samples taken at 8 bit and 12 bit sampling
set up. Among the three vowels, /u/ has shown maximum
consistency especially when it follows the nasal /m/.

Considering the aforementioned factors and adopting to
the specific requirement of this method, a phrase set consisting
of four phrases is chosen. Each phrase consists of four words.
In this method an entropy vector formed from the probability of
occurrence of phoneme is taken for template creation. For this,
the phonemesare to be distributed almost uniformly throughout the
phrase set. Thus, after some trial and error method the
following phrase set was used.
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DROP COIN AFTER TONE
PUSH YELLOW AFTER BELL
CLOSE DOOR AFT3 PARTY
RIGHT ROTATION OPEN DOOR

In this method, along with the entropy vector, the
timings of the phonemes, words and phrases are also being used.
So segmentation of the phrases is essential. Since the timings
are critical and a manual segmentation will lead to errors, an
automatic segmentation method is employed. This segmentation
algorithm is based on the energy envelope of the words. At the
first level word segmentation is tried. But it is observed that
two phrases show error in segmentation for some speakers
specifically. This error is due to the nature of the words in
that phrase and also the speaking habit of the speakers. The
problem could have been removed by asking the speakers to
introduce silence in between the words. But this could affect
the naturalness of the speaker. The trailing end of one word is
merged with the starting of the next word making it difficult for
word segmentation. This is because the region of ending of one
word and starting of the next are closer in the vocal tract. To
avoid this difficulty, an alternate set of phrases after making
modifications and incorporating new words is selected. Here the
error creating adjacent words are replaced with words which have
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natural silence in between. Since one word ends at one region
and the next word starts at a different region, distinctly apart
in the vocal tract, merging of words is avoided.

Thus the new set of phrases is

DROP COIN AFTER TONE
PUSH BLUE AFTER SPEECH
CLOSE DOOR AFTER PARTY
RIGHT MOVE CLOSE LOCK

4.4 CONCLUSION

The new model proposed for speech production and hence

speaker recognition calls for a fixed set of phrases. These are
chosen after due consideration given to speaker dependent
phrases, brevity and ease of use. After trial run on the system,
further modifications were introduced and the final set of
phrases chosen is well balanced and free from segmentation
problems.
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Chapter 5

FEATURE SELECTION AND EXTRACTION

5.1 INTRODUCTION

In pattern recognition problems, one has to always
consider the dimensionality of the pattern. Features are pattern
descriptors, having lower dimension. These features are imgntant
in representing a pattern and characterizing the discriminating
properties of pattern classes. The complexity of the algorithm
increases with the number of patterns and their dimensions There­
fore it is essential to restrict the number of patterns to the
most important and having discriminatory information. This in
turn will reduce the hardware requirement and also the cost of
measurement extraction. The dimensionality reduction in most of
the cases improves the performance [43].

The reduction in dimensionality is carried out in two
ways. In the first one, the least contributing measurements to
the class separability are identified and eliminated. Thus a
subset of the superset is chosen by ignoring the redundant and
the dispensable measurements. This process is called feature
selection. In the second method, the measurements are mapped
into a lower dimensional feature space to reduce the dimension.
This is called feature extraction. The important points to be
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considered for feature selection and extraction are the feature
evaluation criteria, the dimensionality of the feature space,
the optimization procedure and the form of mapping.

5.2 FEATURE SELECTION METHODS IN PATTERN RECOGNITION

5.2.1 Probablistic Method

This method is considered in terms of error 'e' in the
two class problem. when the two probability density functions
overlap, the error will be maximum and when the PDF's are non­
overlapping the error will be zero. There are several prommfility
distance measures available of which Mahalanobis distance measure

is very popular and commonly used in many speaker recognition
methods.

I -I
U12 - MI) 2 (H2‘ Pa) (5.1)D.­ II1 . . .

Where  are mean vector and Z 15 the covariance lTlat]I'1X.

5.2.2 Probablistic Dependence Measure

In this approach two random variables are involved
viz-, a pattern vector and the class. An observation of the
outcome of the former enables one to make a decision about the

latter. Conditional density function is made use of in this
method. In situations where the pattern vector and class are
independent, the method fails in classification.
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5.2.3 Entropy Method

Entropy measure is also employed for feature selection.
As a posteriori probability is calculated to determine how much
information has been gained from the experiment. If all the
classes are equally probable, then the information gain is mhflmal
and the entropy is maximum.

5.2.4 Interclass Distance Measures

In this method, it is assumed that the pattern vector
of each class occupy distinct region in the observation space.
The average pair-wise distance between the patterns in the set is
a measure of class separability in this space. The Euclidean
metric is a common interclass distance measure in speaker reamnL—

tion problems.

5.3 FEATURE SELECTION CRITERIA IN SPEAKER RECOGNITION

Speaker recognition problems exclusively have to meet
certain specific criteria for the feature selection, which depauk
on the measurements of speech characteristics. These criteria
can be listed as shownbelow [l0].

1. The features should occur naturally or frequently in normal
speech.

2. These features should be easily measurable.
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3. They must vary as much as possible among speakers, but must be
as consistent as possible for each speaker.

4. They should neither change over time, nor be affected by the
speaker's health.

5. They should neither be affected by reasonable background noise
nor depend on specific transmission characteristics.

6. They should not be modifiable by conscious effort of the
speaker or at least be unlikely to be affected by attempts to
disguise the voice.

Practically it is impossible to incorporate all the
above criteria to make the recognition system foolproof.
Especially the last mentioned three are most difficult to adopt.
So one has to make an engineering compromise.

5.4 FEATURE EVALUATION IN SPEAKER RECOGNITION

There are different popular methods used for feature
evaluation in speaker recognition problems. The F-ratio analysis
is one of these evaluation techniques for speaker discrimination
ability of the features. In speaker recognition, a parameter is
said to be good when the individual speaker probability distri­
bution is as narrow and as widely separated as possible. The
F—ratio can be defined in other words, as the ratio proportional
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to the variances of speaker means to the mean of the speaker
variances. when the individual speaker distributions are farther
apart and narrower, the F—ratio value is higher and the parmmmers
are selected as suitable parameters [5].

Discriminant analysis is another feature evaluation
technique in speaker recognition. In this method new features
are created with linear combination of the original features.
The optimum linear transformation of the original feature space
is determined by a combination of eigen vector analysis and
F—ratio technique [23].

The draw back in these two feature evaluation methods

is that the features with high F—ratio may not contribute much to
the performance of the recognition system, than a feature with
lower F-ratio [23].

Another evaluation technique uses a knock out method.
The stress in this technique is that the features selected should
contribute to the performance of recognition. If a set of N
features are available for evaluation, the effectiveness of a
subset of N—l features is considered and the error performance is
determined. By this method, the most effective subset (N—l) is
chosen and the single feature is eliminated or knocked out. Then
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a subset of (N—2) is chosen and the same elimination technique is
used. This process is repeated till all the features are knocked
out and the effectiveness is arranged in the reverse order [23].

Dynamic programming methods are also used for deter­
mining feature effectiveness [51].

5.5 FEATURES USED IN THE PRESENT METHOD

Though there are many feature selection and evaluation
methods, there are not many standardized features in the speaker
recognition systems. The features used in different methods are
dissimilar. Many features are claimed to be successfully used in
different recognition systems. Using all these features in a
single system is not practical due to various reasons. A possi­
bility of using a few features in this method is studied.
Attention is given to features which are easily measurable and
implementable in a small computer system at a reasonably good
performance. Avoiding very complex features, one can save a lot
of computation time and make the system faster. An appropriate
knock out method is adopted by critically examining the
performance. A few measurements which are felt as simple are
chosen for this purpose. Different combinations of these feammes
are used in the method and performance is determined. The
features whose contribution is small are left out.
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The features selected in this method are

1. Short—time energy

2. Zerocrossings
3. Autocorrelation function (ACF)

4. Pitch by time domain symmetry and

5. Phoneme timings, transition times and their entropy
from the utterances.

The features energy, zerocrossings and ACF are successfully used
in one or other forms in the earlier methods [l9,20,22,25,50,92]
while time domain symmetry measures is a new technique used in
this method. The duration of speech was also considered in some
earlier methods [l,lO]. In some features, the measurements taken
are different from those adopted in the earlier methods.

5.5.1 Feature Extraction

While some of the simpler techniques are adopted
directly from previous methods, others are extracted using simple
techniques as explained below.

For finding the short—time energy, a segment of fixed
length (600 samples) at maximum amplitude region of each word in
the phrase is chosen and the energy is determined.
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The number of zerocrossing within a length of four
pitch periods is determined. The number of positive peaks within
this same period is also taken as a feature measurement.

The Autocorrelation Function of 512 points is deter­
mined using an FFT method. From this ACF, the distance between
the first two prominent peaks, slope between these peaks and
number of smaller peaks within these peaks are taken as
measurements.

5.5.1.1 Time domain symmetry

Since time domain symmetry is a new approach for pitch
detecting, it is discussed in detail. This feature is mainly
selected because, the fundamental frequency or pitch is a very
important speaker discriminating feature in many speaker
recognition systems [5,lO,l8,23,33,37].

It is an accepted fact that ‘the voiced sound has a
periodicity and determination of this periodicity leads one to
pitch detection. There are different standard algorithms used
for this purpose viz., Autocorrelation, Center clipping method
and cepstrum method [l44,l45]. In most of these methods, some
type of transformation is involved and also the computation
involved is lengthy. So a new approach was felt necessary and
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has been tried for detection of pitch which in turn is also
a speaker dependent measurement. The symmetry check is purely
a time domain method and mathematically less complex.

The basic principle is that of extraction of the periodi­
city" of the voiced signal. It is well accepted that speech
signal is a complex signal and it is the convolution product
of the fundamental frequency generated by the vocal chords and
the harmonics generated from the vocal tract. Thus there are
two significant components viz., the slowly varying signal corres—
ponding to the vocal chords and rapidly varying signal component
corresponding to the vocal tract harmonics. In other words
one component corresponds to the pitch and the other component
corresponds to formants. Fig.5.l shows a typical voiced sound
segment. In this method, the main task is to filter out the
effects of vocal tract and extract only the slowly varying funda­
mental frequency component.

An algorithm has been developed for this pitch detection.
This algorithm works on a window based operation. The symmetry
in the window is checked every time and if it shows a symmetry,
this window is considered for pitch. Initially a small window
of 32 samples is considered. Correlation coefficient of the
samples in that window is determined. If the correlation coeffi­
cient exceeds a threshold value, the periodicity is checked
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with other symmetry measures, these symmetry measures are average,

rms and rate of change of the samples in the window. For this
purpose, the samples in the window is divided into equal halves
and these measurements are determined. The difference in each

measure gives a symmetry measure. The three symmetries are
determined by

N/2 N N
A = ( fi%§:E:xi- fi%§ 2 xj) E xi (5.2)

i=1 j: 5+1 i=1N/2 N2 L l 2 % l 2 %
R = ( E73 §E:(Xi)2 — E75 N (Xj) ) —fi— 5;: (Xi) (5-3)i=1 '=—- +1 i=132

ZN/2 N
C = ( E :. (Xi‘Xi+1’ ‘Z (Xj‘xj+1) (Xi‘xi+1) (5'4)
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n
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where A, El and C are normalized symmetry coefficients corres­
ponding to Average, Root Mean Square, and Rate of change. N is

the total number of samples in the window considered and Xi
is the ith sample.

The total symmetry of the window can be computed to be

T = 1/3 (A+R+C) (5.5)
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From eqn.(5.5) it can be observed that when T = O;
the signal corresponding to the samples in the window shows
an absolute symmetry and when T approaches 1 it shows maximum
asymmetry or lack of periodicity. A threshold value of T is
fixed by trial and error and the window of samples falling within
this threshold is taken as periodic. The period corresponding
to half the number of samples in the window (N/2*ts, where ts
is the sampling time of the signal) is taken as the pitch period.
If there is no symmetry in the window considered, the window
size is changed and symmetry is again checked in the same manner.

The complete algorithm, experiment and results are given in
Appendix A. Upon confirmation of consistency the technique
can be accepted as a good and easy technique for determining
pitch period.

Once the pitch period is detected, the intermediate
measures viz., average, RMS and rau2of<jmnge of symmetry coeffi­

cients and pitch number are taken as valid measurements for
speaker recognition.

An attempt is also made to define a set of relationships
between the features selected in the current work and elsewhere
and ea new model for speech production. This is presented in
a subsequent chapter after presenting the model.
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5.6 CONCLUSION

A method is explained in this chapter which selects
features similar to those established method but with different
techniques of measurements and evaluation. A suitable strategy
for knock out of features is also developed. A reasonably good
performance is obtained using a set of features chosen in this
method.
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Chapter 6

A KNOWLEDGE BASE SPEAKER RECOGNITION MODEL

6.1 INTRODUCTION

There have been many approaches to the Speaker
recognition problem. Many of these approaches are based on
models for speech production. A universally acceptable model for
speech production in human beings is yet to be established. Most
of the models are based on the physical human vocal organs as

__shown in Fig.6.l. ' __
G9.!.i-‘-E’3‘T-GI f-3:-,~-;,..:9)

BAJ3

Generally, speech production is divided into three
stages viz., Generation of voice source, Articulation and
Radiation. These three stages can be shown in simple blocks as
in the Fig.6.2.

A complete representation of the actual speech prmiming
mechanism is not possible since, many of the related processes in
human beings are yet to be explained. Electrical equivalence of
the physiological organs is employed to explain the process [l4l]
According to this equivalent circuit, the voice source is
simulated by a train of periodic pulses and triangular waves
whose period and amplitude correspond to pitch and intensity of a
voice source. An unvoiced source is simulated by white random
noise whose average power corresponds to average turbulence enagy.

99



;§§T'”r Nasal Cavity” CONSTRICTION

Velum

<—“;;;;NANCE4—­N
Fig.6.1 Physical Human Vocal Organs for Speech Production



4l.~HnHOHwuV.0.?P

Haowmznmm

Q

Empwmflm xoodmw cowuoswopm 58% mo mmwooum Hmucwemvcnm ~.o.mE

noflflvam

u._.0fl...H.H. d0O0> unfl.

fiomwwaflowuhaw

@0.HHH0W

MUHOK/.



102

Articulation is simulated by the connection of resonance circuits
in series and in parallel. Radiation is simulated by serial
connection of L—R elements. The output is picked up as a voltage
difference across the L element and R represents the loss of
energy by radiation.

Large amounts of analyses have'been conducted on speech,

and as a result different models have been proposed. Fig.6.3,
6.4, 6.5 show some of these models. But all these models are
only good approximations to speech generation. There is no model
which accurately represents human speech system, particularly the

‘impulse trains‘ and the motivation for producing a sound.

In the present discussion a model has been suggested,
in which a Knowledge Base (KB) plays a pivotal role with a feed
back system in the production of speech. As mentioned earlier
the models accepted widely employ ‘a train a periodic pulses‘ or
'gaussian random noise‘ as the source signal. The model gmesamed

here tries to find out how these trains of pulses are generated.

6.2 A HEURISTIC APPROACH

Instead of a mathematical model, a heuristic approach
leading to a model is presented. Man communicates with the help
of developed languages and speech. Hence speech is a very
powerful communication tool. If we examine the history of spoken
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languages in human beings, it can be seen that ancient people
communicated using sounds and gestures. For every action and
material objects around, they produced special types of sounds
by which they could convey the idea. By a gradual learning
process, man developed language which passed through different
stages and reached the present day form of organized speech.

People in different parts of the world speak different
languages and each language is spoken in various styles.
Linguistic experts explain these aspects assuming that there is a
basic set of ‘root’ sounds from which sets of languages developed.
There are certain 'sounds‘ and terms common to more than one
language. This might be because, speech did not originate from a
single place. Human beings have developed their instincts to
speak independently in different parts of the world and each of
these independent endeavor gave birth to individual languages.
It can therefore be said that eventhough the basic physiological
features are universally the same in humans, geographical and
other aspects are likely to influence the sound producing
mechanisms to the extend of affecting the input pulse trains.

One can introduce the concept of Knowledge Base in
human beings. This knowledge base contains different knowledge
regarding various human related activities. Initially, the KB,
which is the part of human brain, contains very little knowledge
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about speech. Gradually through learning process, the KB is
expanded and man is able to generate speech in the required form.
This process is observed in the case of children, who learn to
speak. At the time of the birth, their knowledge regarding spaxm
is practically nil. Currently some experiments have established
that a certain amount of prenatal KB exists. The only instinct
of a new born baby is to cry. Studies have shown that even the
cry of a child is of different styles at different situations and
are classified as Call cry, Hunger cry and Anger cry [l42]. It
is also noted that one who is closely associated with the infant
(eg., Mother) can easily identify this. When the baby grows, it
produces some other sounds and tries to imitate the elders. He
is expanding his knowledge base by listening and watching the
people around him.

The knowledge base is associated with ‘learning process‘
and a feed back system. In the case of human beings, the feed
back system for speech is the auditory system. This child tries
to master speech by trial and error method. He closely watches
the elders and tries to generate similar sounds. If he finds it
matches with those sounds, the parameters corresponding to that
speech is stored in his knowledge base. The knowledge base
developed by each child depends on the environment in which he
grows. That is why the child speaks the same language the people
close to him speak and most often he adopts a similar style of
speech.
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Though the style of speech and language spoken by the
children are similar to that of elders, there is distinct
variation between their sounds. Each individual's speech is
different from others‘ One main reason is that, physical size
and shape of vocal organs in each person are different. Thus
even with the same knowledge base, the sound produced might
differ. Another reason is that, the knowledge base developed by
each person is distinctive. During the learning process, the
child is associated with different people, whose styles may be
different. Thus the child develops a knowledge base, which is a
mixture of all the styles and languages of the people close to
him. Moreover, the parameters in the KB are only approximations
due to the trial and error. Hence, depending on the people
associated with each individual and the environment, each person
develops a unique knowledge base.

6.3 A KNOWLEDGE BASE SPEECH MODEL

According to this model, sound producing physiological
organs are influenced by an individual's knowledge base. When a
person feels like speaking, the control parameters corresponding
to those sounds are sent to the mechanism which controls each
stage of speech production. A feed back mechanism is always
active, which corrects the speech and knowledge base when
required. Fig.6.6 shows the block diagram of this model.
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The knowledge base and the feed back network are the
novelties of this model. When a sound is to be produced, the
parameters residing at specific locations in the knowledge base
is transmitted to an intermediate unit called Impulse Generator.
This unit will generate impulses at a required rate which control
the air pressure and the rate of air flow. The output of this
unit is a function of time and pressure, g(t,p), where t and p
are parameters controlling the rate of impulses and
pressure of air.

The vocal tract and nasal cavity are modelled as a time
varying filter. The filter coefficients can be taken as a
function of frequency and volume, h(f,v). The factors controlled
by the filters are the shape and resonance frequencies. When the
impulses pass through this time varying filter, these two
functions are convolved and an output function is produced from
the radiator, X(t,p,f,v).

The speech system is a closed loop system in which
there is a feed back and correction network. These networks are

shown as oc and fl in the model. ac and g networks keep
track of the sound output and each one checks the parameters in
comparison with the knowledge base. oC network traces g(t,p) and
the change in this function g(.At, Ap) is applied to the impulse
generator which will correct the subsequently generated impulses.
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Similarly fl network traces the function h(f,v) and the corraxjon
factor h( Ai, Av) is applied to the time varying filter. In an
ideal case, the difference between knowledge base parameters and
actual speech output parameters is zero.

XKB (t,p,f,v) — Xop (t,p,f,v) = O (6.1)
then

g(At,Ap) = O and
rm Af,‘av) = O

which means that there is no correction factor applied to the
system. But this ideal condition never arises in a real life
situation. In a speech synthesizer, when fixed impulses are sent
to produce a sound, keeping all other factors unchanged, it
always produces the same sound. There is no feed back mechanism

in a speech synthesizer. But in human beings, the speech
produced at different times are different, in spite of the same
knowledge base. This is because of the dynamic nature of human
speech. There is an error between the stored parameters and the
actual sound parameters made available through the feed back
network and <m1 a dynamic basis, this error is corrected. The
existence of the feed back Inechanisni is obvious from the fact
that deaf persons are normally dumb. In general those with
hearing impairment, particularly children, exhibit difficulties
in speech production too, irrespective of whether the speech
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producing organs are in good order or not. In the case of deaf
individuals, their feed back mechanisms do not help them either
in learning or in correcting and hence the knowledge base
regarding speech might be empty.

The error probability in the speech of human beings is
a unique feature which is different for each speaker. The
approximations and comparisons made by each person are different
and hence their knowledge base and error probability are also
unique. The existence of the feed back network is the main cause
for the intra-speaker variability. This network tries to correct
the speech dynamically, while it is being produced. So variation
for the same speaker is possible. But the error pattern is mfigue
for each speaker and varies only within certain limits. Thus
recognition of speakers is possible if one can measure these
error probabilities in the speech. The feed back network comges
the error pattern with the patterns corresponding to each speaker
stored n1 the knowledge base and the human system takes an
appropriate decision. The recognition is assured only if the
pattern is available in the KB; ie., only if the person is known
earlier to the recognizer.

Nevertheless, it is not possible to measure the exact
error parameters, which the human system generates. This is
because, it is still unknown precisely what a human being
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measures internally. The knowledge base is not measurable
directly, so are the impulses and other parameters introduced in
this present model. One has to derive these parameters from the
quantifyable and measurable features, which can be extracted from
the actual speech output.

However, it stands to reason to believe that the human

recognition is based on simple parametric comparison since
recognition ability is inherent in human beings. Even without
much intelligence, recognition is possible. A small baby can
recognize his mother's voice. similarly, pet animals, whose
intelligence is very low compared to human beings, also can
recognize their masters‘ voice. Assuming that the recognition
process in all these cases are same and only the size of knmdedge
base is increasing, one can contemplate on simple techniques.
Considering the tremendous size of the knowledge base in human
beings, if very complex measurements and techniques are involved,
definitely the recognition cannot be so fast and natural as is
experienced. Taking all these factors into consideration, simple
and easily measurable features are used in this present method
relating them to the model.

The relation between some of the speaker dependent
features and the speech model are examined here. Pitch period is
a largely used feature in many earlier speaker recognition meumfls

[3—6,8,lO,l8,37,90]. The pitch period is a direct implication
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of the impulses and it's rate. This can be expressed by a
function of time and related to the function g(t,p) in the model.
Formant frequencies, power spectral density, spectrogram, phoneme
spectra, filter averages, log area function etc., are measure­
ments considered as speaker dependent and used in many
methods [S,9,l2,20]. These features are all frequency dependent
and can be related to the filter function in the model, h(f,v).
It is felt that these features are more physiological than
Knowledge Base dependent. Only the variations presented during
times of ill health, stress and emotional strain are possibly KB
dependent. Energy, another widely used speaker dependent feature,
is dependent on the pressure function generated by impulse
generator. Zerocrossing rate, cepstrum and autocorrelation
function are some of the time domain features available in spemmm

recognition [l9—2l,25,lll]. These are also functions of time and
controlled by the impulse generator. These features have a
greater dependence on the impulses produced as input to the vocal
tract and hence are probably generated by the block labelled
‘Impulse Generator‘ and consequently less dependent on
physiological aspects of the vocal tract.

From the above set of speaker dependent features a few
features are selected for the present study. More attention is
paid towards the simplicity of the measurement and ease of
implementation. Thus, pitch by symmetry check, short—time energy,
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zerocrossing and autocorrelation function are selected. The
phoneme rates and transition rates are also used in this method.
These selected features are able to measure indirectly the
knowledge base parameters. The difference between the knowledge
base parameters and the parameters from the output speech is the
error in the system. This error, which is taken as correction
factor in the feed back system, is the cost to produce the actual
speech from the original KB parameters. This error can be
measured and compared with similar error patterns stored in the
system.

6.4 CONCLUSION

A new model for speech production has been suggested.
The necessity of a knowledge base and a feed back system is
established by this model. The learning feature with the help of
the feed back network is introduced. The inter—speaker and
intra-speaker variation is discussed. This model also explains
the recognition possibility using simple techniques and
measurements.
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Chapter 7

SPEAKER IDENTIFICATION ALGORITHMS

7.1 INTRODUCTION

There are many Speaker Identification methods based on
different models for speech. The identification performance
mainly depends on the features selected and the way in which they
are used. Most of the speaker recognition methods employ a
pattern recognition approach, in whicfi the template formulated
from different speaker dependent features being the pattern
descriptor. A decision or pattern classification is based on the
different distance measures.

The three stages involved in a speaker recognition
experiment are:l. ' ' .Selection of appropriate speaker dependent features and their

extraction from the original speech.

2. Template creation from the features extracted3. D ' ' ‘ - - ­eclslon maklng after flnding distance measures between the
templates.Th -- . . .9 reC09n1tlOn methods differ either in all these stages or in

any one of the steps.

116
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In this method the features are selected on the basis
of their contribution to the performance of the system. A few
features are selected based on their established speaker depend­
ency. Then each one of these are used in the experiment and
performance is evaluated. The features which contribute less to
the performance are knocked out. The measurement of each feature
is also different in this method. Instead of taking the pitch
period, which is a known speaker dependent feature, four inter­
mediate measurements are taken in this method. Similarly some
new measurements are also introduced.

Two methods are tried for speaker identification. One
is, the Fixed Text Phoneme Model (FTPM) and the other is
Similarity Measure Method. In the first approach an entropy
measure of the phonemes is made use of. In the second approach,
the feature measures are formed into a template and the shmiarity
between templates are determined.

7.2 FIXED TEXT PHONEME MODEL

According to the speech model discussed in the previous
chapter, there is an error pattern due to approximations and feed
back systems. This error pattern must be unique for every spemqm
and must be determinable from measurable quantities. Since a
fixed text approach is used in this system, the probability of
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occurrence of the phonemes are known a priori. From this
probability of occurrence, entropy of each phrase can be
determined usinga =  ”~“

1

Where pi's are the probability of occurrence of each phoneme.
Eqn.7.l is a standard expression of entropy of discrete symbol

source. pi stands for probability of occurrence of the symbol.
Here however, the significance of pi and the evaluation of pi are
different. A complete phoneme is treated as a symbol from a
source phrase. Thus the contribution towards the entropy of the
source (phrase set) due to the phoneme is averaged and determined
For reasons already explained in the preceding chapter, this is
speaker dependent.

Similarly entropy is determined for all the four muases
and a phoneme entropy vector is obtained. This phoneme entropy
vector is standard for all the speakers. From the actual phoneme
timings and transition timings, a Feature Entropy Vector is
formed. The ratio of individual phoneme duration to the total
phrase duration is calculated for the selected phonemes. Since
the phonemes are distributed almost equally throughout the
phrases, an average of the ratios of the similar phonemes is
determined and substituted for those phonemes. This phoneme
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matrix is similar to the probability matrix obtained from the
text. Similarly the transition matrices corresponding to the
phonemes at the rising and falling regions are also determined.
A linear combination of these three matrices yield a single
feature matrix. Entropy is now determined for each row in the
matrix and feature entropy vector is obtained. The difference
between a speaker's feature entropy vector and the common pmxwme

entropy vector generates a difference vector, which is stored as
the reference template for that speaker. Similar templates are
created for all the speakers. The test template is also created
in the similar fashion and compared with the reference templates
stored in the system. The reference template showing minimum
deviation from the test template is identified.

7.3 SIMILARITY MEASURE METHOD

In this approach measurements are taken from the actual
speech and the similarity between two patterns are determined.
The phrases are segmented into phonemes and further to smaller
segment of 600 samples. From this phoneme segments, feature
measurements are extracted. The time measurements viz.,
individual phoneme times and two transition times for each
phoneme, are determined during the automatic segmentation of the
phrases. The other measurements are also taken from each
individual phoneme segments. The final set of measurements used
for identification is fixed by trial and error method based on
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the performance. Different combinations of the extracted feauxes
are tried and performance is evaluated. Each set of measurements
give a matrix corresponding to the four phrases. Similar mamfices
are taken for all the speakers and the comparison is made based
on a similarity measure. Each element in the matrix is compared
with another matrix and weightage is given for every measurement
if that falls within a particular limit. The limits for the
measurements are also fixed by trial and error method. The
weightages are based on the consistency of the measurements. The
measurement showing maximum consistency gets more weightage and

measurement showing minimum consistency gets least weightage.
The weightages are so given that if all the measurements agree
for an individual phoneme, the similarity factor is 1. In an
ideal case the similarity factor for two similar phrase set is 16.
The measurements contributing least to the performance are rammed
and other measurements are tried. Thus an effective measurement

set is fixed after several trials. This gives a good perflnflance.

7.4 CONCLUSION

Two approaches for speaker identification are explained
in this chapter. These two approaches are rather simple and easy
to implement.
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Chapter 8

IMPLEMENTATION OF SPEAKER IDENTIFICATION ALGORITHMS

The implementation of the recognition algorithm is
discussed in this chapter. Care has been taken to make the
system as simple as possible without sacrificing the performance.

8.1 TRAINING OF SPEAKERS

Very informal introduction is given to each speaker
before the training session. They are briefed about the purpose
of the training and demonstrated how to read out the phrases.
Enough time is given to them to familiarize the phrase set.
The speakers are asked to utter or read the phrases in their
most natural way. They are also instructed not to speak either
very slowly or very fast. Certain trials have to be repeated
mainly to avoid overlap of words. Overlap and long delay between
words created problems when segmenting the phrase. So these
two situations are avoided. However, the speakers are instructed
not to lose their naturalness in speech. In each training session
three or four sets of phrase data are collected. Sessions are
arranged on different days. Interval between some sessions
is too long, whereas for some sessions it is short.

121
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3_2 TEST CONDITIONS

Speech data are collected using the PC based speech
digitizer. A dynamic microphone is used as input to the system.
There are no constraints regarding the distance between the
microphone and the speaker, gain of the input amplifier etc.,
to make the system work. at a most natural environment. The
speech data are collected from an ordinary A/C room. The system
noise is adjusted to a minimum at the beginning of each session.

3.3 TYPICAL FUNCTIONING OF THE SYSTEM

Each phrase consisting of four words is uttered into
the dynamic microphone. This speech is bandlimited to 4 KHz
and sampled at 8 KHz. Samples are first stored in the system
RAM and then transferred and stored as files on disks. This
sampled data of a phrase is then fed to a boundary detection
and segmentation algorithm.

r
The boundary detection and segmentation algorithm

makes use of an energy envelope method. Energy of short duration
segment (8 samples) is calculated and then the energy envelope
for the total phrase is plotted. From this energy envelope,
broad peaks are detected first. Here the assumption is that
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the voiced region has more energy than the unvoiced region and
the main large peaks correspond to voiced sounds in that phrase.
After detecting the peaks, each peak is assigned to respective
words. Since the text is known a priori, the possible number
of main peaks in a word can be easily assigned. Smaller peaks
which are in the vicinity of the main peaks are also assigned
to the same word. Inter peak distances and total word length
are also checked while detecting the word boundary. The intra­
word silence and inter word silence are also to be considered
in boundary detection. Since words with intra—word silence
are known a priori, care has been taken to skip over this silence
and segment the whole word. For example, words like 'AFTER'
and 'PARTY' have distinct long silence in them. This silence
sometimes can be confused as inter word silence. So during
segmentation this factor is also considered. This automatic
segmentation algorithm worked with more than 90% accuracy. The
complete algorithm is shown in Fig.8.l (flow chart).

After the word boundary detection, maximum energy
region within each word is detected. This region corresponds
to the prominent voiced sound in that word. Since the recogni­
tion system extracts features of voiced stands, this region
has to be segmented. During segmentation of phonemes, the time
measurements corresponding to words, phonemes and phrases are
also taken. Transition from 20% of maximum to 80% of maximum
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at rising edge of the phoneme and 80% to 20% at the falling
edge are taken as transition region within each phoneme. The
samples between the 20% at rising region and 20% at the falling
region are taken as the phoneme length. 6OO samples from the
maximum energy region of each word are stored as separate files
for further feature extraction. The same process is repeated
for all the four phrases.

Time normalized data files are also created from the
same original phrase data. To generate time normalized data,
all words are standardized to 4000 samples during segmentation­
Words having more than 4000 samples are compressed and words
with less than 4000 samples are expanded to 4000 samples. A
linear interpolation method is made use of for this linear time
normalization.

Let

N be the number of samples originally available
for a word

N be the number of samples fixed as standard
(4000)

T be the original sampling frequency, and
T be the new sampling frequency
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Then

I-3 II -1:NO TS/Nf

Turn Ratio Tr = (Tn — TS)/Ts

During normalization, new samples are generated from the original
samples using

S = S. + (S. — Sn 1 1 i+l) Tr
where Sn is the new interpolated samples and Si and Si+ arel
the original samples.

During time normalization, the ratio of compression
or expansion is also recorded, which is later used for determi­
nation of the original pitch period.

The experiment is conducted using both time—normalized

and non—normalized data. The segmented files are processed
for feature extraction. Among the selected features, only energy
measurement requires amplitude normalization. Other measurements

are not affected by the variation in the amplitude.
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Pitch is determined using the symmetry check approach.
In the case of time normalized data, the compression ratio is
multiplied with the obtained pitch to get the actual pitch.
The number of samples corresponding to the pitch period, which
is called pitch number is taken as one measurement. The average
symmetry coefficient, rms coefficient and rate of change coeffi­
cient are also extracted from this pitch measurement.

Zerocrossings in sample number corresponding to 4
times the pitch number are determined. Number of positive peaks
within this sample length is also taken as a measurement. Samples
are now normalized in amplitude and energy of the segment (600
samples) is determined. The Auto Correlation Function of 512
points from the segment is determined using an FFT method. From
the ACF, slope between two main peaks, distance between two
peaks and number of smaller peaks between two main peaks are
calculated. Thus from each individual phoneme, 10 different
measurements are extracted and a 16x10 element matrix is obtained

corresponding to a phrase set.

A knock out method is employed for feature selection
based on the performance of the features. Time measurements
and feature measurements are both used in the system and their
performance is evaluated. Based on this evaluation, a final
set of features is selected.
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In the experiment 6 speakers (5 males and 1 female)
have participated and for each speaker 10 trials are taken at
different sessions. Interval between sessions varied from
speaker to speaker. Table 8.1 shows the time interval between
sessions for each speaker and the number of trials in each
session.

Table 8.1

Interval between each session

Sessions Aj BA JK AK Na TT
I—II 4.75 5 2 13 4.5 2.75

Months Months Days Days Months MonthsII—III 5.25 5 5 5 18 2
Months Months Months Months Days MonthsI—III 10 10 5 5.5 5 4.75
Months Months Months Months Months Months

Two approaches are employed for speaker identification. In
the first method a Fixed Text Phoneme Model (FTPM) approach
is used. From the text of the phrases the probability of occur­
rence of each phoneme in the phrase set is determined. Entropy
is calculated for each phrase and a phoneme entropy is formed
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from the phrase set. The individual phoneme time stored during
the segmentation of phrases are taken and ratio with the corres­
ponding phrase is determined. Average of the ratio of similar
phonemes are taken and substituted for that phonemes. From
the resulting matrix, entropy is calculated for each row. Simi­
larly the transition timings sto: d during segmentation are
also used to find entropy. The phoneme ratio entropy vector
is added to the transition entropy vectors and the vector
obtained is a feature entropy vector. The difference between
each individual's feature entropy vector and the phoneme entropy
vector from the text gives a difference vector or a distortion
vector. This distortion vector is stored as the reference
template for each speaker.

The identification in the second approach is based
on a similarity measurement. Each measurement is compared and
if it falls within a limit, a particular weightage is assigned
to it. The weightages are fixed by trial and error based on
the consistency of the measure. This weightage assignment is
repeated for all the measurements and phonemes. Finally a simi­
larity measure is obtained for all the speakers. The reference
template corresponding to the maximum similarity measure is
identified for the speaker.
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Identification of speakers are attempted in two ways.
In the first way, one of tag trials of a particular speaker is
taken as the test template and the remaining trials are averaged
and kept as the reference template. All the trials of other
speakers are also averaged and kept as reference template of
each speaker. Then a comparison is made between the
test template and the reference template. These tests are
called total session tests.

Speaker identification is attempted in another way, in
which the trials are considered session—wise. One of the trials

in a particular session is taken as the test template and
average of other trials in that particular session is taken as
the reference template for a speaker. This is called separate
session test. This will enable study of the effects of time
variation on the speaker identification.

8.4 EXPERIMENT AND RESULTS

8.4.1 Results of Fixed Text Phoneme Model (FTPM) approach

The universally accepted confusion matrix method is
used to display results. The speaker names have been
abbreviated to initials. For the FTPM approach using the
timings and entropy measures, confusion matrices are obtained as
shown in Figs.8.2 and 8.3.
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Speaker Identified as

Aj BA JK AK Na TT ErrorAj 1 2 3 2 2 O (9)BA 0 5 0 1 4 O (5)Token JK 3 0 6 1 o 0 (4)
(Speaker)Given as AK 1 4 O 3 2 O (7)Na 0 O O 2 8 0 (2)TT 0 0 1 0 0 9 (1)

Total Error (28)

Fig.8.2 Confusion Matrix in total session for FTPM

Speaker Identified as

Aj BA JK AK Na TT ErrorAj 6 2 1 1 0 0 (4)BA 0 5 O 1 4 0 (5)
Token JK 3 O 6 1 O O (4)
(Speaker)Given as AK 2 O 2 5 O 1 (5)Na 0 O O 2 8 O (2)TT 0 O l O 0 9 (1)

Total Error (21)

Fig.8.3 Confusion Matrix in separate session for FTPM
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The error performance for each speaker in the FTPM
method is shown in the Fig.8.4. The enhancement in performance

after taking separate session is insignificant in this approach.
The average identification accuracy in ‘total sessions is only
53.33%. When taken as separate sessions, this has improved
to 65%, which is not very encouraging result. It is observed
that, when separate sessions are considered, error percentages
of only two speakers are changed. For the remaining 4 speakers
no change in performance is noticed. Individual errors in this
approach is also very high. Though the misclassification between
female and male speakers is negligible, the Inisclassification
among male speakers is very high. Only TT and Na have got com­
paratively lesser error rates.

Speakers Aj BA JK AK Na TT Total
Total 9 5 4 7 2 1 28
Sessions 90% 50% 40% 70% 20% 10% 46.67%

Separate 4 5 4 5 2 1 21
Sessions 40% 50% 40% 50% 20% 10% 35%

Fig.8.4 Speaker wise error performance in FTPM approach
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8.4.2 Results of Similarity Measure approach

In this section, results of the experiment with
similarity measure using different feature measurements are pre­
sented. Based on the results, a knock out method has been
adopted to select more appropriate feature measurements. In
certain tests, only the weightages are altered and the perform­
ance is checked. Following are the confusion matrices obtained
for each test using a set of feature measurements.

Test 1

In the first test, only four feature measurements
are considered. These are. pitch number from symmetry check
method, number of zerocrossings in samples equal to 4 times the
pitch number, energy of the segment and the distance between two
main peaks from the Auto Correlation Function. All these measure­
ments are given equal weightage (0.25). Fig.8.5 shows the confu­
sion matrix for this test in total sessions. Fig.8.6 shows the
confusion matrix at separate sessions.

Test 2

In this test, phoneme timings and transition tim­
ings are also incorporated. Here along with zerocrossings, pitch
and energy, entropies corresponding to each phoneme time and
transitions in the rising and falling regions within the phoneme
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are also used. The weightages given to the measurements are as
follows:

Entropy of phoneme 0.15
Entropy of transition at the 0.15
rising region
Entropy of transition at the 0.15
falling region
Number of zerocrossings 0.15Energy 0.20
Pitch number 0.20
Figs.B.7 and 8.8 show the confusion matrices of total

sessions and separate session respectively.

Test 3

The weightages are changed for the same set of measure­
ments as shown below and the test is repeated.

Entropy of phonemes O.l0
Entropy of transition in the 0.20
rising region
Entropy of transition in the 0.10
falling region
Number of zerocrossings 0.15Energy 0.20
Pitch number 0.25
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The confusion matrices for total sessions and separate
sessions are shown in Figs.8.9 and 8.10.

Test 4

The weightages of the entropies for rising and falling
transitions are interchanged and the confusion matrices are
shown in Figs.8.1l and 8.12.

Test 5

In this test the entropy measurements are knocked out
and other feature measurements are included. The weightages are
also changed in this case. Consistency of measures are mainly
taken into consideration. Measures showing maximum consistency
are provided with more weightage and measures showing minimum

consistency are provided with less weightages. weightages are as
shown below:

Pitch number 0.25
RMS coefficient 0.08
Number of zerocrossings 0.17
Distance between peaks in ACF 0.15
Slope between two peaks 0.05
Average coefficient 0.02
Rate of change coefficient 0.03



138

Speaker Identified as

Aj BA JK AK Na TT Error
Aj 1 O 4 O 5 O (9)BA 2 6 O O 2 O (4)

Token JK O 3 2 O 5 O (8)
(Speaker)Given as AK 0 O O 6 4 O (4)Na 1 O 0 1 8 O (2)TT 0 0 0 o o 10 (0)

Total Error (27)

Fig.8.9 Confusion Matrix for total sessions

Speaker Identified as

Aj BA JK AK Na TT Error
Aj 10 O O 0 O O (0)BA 4 5 O O 1 O (5)Token JK o o 9 0 1 0 (1)

(Speaker)Given as AK 0 O O 10 O O (O)Na 1 O O O 9 O (1)TT 0 0 0 0 0 10 (0)
Total Error (7)

Fig.8.1O Confusion Matrix for separate sessions
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Aj BA JK AK Na TTAj 1 O 4 0 5 0BA 2 6 O O 2 0JK 0 3 2 O 5 0AK 0 O O 7 3 ONa 1 O O 1 8 0TT 0 O O 0 O 10
Total Error

Fig.8.11 Confusion Matrix for total sessions

Speaker Identifies as

Aj BA JK AK Na TT
Aj 10 O 0 O O 0BA 4 5 O O l 0JK O O 9 O 1 0
AK 0 O O 10 O ONa 1 O 0 O 9 0TT 0 O O 0 O 10

Total Error

Fig.8.12 Confusion Matrix for separate sessions
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Error
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Number of positive peaks 0.05
Number of peaks between two 0.05
main peaks in ACF

Energy of the segment 0.15

This test is repeated for two sets of data, namely (i)
Time normalized data, and (ii) Non normalized data. The confu­
sion matrices are shown in Figs.8.l3, 8.14, 8.15 and 8.16.

The results are summarized in Table 8.2.

Table 8.2

Error in different tests for similarity measure approach

Error in Test 1 Test 2 Test 3 Test 4 Test 5
TN Normal

TotalSession 22/60 28/60 27/60 26/60 23/60 21/60

SeparateSession 5/60 6/60 7/60 7/60 11/60 4/60

From the above confusion matrices and result summary,

it is seen that the performance of the system is rather poor when
total sessions are considered for reference template. The per­
formance is better when test and reference templates are taken
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Speaker Identifies as

Aj BA JK AK Na TT Error
Aj 4 O O 0 6 O (6)BA 2 6 O 0 2 O (4)Token JK 1 1 7 O l O (3)

(Speaker)Given as AK 0 l O 2 4 3 (8)Na 0 1 O O 9 O (1)TT 0 O 0 O 1 9 (1)
Total Error (23)

Fig.8.13 Confusion Matrix of TN Data in total sessions

Speaker Identified as

Aj BA JK AK Na TT Error
Aj 7 O O O 3 O (3)BA 2 8 O O O 0 (2)Token JK 2 1 6 0 1 0 (4)

(Speaker)Given as AK 0 O O 8 2 O (2)Na 0 O O O 10 O (0)TT 0 O O 0 0 10 (0)
Total Error (11)

Fig.8.14 Confusion Matrix of TN Data in separate sessions
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Fig.8.l6 Confusion Matrix of Real Data in separate sessions
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from the same session. One reason for this performance deterio­
ration is the effect of time on each speaker. Longer the inter­
val between sessions, worse the identification performance. This
variation due to time interval is an established fact [36]. In
order to avoid this, whenever the system makes a correct identi­
fication, the reference template has to be updated with the test
template which was correctly recognized.

Another reason is the change of systems during data
collection. The speech digitizer circuit is used with different
PCs in some sessions. Since the sampling frequency is generated
by software in the digitizer using software delay, this delay is
system dependent. Whenever, the system is changed, the system
clock is different for that system while the software delay
routine is the same and hence an approximation is to be used for
each system depending on the system clock frequency. This
approximation also has affected the data in each session. The
data taken in the same system with small time interval between
sessions show a better performance.

One of the speakers in the above experiment is a
female speaker. The confusion between the female and male
speakers is negligible. Mostly the male speakers are confused
with other male speakers only. In all the tests, the female
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speaker was rarely misidentified. Thus the features selected
clearly separate the male and female speakers.

It is also seen that the time normalization of the
data makes the performance of the system poor. Better perform­
ance is obtained for the original data (without time normaliza­
tion). From the above tests, the measurements that contribute
less to the performance «of the system are knocked out. The
interesting point is that, the use of entropy in similarity
measure method does neither deteriorate nor enhance the perform­
ance. Hence, it was felt that the simpler of the techniques can
be used and the features selected have been listed below.

1. Pitch number by symmetry check.

2. Average coefficient
3. RMS coefficient

4. Rate of change coefficient
5. Number of zerocrossings in the segment correspond­

ing to 4 times the pitch period
6. Number of positive peaks in the same segment

7. Energy of the segment
8. Distance between two peaks in the ACF

9. Slope between two peaks in ACF

10. Number of smaller peaks between the two peaks.
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Using this set of feature measurements, with weightages
as discussed in the experiment, an identification accuracy of 65%
in total sessions and 93% in separate sessions are obtained.

8.5 DISCUSSION

The results show a good percentage identification,
comparable to many other existing techniques. The system does not
require special chips (hardware) and employs only very simple
methods. The number of speakers included is six. This number
might appear small. However, the technique used here does not
really depend on number of speakers. More speakers can be added
provided the templates are obtained and updated during training
sessions. The system is not real time. After the speaker utters
the phrases, the similarity measure is to be evaluated off line
and a finite time is taken by the system to do this. Since most
of the routines are software in high level language, except for
the speech digitizer, it is entirely portable. Only a computer
with reasonable size of memory is required.

There is not much use in trying to evaluate the speed
and response. The system can be implemented on a PC/XT or PC/AT.

A PC/AT with 386/387 (this was used in the laboratory) at 20 MHz
may provide very good speed, while on 8088 machine it appears
slow. All the parameters required for the analysis are extracted
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from the digitized sample set and no additional input is needed by
the system.

Regarding the performance, another observation is that
the system does not respond favourably to a speaker not included
in the sample set. It neither misclassifies nor identify. It
simply abandons the test. From this, artifacts like alarms can be
raised. Even amongst the set of speakers included, only the
machine 'knows' the consistent misclassification. For example, Aj
and Na form a one way pair. Aj has been consistently misclassi—
fied as Na, while the reverse is not true. Though an attempt can
be made to determine the main reason for this consistency in
misclassification, it serves no purpose. The features which have
been specially chosen and weighted, are simple enough and common

enough. It is only a judicious linear combination of these
features that is providing the dissimilarity vectors for classi­
fication. Also, the Weightages are chosen to suit the general
background of the speakers. The whole set of speakers are from
one region and more or less adopt the same type of pronounciation.
Further, the phrases though not nonsense words, are practically
'meaningless‘ to the speakers. This makes all samples as nearly
similar as possible. The feature set selects a highly individual
combination and is not amenable to simple analysis.
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8.6 INTERPRETATION OF RESULTS

Over total sessions the speaker wise error committed is
shown in Fig.8.l7. The separate session wise results are shown in
Fig.8.l8. It can be seen that Aj consistently shows error and
this is rather high. Na on the other hand is a 'good‘ speaker and
shows only error of the order of 10-20%. As mentioned earlier, TT
of course shows negligible error, approaching zero, being a female
voice. Session wise, the errors are not that alarming and the
maximum error is 40% in rare case.

Not going into the reasons for why Aj and JK contribute

such high errors, if these two are eliminated from the speaker set
(i.e., omit row 1 and row 3 separately or together) the percentage
error on an average falls from 40.83 to 20.83. This is shown in
Fig.8.l9. This shows that the system has a poor adaptation vector
for Aj and JK but pretty good for the rest. The performance can
be improved by an additional input like for example, a different
phrase. As per misidentification, which is shown in Fig.8.2O and
Fig.8.21. Misidentification is inconsequential since in a large
number of applications, a person asking for access, claims he is
X. If he is not X, irrespective of what he is identified as, he
is denied access. Nevertheless a look at the results is very
interesting. A misidentified as B does not mean B is misidenti­
fied as A in all cases. Large misidentification arises only in
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the case of Aj who is mistaken for Na 45% of the trials. At the
other extreme Na is misidentified as Aj only 8.75% of the trials.
Similarly BA is never misidentified as JK while JK is mistaken for
BA more than 20% of the time. Some examples of this irreversible
relationship is depicted in Fig.8.22. This nonreciprocal rela­
tionship can only be explained on the basis of the heuristic
model. The systenl is only identifying the learned aspects as
modified by the individual. It can be established that under test
conditions there is strong correlation between the human recog­
nizer and the system developed in these aspects. But the experi­
ment to prove this is not completely unbiased as all the subjects
know each other over a few years. However, the model presented in
chapter 6 appears to be as good or as bad as other similar models
presented in literature.

The percentage of misidentification can be reduced to
values as obtained in the case of TT and Na etc. by further tuning
the system to strictly incorporate the learning-feedback path by
collecting further information, which will have to be personal.
This will enhance both the complexity and cost of the system, thus
defeating the purpose of designing and building an inexpensive, PC
based sample identification system.
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% of error % of error elimina— S kfor all ting speakers with §?:ier:edspeakers poor performance e 1 na

Test 1 36.67% 15% Aj and JK
Test 2 46.67% 27.5% Aj and JK
Test 3 45% 25% Aj and JK
Test 4 43.33% 22.5% Aj and JK
Test 5a 38.33% 22.5% Aj and JK
Test 5b 35% 12.5% Aj and JK
Average 40.83% 20.33%Error %

Fig.8.l9 Error performance by eliminating speakers
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Total sessions (in all the tests)

Aj identified as Na 46.67% Aj identified as JK 23.33%
Na identified as Aj 8.33% JK identified as Aj 6.67%

Aj identified as BA 6.67% JK identified as BA 26.67%
BA identified as Aj 16.67% BA identified as JK 0%

JK identified as Na 31.67% AK identified as Na 28.67%
Na identified as JK 0% Na identified as AK 5%

BA identified as Na 18.33% Na identified as BA 1.67%

Fig.8.22 Example for non—reciproca1 relation between speakers
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Chapter 9

ggpcLus1oNs

The thesis presents work done by the author in the
field of Speaker Identification. As detailed in chapter 2 there
have been a large number of research workers interested in this
problem. The author is benefitted greatly by trying to
understand the reported literature. The methods are presented
for speaker identification. The classical model for speech
production has been used in many approaches to the problem.
However, it can be noted (as shown in chapter 2) that the cmumpt
of using certain ‘characteristics’ (later called as features)
existed even before the model was presented and universally
accepted. some of these features exist even now in the later
works. Altogether, the differences between two speakers have
been presented as differences between two networks. The
intuitive feeling one gets at this stage is that the learning
process, acquiring accents, securing imperfections etc., have
not been reflected in the model at all. For instance, it was
presented (in chapter 6) that children and pets learn to
discriminate between voices. The capacity to discriminate grows
with age and expanding areas of activity. It was the intention
of the author to include this aspect in this study. This was
possible only by proposing a model different from classical
model. Also, the model has to depend on a knowledge base to
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enable gradual learning. The model, at the same time, has to
retain the 'network' properties of the classical model not
merely because the model has been extensively and successfully
used, but also because certain features are dependent on 'filter'
parameters and do not entirely need the knowledge base. It was
with this aim that the FTPM model was postulated. Defining and
measuring the parameters of the knowledge base turned out to be
a tough problem. It was felt that certain irrelevance will
creep into the work if greater attention is devoted to
the knowledge base and its parameters. Indeed the work would
possibly look like one on knowledge engineering and will
definitely fall beyond the capability of the author. The model
presented finally in chapter 6 is chosen after trying a number
of such models proposed and discarded either because all the
aspects of learning—knowledge base interaction could not be
presented effectively or due to extreme complexity. However,
the final model presented is not perfect since all the aspects
presented in the heuristics have not found a place in it.
Simplicity of implementation was another constraint which led to
the choice of the model and methods. As a matter of fact, it
was strongly felt that the implementation must be PC oriented.
Therefore, a suitable, simple and reasonably good measures have
to be devised. The measurements were hence localized on entropy
and information content. The measurements proved to be multi­
dimensional and the reduction was essential. Though certain
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similarity exist with Markov Model and particularly Hidden Markov
Model, the difference lies in the definition of probabilities of
occurrence of the phonemes. The FTPM model however, did not
provide results from the second and near conventional method.
The reason for this is due to the fact that the entropy measure
defined and used is probably as good or as bad as a speaker
dependent measure like Pitch, ACF, Energy etc. As was pointed
out in the chapter 8, the performance did not deteriorate too.
The model therefore, needs certain changes to include measurable,

speaker dependent entropies. The changes are mainly in defining
the rate of change (corresponding to transition probabilities
in HMM) more precisely but without losing the speaker dependence.
This is very difficult to achieve. One has to precisely define
and mark a unit within the speech samples. The author has
chosen a set of phrases which try to reflect as far as possible
the naturalness of the speaker without constraining the actual
mode of.delivery. Thus it becomes a trial and error method and
has taken many trials and time. As a matter of fact, even the
choice of phrases took considerable time and as pointed out in
chapter 4, some changes had to be made from a set of selected
phrases, after study. These two areas, it is felt, can be
further explored. Though the FTPM and the new knowledge base
model did not show remarkable results, there is potential in it
to do better than the other models. A fine tuning of the
learning parameters and the way of measurements will improve the
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performance. Similarly the phrase set chosen is in English.
The subjects are from a background in different language but all
belonged to one region. It is likely that if the phrases were
in the language where the influence of learning is much more
pronounced, for example Malayalam, the performance would have
been much better. The reason for this is the fact that English
is acquired by all the subjects as a spoken language in school
and college thus providing similarity in learning for all the
subjects. The error percentages and cross—identification are
likely to improve. However, a phrase set independent of
drawbacks is almost always impossible to choose. Choice of a
phrase set, as of is not based on rigid mathematics. Further
work will be interesting.

An attempt was also made to use the concept of eigen
frequencies. However, this was not found universal and hence
could not be incorporated into the model. The possibility of
including this is an open area for further work.

Regarding the system fabricated as front end, it was
attempted to duplicate as nearly as possible, toll quality
speech. The aim can be furthered to consider systems accessible
via telephone.

with regard to the set of new features defined, for
example, Symmetry Check method for the determination of pitch,
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it was found very effective and consistent. In fact all
measurements on voiced portions were found to be consistent not
only by this author but also by many others. Why an unvoiced
sound should not show consistency in some measure is not known.
The author has tried to utilize some unvoiced sound portions
also in this work and the performance is not unduly deteriorated.
It would be interesting to define some measures for unvoiced
sounds, at least a selected few, and explain the lack of
consistency in the measures or otherwise.

Yet another interesting aspect is cross-identification.
Even in the simple system presented in this work there is a one
way consistency of cross-identification. This suggests a
possible similarity in the learning environments of the two
speakers as measured by the system. However, the lack of
reciprocity suggests that the measures are measuring only one
aspect of the feature. It is likely that this vector (space) is
anisotropic. Many analyses were attempted but were not
acceptable. This aspect of non—reciprocity in identification is
also an open problem for further work.

The thesis attempts therefore, to present a low cost
PC based speaker identification system and in implementing this
a few new concepts have been introduced. The performance is not
exemplary but neither is it too poor to be discarded.



159

For a simple system, indeed the performance is comparable to
many more sophisticated systems. It may appear that too many
features have been selected, but, by a judicious knock—out
method and by monitoring the performance it was possible to
maintain a good score. However, the knock-out procedure is one
of trial and error. There has not been a rigorous analysis of
the technique in literature and from the author's experience it
is felt that, it is not possible to provide a rigorous analysis
or a procedure for this. It is for this reason that one cannot
claim that the features selected by the author are the optimum
features. It would an interesting further work if optimality in
feature selection is defined and proved for a set of features.
In the present work the single set of measurements on the
samples yields all the features defined and used in this work.
To this extent, that is minimizing the data base and
computations, this work is near optimal, eventhough the system
is not in real time.
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APPENDIX A

SYMMETRY CHECK METHOD FOR PITCH DETECTION

A.l INTRODUCTION

Pitch or fundamental frequency is a vital feature in
speech processing. It is popularly used in most of the speech
recognition as well as speaker recognition methods. The main
reason is that pitch is dependent on both speech and speaker. The
essential principle of any pitch detection method is to determine
the periodicity observed in the voiced sounds. Many standard
methods are available for pitch detection. Most of them are
employing very complex methods.

In the present method a simple algorithm for pitch
detection is presented. This method is based (N1 a purely time
domain window operation. The main advantage is that the algorithm
is mathematically simple and easy to implement in any small
systems.

A.2 ALGORITHM

The principle of the algorithm is discussed in
chapter 5. The flow of the algorithm is as follows. Data samples
are read into the files first. To start with checking, an initial
window of 32 samples is considered. The logic behind this is that
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pitch periods will not be less than 2 inilliseconds- If the
sampling time of speech is 125 microseconds, then the minimum size
of the window should be more than 32 samples. As a first step,
correlation coefficient between two halves of the samples in the
window is determined. If the correlation coefficient is less than
0.75 then the window size is increased by adding 8 samples and
again correlation coefficient is checked. This process is
repeated till window shows a correlation coefficient greater
than 0.9. There are three possible outputs at this stage:
procedure in each case is explained in the following paragraphs.

Case 1: Correlation coefficient is greater than 0.99

On this condition, the window is considered to be
completely symmetric and the period corresponding to half the
number of samples in the window is taken for pitch period without
checking any other measurements.

Case 2: Correlation coefficient between 0.9 and 0.99

At this instance, the three other symmetry coefficients
and total swmmxry are determined using Eqns.5.2, 5.3, 5.4 and 5.5.
If the total symmetry is less than 0.66 then the corresponding
window is considered symmetric and pitch period is determined
as before.
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Case 3: Correlation coefficient is between 0.9 and 0.75

This condition means that the window is not completely
symmetric and it needs some alteration. As a first step, the
window size is reduced by 4 samples and the symmetry is checked as

explained earlier. If the window is giving a correlation
coefficient between 0.9 and 0.75 then again the window size is
reduced by 2 samples and same steps are repeated to determine the
symmetry. Still if it is not showing symmetry then the window is
augmented by another 8 samples and symmetry check is performed.

If a segment showscorrelation coefficient greater than
0.9 and does not show symmetry in other measurements, then 8
samples are added to the window and the procedure is repeated, In
this manner one can adjust the window size by expanding and
reducing the size and exactly locate the periodicity of a speech
segment. The result is confirmed only after consistency check.
This is done by shifting the window through 32 samples in the
segment and reiterating the procedure.

The error possibility in this method is either showing
a periodicity in half of the actual pitch period or in double the
pitch. In either case, the consistency check eliminates the error
possibility. A tolerance of i samples are allowed while checking
the consistency. The maximum window size is restricted to
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320 samples corresponding to 40 milliseconds. This is because,
50 Hz (20 milliseconds) is the minimum fundamental frequency in
normal cases. If the algorithm cannot find a symmetry in this
maximum window size, the window is reset to initial 32 samples and

shifted with 32 samples through the segment. Then the whole
scheme is repeated until it checks the complete segment.

A.3 EXPERIMENT AND RESULTS

The experiment is carried out in an IBM compatible
PC/AT. The speech data are digitized with the speech digitizer
described in chapter 3 which is interfaced to this PC, sampling
frequency is set to 8 KHz. A set of 2%) words in 'Malayalam'
language is digitized and stored as separate files. The words
chosen for the experiment have /CVC/ and /CVCV/ structure. The
same set of words are spoken by two speakers. The voiced region
of the words are segmented manually and used for the experiment.
Pitch is determined in two methods namely, Cepstrum method
(standard) and Symmetry check method (new) and results are
compared. Cepstrum is determined by FFT method. Table A.l shows
the some of the comparative results from these two methods.

From the table it is observed that in many segments the
results agree and in rare cases there is a maximum difference of
3 samples (375 microseconds). Checking the samples manually it is
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found that the symmetry check method gives more closer pitch
periods. The cepstrum method always take the same amount of
time in a fixed sample length, whereas in symmetry check
approach the computation time vary from segment. Even in the
worst case, the time taken for pitch determination in symmetry
check method is less than that of cepstrum method.
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Table A.1

Comparison of the pitch period in Symmetry and Cepstrum methods

SPEAKER I SPEAKER II
WORDS Sym. Cpt. Dif. Sym. Cpt. Dif.
K/A/L 47 46 l 49 50 1P/A/L 47 48 1 49 51 2V/A/L 47 47 O 47 49 2T/I/T 37 39 2 44 46 2P/I/P 39 40 1 47 48 1V/I/V 38 40 2 42 44 2M/I/M 37 39 2 41 42 1K/U/K 33 34 1 43 42 1P/A/S 47 48 1 43 45 2V/A/S 47 47 O 51 52 1M/A/S 47 47 0 51 54 3T/I/S 42 43 l 45 47 2P/I/S 43 45 2 48 49 1T/U/S 44 42 2 49 48 1V/U/S 41 41 O 46 46 OM/U/S 43 45 2 50 50 0
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APPENDIX B

USE OF ENERGY ENVELOPE AHD ZEROCROSSING RATE IN

ISOLATED DIGIT RECOGNITION

B.l INTRODUCTION

Digit recognition is a comparatively easier task among
the speech recognition problems. Isolated digit recognition does
not need much complicated pattern recognition approaches, due to
its limited vocabulary size. A simple approach for the isolated
digit recognition for a set of trained speakers has been discussed
in the section. Zerocrossing rate and energy envelope are the
features used for classification. A tree structure has been
implemented for decision—making.

B.2 SYSTEM DESCRIPTION AND DATA ANALYSIS

A 4 KHz band limited speech signal is sampled at a
frequency rate of 8 KHz. The analog speech is digitized using a
12 bit speech digitizer explained in chapter 3. Data for each
digit are stored in separate files for analysis.

End points of each digit is detected manually. This is
possible by visually examining the plots of data and also listmfing
back the reconstructed samples with the aid of speech digitizer.
The number of samples varied for different recording sessions and
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speakers. A time normalization is also implemented in the system.
Number of sample in each data file is fixed as 6000. Using linear
interpolation, new samples are generated as follows:

Let NO be the number of original samples available for a digit.
Nf be the number of samples fixed (6000).

Ts be the original sampling time (125 micro seconds)
T be the new sampling time.n

Then

Nf * Tn = NO * Ts (13.1)
N * TT - -9————E* (B 2)n _ Nf '

. (Tn- Ts)
Turn ratio Tr = —-—T;——— (B.3)

If S1 and S2 are the two consecutive original samples, then the
new sample,

S = S + (Sl— S2) * Tr (B.4)

These newly generated speech samples are segmented into

8 milliseconds and zerocrossing rate energy for each segment are
determined. Energy envelope is obtained by plotting these
individual segment energy. Then their envelope is smoothened.
Typical energy envelope for different digits are shown in Fig.B.l.
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The zerocrossing rate obtained for the segments are
again super segmented into 5 regions for the purpose of classifica­
tion. Normalized energy and total zerocrossing rate (TZCR) are
also determined.

B.3 CLASSIFICATION ALGORITHM

The classification procedure has a tree like structure.
The preliminary classification is performed by counting the number
of peaks in the energy envelope. The digits are classified into 3
main groups, viz., Digits having single peak, two peaks and three
peaks. Digits 'one', 'two', 'four', ‘five’, ‘six’ and ‘nine’ have
shown single peak. Digits 'zero', 'three‘, 'seven' and 'eight‘
have 2 peaks. In certain cases digits ‘four’ and ‘five’ also have
shown 2 peaks. The digits 'seven' and 'eight‘ have 3 peaks in
some cases.

In the group having single peak, further classification
is based on the peak position. If the peak position is less than
20 segments, then the digits are either 'two' or 'six' To
distinguish between 'two' and 'six' one has to check normalized
energy. Digit ‘six’ has low normalized energy. Moreover, for
digit 'two', total zerocrossing rate is less than 7. If peak
position is not less than 20 segments, then next classification is
based on normalized energy. In the case of digit 'six' the
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normalized energy is low and ZCR is high. If these two conditions
are satisfied, then digit 'six' is confirmed. If the normalized
energy is higher than 20, then the possible digits are 'one'
‘nine’ or 'five‘ If the total ZCR is less than 9, then it is
either digit 'one' or 'four'. But for digit 'one' ZCR at super
segments 2 or 3 is higher. In some cases, total ZCR is greater
than 10 for digits ‘four’ ‘nine‘ and 'five' In such cases first
super segment has higher ZCR for digit ‘four’ or else the digits
are 'five‘ or ‘nine’. During classification, digits ‘five’ and
‘nine‘ were confused many times. The digit ‘nine’ usually come
under this classification of 'five‘. In most cases of digit
‘nine‘ the TZCR is greater than 9 and less than 10 and also some
of the first three super segments have ZCR higher than 6.

The classification among the group having two peaks is
performed by searching the peak positions. If both the peaks are
at less than 47th segment and first peak position is at less than
15th segment (ie., energy peak at the very initial stage) then the
possible digits are ‘three’ and 'five‘ But for digit ‘three'
total zerocrossing rate is very low, whereas for digit 'five'
total zerocrossing rate is comparatively higher. If the second
peak position is at the end region (ie., beyond 65th segment) and
the differences between first and second peak position is greater
than 35 segments (due to the silence between /ai/ and /t/) then
the digit is ‘eight’. If the first peak position is at less than
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20th segment (ie., energy peak at initial position) and total
zerocrossing rate is greater than 6, then it is digit 'four'
If ZCR is higher in first super segment and total ZCR is higher
than 9 and second peak position is at less than 60th segment then
the digit is 'seven'. Else, if zerocrossing rate is higher in the
fourth super segment, it is digit 'zero' or in some cases it is
digit 'four' But, in the case of digit 'four‘, second peak
position is beyond 60th segment.

In the case of group having 3 energy peaks, the possible
candidates are digits ‘seven' and 'eight'. If the last peak
position is at the end region and differences between the last and
previous peak position is larger, then it is classified as digit
'eight‘ For digit ‘seven’ the zerocrossing rate is higher in the
first super segment.

The complete tree structure for classification is given
in Fig.B.2.

B.4 EXPERIMENT AND RESULTS

The experiment is conducted with 3 male speakers.
Ten recordings of each digit for all speakers are taken in a noisy
room using a dynamic microphone attached to the speech digitizer.
The decision algorithm is not designed for the characteristics of
each person, so as to give a true test of the speaker independent
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nature of speech. A confusion matrix given in Fig.B.3 shows the
complete result. A recognition accuracy of 81.60% has been
achieved by this method. The time taken by a 386 based super
PC/AT,for the recognition,is less than 20 seconds.

B.5 CONCLUSION AND DISCUSSION

A very simple approach for digit recognition using
computer is introduced. The computational simplicity is the main
attractive point of this method. This method makes use of an
a priori knowledge about each digit and uses more or less a
knowledge based decision approach. The extra hardware requirement

is nil and this is purely a software technique. The features
chosen are also simple and easily measurable.

There are some short comings in this work. The speech
digitizer used is not of very high quality. The performance would
have been improved if a better quality digitizer was used for
digitizing the data. The method is not completely automatic;
since the end point detection is done manually. Attempts are
being made for automatic end point detection using the energy
envelope.
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