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## Chapter 1

## INTRODUCPION

In this thesis we attempt to make a probabilistic analysis of some physically realizable, though complex, storage and queueing models. It is essentially a mathematical study of the stochastic processes underlying these models. Our aim is to have an improved understanding of the behaviour of such models, that may widen their applicability. Different inventory systems with random lead times, vacation to the server, bulk demands, varying ordering levels, etc. are considered. Llso we study some finite and infinite capacity queueing systems with bulk service and vacation to the server and obtain the transient solution in certain cases. Bach chapter in the thesis is provided with self introduction and some important references. This chapter gives a brief general introduction to the subject matter and related topics.

### 1.1 INVENTORY THEORY

An inventory is an am unt of material stored for the purpose of sale or production. The inventory models are usually characterized by the demand pattern and the
policy for replenishing the stock in the store. The two basic types of policy for replenishment are (i) the ordering cycle policy under which orders for replenishment are placed at regular intervals of time of length F , (ii) the ( $8, S$ ) policy under which orders are placed as and when the stock in the store plus the quantity already on order falls to some fixed level s. The replenishments ordered ander any of these policies are assumed to arrive after a time lag $L$, which may be fixed or a random variable. This time lag $L$ is called 'lead time'. During a lead time the inventory level may fall to zero. The time duration for which the level of inventory continuously remains at zero is called a dry period.

A valuable review of the problems in the probability theory of storage systems is given by Gani [1957]. A systematic account of probabilistic treatment in the study of inventory systems using renewal theoretic arguments is given in Arrow, Karlin and Scarf [1958]. Hadley and Whitin [1963] deals with the applications of such models to practical situations. Tijms [1972] gives a detailed analysis of the inventory systems under (s,S) policy.

The cost analysis of different inventory systems is given in Naddor [1966]. A practical treatment of the ( $B, S$ ) lost sales model can be found in the recent books by Silver and Peterson [1984] and Tijms [1986].

Veinott [1966] gives a detailed review of the work carried out in ( $s, S$ ) inventory systems up to 1966. We refer to the monograph by Ryshikov [1973] for inventory systems with random lead times. Gross and Harris [1971] and Gross, Harris and Lechner [1971] deal with one for one ordering inventory policies with state dependent lead times. Sivazlian [1974] considers an (s,s) inventory model in which unit demands of items occur with arbitrary interarrival times between demands, but lead time is assumed to be zero. His results are extended by Srinivasan [1979] to the case in which lead times are independent and identically distributed random variables having a general distribution. Sahin[1979] considers an ( $s, s$ ) inventory system in which demand quantities are random but lead time is a constant. Again in 1983 Sahin discussed an inventory system in which the interarrival times between consecutive demands, quantities demanded and lead times are all independent and generally distributed sequences of independent and identically distributed random variables. He obtained the binomial
moments for the inventory deficit. Thangaraj and Ramanarayanan [1983] consider an inventory system with random lead times and having two ordering levels. Kalpakam and Ariviringnan [1985] deals with an inventory system having one exhibiting item subject to random failure. Daniel and Ramanarayanan [1987 a,b] consider inventory systems with vacation to the server during dry period.

### 1.2 QUEUEING THEORY

Queueing theory is a well developed branch of applied probability theory. Historically, the subject of queueing theory has been developed largely in the context of telephone traffic engineering. Over the past three decades, steady progress has been made towards solving increasingly difficult and realistic queueing models.

A queueing model is usually defined in terms of three characteristics-m the input process, the service mechanism and the queue discipline. The input process describes the sequence of requests for service. Often the input process is specified in terms of the distribution of the lengths of time between consecutive customer arrival
instants. The service mechanism is the category that includes such characteristics as the number of servers and the lengths of time that customers hold the servers. The queue discipline deals with the rule by which customers are taken for service.

For the single server queue a busy period is the time interval during which the server is continuously busy.i.e. it is the length of time from the instant the (previously idle) server is seized until it next becomes idle. The time between the starting points of two consecutive busy periods is called a busy cycle. The actual waiting time in the queue of a customer is defined as the time between the moment of his arrival and the moment at which his service starts. The virtual waiting time at time $t$ is the actual waiting time of a customer if he had arrived at time $t$.

For a complete reference on the earlier works of queueing theory we refer to the bibliographies given in the books by Syski [1960], Saaty [1961], Takacs [1962], Prabhu [1965], Cooper [1972], Gross and Harris [1974], Neuts [1981] and Medhi [1984].

## $M / G / 1$ queueing models where the server is not

 available over occasional intervals of time has been considered by many authors. The times, when the server is not available are called vacations (also referred to as rest). A queueing model in which the server goes for vacation whenever the system becomes empty is an 'exhaustive service system'. This model has been studied by Miller [1964], Cooper [1970], Levy and Yechiali [1975], Shantikumar [1980], Scholl and Kleinrock [1983], Lee [1984] and Fuhrmann [1984]. $M / G / 1$ queueing systems without exhaustive service is studied by Neuts and Ramalhoto[1984], Ali and Neuts [1984] and Fuhrmann and Cooper [1985]. Daniel [1985] discusses several interesting models with vacation to the server. Doshi [2985] considers the $G / G / I$ exhaustive service system and proves that the 'decomposition property' holds. G/G/l vacation system with Bernoulli schedules is considered by Keilson and Servi [1986]. For a complete survey of the queueing systems with vacations, we refer to Doshi [1986].
### 1.3 HOT ATIONS

In this section we introduce the following notations, that may be frequently used in the thesis.

* denotes the convolution operator.
$f^{* n}(x)$ is the n-fold convolution of $f(x)$ with itself.
For a distribution function $F(x) ; \bar{F}(x)=1-F(x)$
$\delta_{i j}$ is the Kronecker delta function given by $\delta_{i j}=\left\{\begin{array}{lll}1 & \text { if } & i=j \\ 0 & \text { if } & i \neq j\end{array}\right.$
[x] denotes the integral part of $x$.
$\gamma_{\alpha, \beta}($.$) is the Gamma density function with parameters \alpha$ and $\beta$.
$\Gamma_{\alpha, \beta}($,$) is the Gamma distribution function with parameters \alpha$ and $\beta$. $E(X)$ is the expectation of the random variable $X$.

We define the convolution of two matrices $A$ and $B$ as follows. If $A(t)=\left[a_{i j}(t)\right]$ is a matrix of order $x p$ and $B(t)=\left[b_{i j}(t)\right]$ is a matrix of order $p x n$, then $A * B(t)=\left[c_{i j}(t)\right]$ is a matrix of order $m x n$ whose elements are given by $c_{i j}(t)=\sum_{k=1}^{p} a_{i k} * b_{k j}(t)$.

### 1.4 REHEWAL THBORY

Let $\left\{X_{n}, n=1,2, \ldots\right\}$ be a sequence of nonnegative independent random variables with a common distribution function $F(x)$. Let $S_{0}=0$ and for $n \geqslant 1, S_{n}=\sum_{i=1}^{n} X_{1}$.

Define $N(t)=\operatorname{Sup}\left\{n \mid s_{n} \leq t\right\}$
If $\mu=\int_{0}^{\infty} x d F(x)$, which we assume to exist, by the strong law of large numbers we have $\frac{S_{n}}{n} \rightarrow \mu$ as $n \longrightarrow \infty$ with probability 1. Hence, for finite $t, S_{n} \leq t$ only finitely often and so $N(t)<\infty$ with probability 1 . The process $\{N(t), t \geqslant 0\}$ is a Reneval process.

It is easy to note that $N(t) \geqslant n \Leftrightarrow S_{n} \leqslant t$. Using this one may obtain, $P\{N(t)=n\}=F^{* n}(t)-F^{* n+1}(t)$. Let $M(t)=E(N(t)) ; M(t)$ is called the renewal function and it can be shown that $M(t)=\sum_{n=1}^{\infty} F^{* n}(t)$. Let $m(t)=M(t) ;(t)$ is called the renewal density function and $m(t)=\sum_{n=1}^{\infty} f^{* n}(t)$ if the density function $f(x)=F^{\prime}(x)$ exists.

Suppose $\left\{X_{n}, n=1,2, \ldots\right\}$ is a sequence of independent nonnegative random variables with $X_{1}$ having distribution function $G(x)$ and $X_{n}$ for $n>1$ having distribution function $F(x)$. Let $S_{0}=0$ and $S_{n}=\sum_{i=1}^{n} X_{i}$ for $n \geqslant 1$.

Define $H_{D}(t)=\operatorname{Sup}\left\{n \mid S_{n} \leq t\right\}, H_{D}(t)$ is called a Delayed renewal process or a Modified renewal process.

Here we have, $P\left\{H_{D}(t)=n\right\}=G * F^{* n-1}(t)-G * P^{* n}(t)$. The modified renewal function is $H_{D}(t)=B\left(H_{D}(t)\right)$ and $M_{D}(t)=\sum_{n=1}^{\infty} G * F^{* n-1}(t)$. The modified renewal density function is $m_{D}(t)=M_{D}(t)$ and it is given by $m_{D}(t)=\sum_{n=1}^{\infty} g * f^{*-1-1}(t)$, under the additional assumption that the density function $g(x)=G^{\prime}(x)$ and $f(x)=F^{\prime}(x)$ exist.

For more details of the renewal theory we refer to $\operatorname{Cox}$ [1962].

### 1.5. SUMMARY OF THE WORK INCLUDED IH THIS THBSIS

In the second chapter we consider three models on (s,S) inventory systems with finite backlog of demands and vacation to the server. In all the models the interarrival times of demands and lead times are independent sequtaces of independent and identically distributed random variables having general distributions. In the first two models, whenever the inventory becomes dry, the server goes for vacation. In the third model when
the inventory becomes dry, a local purchase is made according to the availability and the erver goes for vacation only if the local purchase is impossible. The vacation period is also random with a general distribution. If the server returns from vacation before the realization of the order, he permits a finite number of demands to wait. All the demands arriving during the vacation period of the server are lost. In the first and third model, order aize is a constant and in the second model the order size can vary according to the inventory level. Uaing renewal theory, the inventory level and queue size probabilities are presented explicitly.

In chapter 3, we derive expressions to find the correlation between lead time and dry period for ( $\mathrm{s}, \mathrm{s}$ ) inventory systems and finite capacity dam models. Also, assuming exponential distributions for interarrival times of demands and lead times, simple expressions for the joint moments are obtained.

Fourth chapter deals with an (8,S) policy inventory system under the assumption that intervals of time between successive demand points, quantities demanded at these points and lead times are independent sequences of independent and identically distributed random variables. Interarrival times


#### Abstract

of demands and lead times follow general dietributions. The quantity demanded each time is a discrete randon variable taking values between two integers a and buch that $s<a \leq b<S-8 . \quad$ Backlogging of demands are not allowed. Exact expressions for the systen size probabilities are derived.


In chapter 5, we consider an inventory system in which an ordering level is decided according to the number of demands during the previous lead time. Interarrival times of demands and lead times are generally distributed random variables and each demand is for one unit. All the demands that occur during the inventory dry period are lost. Using renewal theoretic arguments we derive the inventory level probabilities. Also we discuss the correlation between the number of demands in a lead time and the next dry period.
$G / M^{a, b} / 1$ queueing system with vacation to the server is considered in chapter 6. The service time is exponentially distributed with parameter $\mu_{i}$, if i is the size of the batch being served. The vacation periods are also exponentially distributei. Matrix-geometric method of Neuts is used to find the steady state probabilities of the system size. The structure of the matrix geometric equation is not simple
and is not fielding to any easy algorithmic approach for solution in the general set up. Probability distribution of waiting time is given explicitly.

In chapter 7, we consider a finite capacity $M / G / 1$ queueing system with server going for vacation whenever there is no unit in the system. The vacation periods are independent and identically distributed random variables having a general probability distribution function. The capacity of the waiting room is finite and all the demands that arrive when the waiting room is full are lost. Using renewal theory, we derive the transient system size probabilities at arbitrary time points. Also we derive expressions for the probability distribution of virtual waiting time in the queue at any time $t$.

In the last chapter we consider an $M / G^{a, b} / 1$ queueing system with a waiting room that allows only a maximum of ' $b$ ' customers to wait at any time. A minimum of 'a' customers are required to start a service and the server goes for vacation vhenever he finds less than ' $a$ ' customers in the waiving room after a service. If the server returns from lacation to find less than 'a' customers walting, he begins
another vacation immediately. Here also expressions for the time dependent system size probabilities at arbitrary time points are derived.

The expressions we derive are complicated and hence do not easily yield to give numerical solutions. Developing algorithms for these will be quite worthwhile work.

## Chapter 2

## INV ENTORY SYSTEMS WITH FINITE BACKLOG OF

DEMANDS AND VACATION TO THE SERVER *

### 2.1. INTRODUCTION

The probabilistic analysis of ( $8, S$ ) inventory models using renewal theoretic arguments is considered by many authors. For instance, Arrow, Karlin and Scarf [1958] and Tijms [1972] contain detailed treatment of these models. Sivazlian [1974] deals with a continuous review ( $s, S$ ) inventory system with general interarrival distributions between unit demands. Srinivasan [1979] considers the system with general demand arrival times, random lead times and unit demands. Thangaraj and Ramanarayanan [1983] consider an inventory system with two ordering levels. Daniel and Ramanarayanan [1987a,b] consider several models allowing vacation to the server during dry period.

In this chapter we consider three models of $(s, s)$ policy inventory systems with finite backlog of demands and rest time for the server. In all the models, the interarrival times of demands and lead times are independent sequences of independent and identically

[^0]distributed random variables having general distributions. In the first two models, whenever the inventory becomes dry, the server goes for vacation. In the third model, when the inventoxy becomes dry, a local purchase is made according to the availability of the item and the server goes for vacation only if the local purchase is impossible. The vacation period is also random with a general distribution. If the server returns from vacation before the realization of the order, he permits a finite number of demands to wait. All the demands arriving during the vacation period of the server are lost. In the first and third model, order size is a constant and in the second model the order size can vary according to the inventory level.

In all these models, the intervals between placing successive orders are independent and identically distributed random variables. We calculate its probability density function and using renewal theory we derive the inventory level and queue size probabilities explicitly.

Now we introduce the following notations.
$s^{f}{ }_{s}($.$) \quad Probability density function of the time between$ placing two successive orders.

| $f_{s, i}(x) d x=$ | Probability that the stock level drops |
| ---: | :--- |
|  | to in $(x, x+d x)$ due to the first demand |
|  | served after the replenishment, given at |
|  | time zero the order is placed. |

$k(x) \quad=\sum_{n=0}^{\infty} e^{* n}(x)$
$q(x) \quad=\quad \sum_{n=0}^{\infty} o^{p_{s}^{* n}}(x)$

For $1 \leq i \leq S$,
$\pi_{i}(t)=$ Probability that the stock level is i at time $t$, given at time zero the inventory size is $S$.
$\pi_{0}(t) \quad=$ Probability that the inventory is dry and there is no waiting of demands at time $t$, given at time zero the inventory level is $S$.
$\pi_{-i}(t)=$ Probability that there are $i$ demands waiting at time $t$, given the inventory level at time zero is S .
2.2. DESGRI PTION OF MODEL-1

In this section we give the details of the assump-
tions of this model. The maximum capacity of the store is $S$.

The interoccurrence times of demands are independent and identically distributed random variables with distribution function $F($.$) and density function f($.$) . Demands occur$ for one unit at a time. Whenever the inventory level falls to $s$, an order is placed for a quantity $S-s$. The lead time is a random variable with distribution function $G($. and density function $g($.$) . When the inventory becomes dry$ (i.e. the inventory level falls to zero) the server goes for vacation for a random period with probability distribution function $H($.$) and density function h($.$) . All the$ demands that arrive during the rest time of the server are lost. During the inventory dry period, arriving demands are permitted to wait for service only after the rest time of the server, subject to a maximum of size S-2s-l. They are served when the order is realized. It may be noted that since the size of the order 'S-s' minus the maximum queue length $S-2 g-1$ is $s+1$, we avoid placing a new order when an order is not realized. Finally we assume that, the interoccurrence times of demands, lead times and rest times are all independent.

In order to calculate the inventory level and queue size probabilities, we find the transition time probability density functions. It is easy to note that for $\operatorname{sis} \leq i \leq s-1$,

$$
\begin{equation*}
f_{B, 1}(x)=\int_{0}^{x} f^{* S-1-1}(u)[G(x)-G(u)] f(x-u) d u \tag{I}
\end{equation*}
$$

1780,

$$
\begin{align*}
f_{s, S-S-1}(x)= & \int_{0}^{x} f^{* B}(u) \int_{0}^{x-u} k(v)[H(x-u)-H(v)] \\
& {[G(x)-G(u)] f(x-u-v) d v d u } \tag{2}
\end{align*}
$$

To write down equation (2) consider the interarrival $(0, x)$. At $u$ in this interval, the $s^{\text {th }}$ demand occurs. During ( $u, u+\nabla$ ) several demands are lost and at $u+v$ a demand is lost. The server who goes for rest at $u$ returns only after $u+v$ but before $x$. The order placed at time zero is realized in $(u, x)$ and a demend occurs at $x$.

We get for $\mathrm{s}+1 \leq 1 \leq \mathrm{S}-\mathrm{s}-2$,

$$
f_{s, i}(x)=\int_{0}^{x} f^{* s}(u) \int_{0}^{x-u} k(v) \int_{0}^{x-u-v}[H(w+\nabla)-H(v)] f(w)
$$

$$
\int_{0}^{x-u-v-w} f^{*(S-g-1-2)}(y)[G(x)-G(u+v+w+y)]
$$

$$
\begin{equation*}
f(x-u-v-w) d y d w d v d u \tag{3}
\end{equation*}
$$

To obtain equation (3) consider the interval ( $0, x$ ). At $u^{\text {the }} \mathrm{s}^{\text {th }}$ demand occurs. Demands are lost during ( $\left.u, u+v\right)$ and at $u+v$ a demand is lost. Server returns during ( $u+v, u+v+w)$ after rest. (S-s-i-l) demands arrive and wait for service before the order is realized and a demand occurs at $x$.

Considering the fact that when the queue size during the lead time is $S-28-1$, further arriving demands are lost, we get,
$f_{s, s}(x)=\int_{0}^{x} f^{* s}(u) \int_{0}^{x-u} k(v) \int_{0}^{x-u-v}[H(w+v)-H(v)] f(w)$

$$
\begin{align*}
& \int_{0}^{x-u-v-w} k * f^{*}(S-2 s-2)(y)[G(x)-G(u+v+w+y)] \\
& f(x-u-v-w-y) d y d w d v d u \tag{4}
\end{align*}
$$

Using (1), (2), (3) and (4) we find the probability density function of the time between successive orders as,

$$
\begin{equation*}
s_{s}(x)=\sum_{i=s}^{S-1} \int_{0}^{x} f_{s, i}(u) f^{*(i-s)}(x-u) d u \tag{5}
\end{equation*}
$$

### 2.3. THE INVENTORY LEVEL AND QUEUS ST ZE PROBABILITIES

It is easy to obtain,
$\pi_{S}(t)=\bar{F}(t)+\int_{0}^{t} f^{* s-s}(u) \int_{0}^{t-u} q(v) G(t-u-v) \bar{F}(t-u-v) d v d u \ldots$ (6) Also for s+1 $\leqslant 1 \leqslant s-1$,

$$
\begin{gathered}
x_{i}(t)=\left[F^{* S-i}(t)-F^{* S-i+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \\
\int_{0}^{t-u-v} \sum_{j=1}^{S-1} f_{a, j}(w)\left[F^{* j-i}(t-u-\nabla-w)-F^{* j-i+1}(t-u-\nabla-w)\right] \\
d w d v d u
\end{gathered}
$$

$$
+\delta_{S-s, 1} \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-\nabla} f^{* s}(w)[G(t-u-v)-G(w)]
$$

$$
\bar{B}(t-u-v-w) d w d v d u
$$

$$
+\delta_{S-s, i} \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-v} f^{* s}(w) \int_{0}^{t-u-v-w} k(y)
$$

$$
[H(t-u-v-w)-H(y)][G(t-u-v)-G(w)] \bar{F}(t-u-v-v-y)
$$

$$
\begin{equation*}
d y d w d v d u \tag{7}
\end{equation*}
$$

The first term on the right side equation (7) is the probability that exactly $S-i$ demands occur and the second
term is the probability that the inventory level drops to s, several orders are placed and realized, a transition from level s to level j occurs and after which exactly j-i demands occur. The last two terms are written considering the realization of on order during the inventory dry period. For $i=S-8$, the third term is the probability that the inventory level is $S-s$ at time $t$ due to the realization of order before $t$ but the server taking rest. For $i=S-s$, the fourth term is the probability that the inventory level becomes $S-s$ due to the realization of an order, rest period of the server is over but no demand has occured after his return.

How for $1 \leq i \leq a$, we get,

$$
\begin{gather*}
\pi_{i}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-\nabla)\left[F^{* s-i}(t-u-v)-\right. \\
\left.P^{* S-i+l}(t-u-v)\right] d v d u \tag{8}
\end{gather*}
$$

Using the argument that during the inventory dry period (1) the server is absent or (ii) he is present but demands have not arrived after his rest time, we find,
$\pi_{0}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{\sigma}(t-u-v) \int_{0}^{t-u-v} f^{* 8}(v)$

$$
\bar{H}(t-u-v-w) d w d v d u
$$

$$
+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(\nabla) \bar{G}(t-u-\nabla) \int_{0}^{t-u-\nabla} f^{*}(w) \int_{0}^{t-u-\nabla-w} k(y)
$$

$$
\begin{equation*}
[H(t-u-v-w)-H(y)] \bar{F}(t-u-v-w-y) d y d w d v d u \tag{9}
\end{equation*}
$$

Also for $1 \leq 1 \leq S-2 s-2$,

$$
\begin{gather*}
x_{-i}(t)=\int_{0}^{t} f^{* S-g}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} f^{* s}(w) \int_{0}^{t-u-v-w} k(y) \\
\int_{0}^{t-u-\nabla-w-y}[H(y+z)-H(y)] f(z)\left[F^{* i-1}(t-u-v-v-y-z)-\right. \\
\left.P^{* i}(t-u-\nabla-w-y-z)\right] d z d y d w d v d u \quad \ldots \quad, \tag{10}
\end{gather*}
$$

To obtain equation (10) we consider the interval
$(0, t)$. At $u$ the $(S-s)^{\text {th }}$ demand occurs. During ( $\left.u, u+\sigma\right)$ several orders are placed and realized. At $u+V$ an order is placed but not realized up to t. At $u+v+w$ inventory becomes dry. During ( $u+v+w, u+v+w+y$ ) several demands are lost and at $u+v+w+y$ a demand is lost. The next demand occurs at $u+\nabla+w+y+z$ and the server returns during
$(u+v+w+y, u+v+w+y+z)$. Bractiy i-l demands occur in $(u+v+w+y+z, x)$.

Considering the maxdmum size of the backlog is S-2s-1, we find,
$\pi_{-(s-2 s-1)}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-\nabla} f^{* s}(w)$

$F^{* S-2 s-2}(t-u-\nabla-u-y-z) d z d y d w d v d u \quad .$.

### 2.4 DESCRIPTION OF MODEL-2

In this model also we assume that the demands occur in accordance with a general renewal process and the lead time distribution for an order is general. Let $F(x)$ be the distribution function of the interoccurrence times of demands and let $f(x)$ be the corresponding probability density function. Demands are for one unit at a time. Maximum eapacity of the store is $S$ and an order is placed whenever the inventory level falls to $s$. The lead time distribution and density functions are respectively $G(x)$ and $g(x)$. After the lead time, an agent arrives and he
can supply $j$ units, $S-s \leq j \leq S$. If the inventory level is $i, 0 \leq i \leq 8$, he supplies $S-i$ units and so the inventory becomes full after each replenishment. When the inventory becomes dry, the server goes for rest for a random time whose distribution and density functions are $H(x)$ and $h(x)$ respectively. During the inventory dry period, arriving demands are permitted to wait for service only after the rest time of the server subject to a maximum of size $\mathrm{S}-\mathrm{s}-1$. They are served when the order is realized. Here we may note that since the maximum size of an order $S$ minus the maximum queue length $S-8-1$ is $s+1$, we avoid placing a new order when an order is not realized. Also we assume that the interarrival times of demands, lead times and rest times are all independent.

Here we obtain the transition time density function as follows:

$$
\begin{align*}
f_{s, S-1}(x)= & \sum_{i=0}^{s-1} \int_{0}^{x} f^{* i}(u)[G(x)-G(u)] f(x-u) d u+\int_{0}^{x} f^{* s}(u) \\
& \int_{0}^{x-u} k(v)[G(x)-G(u)][H(x-u)-H(v)] f(x-u-v) d v d u \tag{12}
\end{align*}
$$

The first term corresponds to the case that the s to $S-1$
transition occurs before the inventory becomes dry. To write the second term we consider the interval ( $0, x$ ). At $u$ the inventory becomes dry. During ( $u, u+v$ ) several demands are lost and at $u+v$ a demand is lost. Next demand occurs at $x$. During ( $u, x$ ) the order is realized and during $(u+v, x)$ the server returns.

For $8+1 \leq i \leq s-2$, we have,
$f_{s, i}(x)=\int_{0}^{x} f^{* s}(u) \int_{0}^{x-u} k(v) \int_{0}^{x-u-\nabla}[H(w+v)-H(v)] f(w)$

$$
\begin{align*}
& \int_{0}^{x-u-v-w} f^{* S-i-2}(y)[G(x)-G(u+v+w+y)] . \\
& f(x-u-v-w) d y d w d v d u \tag{13}
\end{align*}
$$

To write down equation (13) consider the interval ( $0, x$ ). At $u$ the $s^{\text {th }}$ demand occurs. Demands are lost during ( $u, u+v$ ) and at $u+v$ a demand is lost. Server returns during ( $u+v, u+v+w$ ) after rest. S-i-l demands arrive and wait for service before the order is realized and a demand occurs at $x$.

Now,

$$
\begin{align*}
f_{s, s}(x)= & \int_{0}^{x} f^{* s}(u) \int_{0}^{x-u} k(v) \int_{0}^{x-u-v}[H(w+v)-H(v)] f(w) \\
& \int_{0}^{x-u-v-w} k * f^{* S-s-2}(y)[G(x)-G(u+\nabla+w+y)] \\
& f(x-u-v-w-y) d y d w d v d u \tag{14}
\end{align*}
$$

Then we have,

$$
\begin{equation*}
s_{s} f_{s}(x)=\sum_{i=s}^{S-1} \int_{0}^{T} f_{s, i}(u) f^{* i-s}(x-u) d u \tag{15}
\end{equation*}
$$

### 2.5. INVENTORI LEV EL AND QUEUE SIZE PROBABILITIBS

Here we give the inventory level probabilities. It is easily seen that,

$$
\begin{aligned}
\pi_{S}(t)=\bar{F}(t)+ & \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-v} \sum_{i=0}^{s-1} f^{* i}(w) \\
& {[G(t-u-v)-G(w)] \bar{F}(t-u-v-w) d w d v d u }
\end{aligned}
$$

$$
+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-\nabla} f^{* s}(w) \int_{0}^{t-u-v-w} k(y)
$$

$$
[H(t-u-v-w)-H(y)][G(t-u-v)-G(w)]
$$

$$
\bar{F}(t-u-v-w-y) d y d w d v d u
$$

$$
+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-v} f^{* s}(w) \bar{H}(t-u-\nabla-w)
$$

$$
\begin{equation*}
[G(t-u-v)-G(w)] d w d v d u \tag{16}
\end{equation*}
$$


#### Abstract

The first term is the probability that no demand has occured during ( $0, t$ ). The second term is the probability that during ( $0, t$ ) several orders are realized, the last order placed is realized before the inventory becomes dry and no demand has occurred after its realization. The third term is the probability that the inventory level is $S$ immediately after a dry period and the server is available. The fourth term is the same case when the server is taking rest.


For stl $\leq 1 \leq s-1$, we get,

$$
\pi_{i}(t)=\left[F^{*(S-i)}(t)-F^{*(S-i+1)}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v)
$$

$$
\begin{align*}
& \int_{0}^{t-u-v} \sum_{j=i}^{S-1} f_{s, j}(w)\left[F^{*(j-i)}(t-v-v-w)-\right. \\
& \left.F^{*}(j-i+1)(t-u-\nabla-w)\right] d w d v d u \tag{I7}
\end{align*}
$$

Now for $1 \leq i \leq 8$,

$$
\begin{align*}
\pi_{i}(t)= & \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-\nabla)\left[F^{* S-1}(t-u-v)-\right. \\
& \left.F^{* s-i+1}(t-u-\nabla)\right] d v d u \tag{18}
\end{align*}
$$

Also,
:
$\pi_{0}(t)=\int_{0}^{t} f^{* s-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} f^{* s}(w)$
$\bar{H}(t-u-v-w) d w d v d u$

$$
+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} f^{* S}(w)
$$

$$
\begin{equation*}
\int_{0}^{t-u-v-w} \dot{k}(y)[H(t-u-\nabla-w)-H(y)] \bar{F}(t-u-v-w-y) d y d w d v d u \tag{19}
\end{equation*}
$$

Now we find the queue size probabilities as follows. For $1 \leq i \leq S-8-2$,

$$
\begin{aligned}
\pi_{-i}(t)= & \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(\nabla) \bar{G}(t-u-\nabla) \int_{0}^{t-u-v} f^{* g}(w) \\
& \int_{0}^{t-u-\nabla-w} k(y) \int_{0}^{t-u-\nabla-w-y}[H(y+z)-H(y)] f(z) \\
& {\left[F^{* i-1}(t-u-\nabla-w-y-z)-F^{* 1}(t-u-\nabla-w-y-z)\right] d z d y d w d \nabla d u }
\end{aligned}
$$

To obtain equation (20) consider the interval ( $0, t$ ).

At $u$ the $(S-s)^{\text {th }}$ demand occurs. During $(u, u+v)$ several orders are placed and realized. at $u+v$ an order is placed but not realized up to $t$. At $u+v+w$ inventory becomes dry. During ( $u+\nabla+w, u+v+w+y)$ several demands are lost and at $u+v+w+y$ a demand is lost. The next demand occurs at $u+v+w+y+z$ and the server returns during ( $u+v+w+y$, $u+\nabla+w+y+z$ ). Exactly $i-l$ demands occur in ( $u+v+w+y+z, x)$.

Finally,

$$
\begin{align*}
\pi_{-(S-s-1)}(t)= & \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} f^{* B}(v) \\
& \int_{0}^{t-u-v-w} k(y) \int_{0}^{t-u-v-w-y} f(z)[H(y+z)-H(y)] \\
& P^{* S-s-2}(t-u-v-w-y-z) d z d y d w d v d u \tag{2I}
\end{align*}
$$

### 2.6 DESCRI PTION OF MODEL-3

Here we consider an ( $s, s$ ) inventory system with the following assumptions. The interarrival times of demands are independent and identically distributed random variables with distribution function $F(x)$ and density function $f(x)$. Demands are for one unit at a time. $S$ is the maximum capacity of the store. When the inventory level falls to $s$,
an order for $S-s$ units is placed. Lead times are independent and identically distributed random variables with distribution function $G(x)$ and density function $g(x)$. Whenever the inventory level drops to zero, if the item is available, $s$ units are brought to the store immediately at an additional cost. Irrespective of the time, let $p$ be the probability that the item is available and let $q=1-p$ be the probability that it is not available. When the inventory level drops to zero, if the item is not available, the store is closed for a random length of time, having distribution function $H(x)$ and density function $h(x)$. All the demands that arrive during this closed period is lost. If the store is opened before the realization of the order, no local purchase is made, but backlogging of demands is allowed to a maximum of $\mathrm{S}-2 \mathrm{~s}-1$ units. As the difference between the order size and the maximum queue length is $s+1$, we avoid placing a new order when an order has not realized. Interarrival times of demands, lead times and store closing periods are all assumed to be independent.

Here also using the notations introduced for transition probabilities, we obtain the following relations.

For $S-8 \leq 1 \leq S-1$,

$$
\begin{equation*}
f_{s, i}(x)=\int_{0}^{x} \sum_{n=0}^{\infty} f^{* S+n s-1-1}(u) p^{n}[G(x)-G(u)] f(x-u) d u \tag{22}
\end{equation*}
$$

$$
\text { To obtain (22) consider the interval }(0, x) \text {. }
$$ Whenever the level hit the zero level, local purchase was possible and all the demands are met in ( $0, u$ ) and a demand is met at time $u$. The replenishment occurs in ( $u, x$ ) and the first demand after $u$ occurs at $x$.

For $i=S-s-1$, we easily get,
$f_{s, S-s-1}(x)=\int_{0}^{x} \sum_{n=1}^{\infty} f^{* n s}(u) p^{n-1} q \int_{0}^{x-u} k(v)[H(x-u)-H(v)]$

$$
\begin{equation*}
[G(x)-G(u)] f(x-u-v) d v d u \tag{23}
\end{equation*}
$$

Also for $s+1 \leqslant 1 \leqslant s-s-2$,
$f_{s, i}(x)=\int_{0}^{x} \sum_{n=1}^{\infty} f^{* n s}(u) p^{n-1} q \int_{0}^{x-u} k(v) \int_{0}^{x-u-v}[H(w+v)-H(v)] f(w)$

$$
\begin{align*}
& \int_{0}^{x-u-v-w} f^{* S-s-i-2}(y)[G(x)-G(u+v+w+y)] \\
& f(x-u-v-w-y) d y d w d v d u \tag{24}
\end{align*}
$$

Again, for $1=m$, we have,
$f_{s, s}(x)=\int_{0}^{x} \sum_{n=1}^{\infty} f^{* n g}(u) p^{n-1} q \int_{0}^{x-u} k(v) \int_{0}^{x-u-v}[H(w+v)-H(v)] f(w)$

$$
\begin{align*}
& \int_{0}^{x-u-v-w} f^{* S-2 s-2} k(y)[G(x)-G(u+v+w+y)] \\
& f(x-u-v-w-y) d y d w d v d u \tag{25}
\end{align*}
$$

Thus we get the probability density function of the time between placing two successive orders as,

$$
\begin{equation*}
s_{s} f_{s}(x)=\sum_{i=s}^{S-1} \int_{0}^{x} f_{s, i}(u) f^{* i-s}(x-u) d u \tag{26}
\end{equation*}
$$

2.7. INVENTORY LEVEL AND QUEUE SI ZE PROBABILITIES

We get,

$$
\begin{align*}
\pi_{S}(t)= & \bar{F}(t)+\int_{0}^{t} e^{* S-s}(u) \int_{0}^{t-u} q(v) \sum_{n=0}^{\infty} \int_{0}^{t-u-v} p^{n} f^{* n s}(w) \\
& {[G(t-u-v)-G(w)] \bar{F}(t-u-v-w) d v d v d u } \tag{27}
\end{align*}
$$

Equation (27) is written considering the cases
(i) No demand occurs upto time $t$, (ii) an order is placed at $u$, many orders are placed and realized and the last order is placed at $u+\nabla$. Then several local purchase are made and at $u+\sigma+w$, the level is $s$ and the order is re plenished in ( $w, x$ ) but no demand occurs in ( $w, x$ ).

For $s+1 \leq i \leq s-1$, it is easily seen that,
$\pi_{i}(t)=\left[F^{* S-i}(t)-F^{* S-i+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v)$

$$
\begin{aligned}
& \int_{0}^{t-u-v} \sum_{j=1}^{S-1} f_{s, j}(w)\left[F^{*(j-i)}(t-u-v-w)-\right. \\
& \left.P^{*(j-i+1)}(t-u-\nabla-w)\right] d v d v d u \\
& +\delta_{S-s, i} \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \int_{0}^{t-u-v} \sum_{n=1}^{\infty} p^{n-1} q f^{* n s}(w) \\
& {[G(t-u-\nabla)-G(w)] \bar{H}(t-u-v-w) d w d v d u}
\end{aligned}
$$

$$
+\delta_{S-s, i} \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-n} q(v) \int_{0}^{t-u-v} \sum_{n=1}^{\infty} p^{n-1} q f^{* n s}(w)
$$

$$
\int_{0}^{t-u-v-w} k(y)[H(t-u-v-w)-H(y)][G(t-u-v)-G(w)]
$$

$$
\begin{equation*}
\bar{F}(t-u-v-w-y) d y d w d v d u \tag{28}
\end{equation*}
$$

Now for $1 \leqslant 1 \leqslant 8$,
$\pi_{i}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \sum_{n=1}^{\infty} p^{n-1}$

$$
\begin{equation*}
\left[P^{*(n s-i)}(t-u-v)-P^{*(n s-i+1)}(t-u-v)\right] d v d u \tag{29}
\end{equation*}
$$

When the inventory is dry and when there is no demand being backlogged, we have two mutually exclusive cases. Let,

$$
\begin{aligned}
\pi_{0}^{c}(t)= & \text { Probability that the store is closed } \\
& \text { and the inventory level is zero, given } \\
& \text { the level at time zero is s. }
\end{aligned}
$$

Also let,

$$
\begin{aligned}
\pi_{0}^{0}(t)= & \text { Probability that the inventory is dry, } \\
& \text { the store is open and there is no waiting } \\
& \text { of demands at time } t, \text { given at time zero } \\
& \text { inventory level is } S .
\end{aligned}
$$

Then we have,

$$
\pi_{0}^{c}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-w) \int_{0}^{t-u-v} \sum_{n=1}^{\infty} p^{n-1} q \cdot f^{* n s}(w)
$$

$$
\begin{equation*}
\bar{H}(t-u-v-w) d w d v d u \tag{30}
\end{equation*}
$$

$\pi_{0}^{0}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v)$

$$
\int_{0}^{t-u-v} \sum_{n=1}^{\infty} p^{n-1} q f^{* n s}(w) \int_{0}^{t-u-v-w} k(y)
$$

$$
\begin{equation*}
[H(t-u-v-w)-H(y)] \bar{F}(t-u-v-w-y) d y d w d v d u \tag{31}
\end{equation*}
$$

The queue size probabilities are obtained as follows.
For $1 \leq i \leq s-2 s-2$,

$$
\begin{align*}
\pi_{-i}(t)= & \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} \sum_{n=1}^{\infty} p^{n-1} q f^{* n s}(v) \\
& \int_{0}^{t-u-v-w} k(y) \int_{0}^{t-u-v-w-\bar{v}}[H(y+z)-H(y)] f(z) \\
& {\left[F^{*(1-1)}(t-u-v-w-y-z)-F^{* i}(t-u-v-w-y-z)\right] d z d y d w d v d u } \tag{32}
\end{align*}
$$

Finally we have,

$$
\begin{gather*}
\pi_{-(S-2 s-1)}(t)=\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-q} q(v) \bar{G}(t-u-v) \int_{0}^{t-u-v} f^{* s}(w) \\
\int_{0}^{t-u-v-w} k(y) \int_{0}^{t-u-\nabla-w-y} f(z)[H(y+z)-H(y)] \\
F^{* S-2 s-2}(t-u-v-w-y-z) d z d y d w d v d u \tag{33}
\end{gather*}
$$

## Remarks

The probabilities calculated in the above models may be used for finding the expected cost during ( $0, t$ ). We assume that the inventory carrying cost per unit is 'a' units per unit time and queue maintaining cost per demand is ' $b$ ' units per unit time. Then we find the expected cost during $(0, t)$ as,

$$
E(C(t))=\sum_{n=1}^{S} n a \int_{0}^{t} \pi_{n}(u) d u+\sum_{m=1}^{d} m b \int_{0}^{t} \pi_{-m}(u) d u
$$

where $C(t)$ is the totel cost during ( $0, t$ ). For models 1 and $3, d=S-2 s-1$ and for model $2, d=S-s-1$.

## Chapter 3

## CORRKLATION BETYREN IRAD IIMR AND DRI PRRIOD FOR INV ENTORT BS AKD DAKS

### 3.1 INTRODUCTION

A detailed review of inventory systems was given by Gani [1957] and applications of such models to practical situations, are provided by Hadley and Whittin [1963]. Moran [1959] gave the probability theory of a dam and later it was further extended by several authors. In many of the models developed, under the assumptions of general distributions for interarrival times of demands and lead times (time between easons), the system size probabilities are obtained. For instance one may refer Sahin[1979], Srinivasan [1979], Thangaraj and Ramanarayanan [1983] and Roes [1970]. But the relationsobtained are too involved to yield for any further analysis.

So far, the correlation between lead times (time between seasons) and storage dry periods have not been studied at any depth. In this chapter we develop some simple results and use it to find the correlation between lead time and dry period for ( $s, S$ ) policy inventory systems and finite capacity, continuous demand dam models. Also
in some particular cases simple expressions for the joint moments are obtained.

### 3.2. SOME GENERAL RBSULTS

Let $X$ and $Y$ be two positive independent random variables with probability distribution functions $F(x)$ and $G(x)$ and probability density functions $f(x)$ and $g(x)$ respectively. Define a random variable $z$ as

$$
Z=\left\{\begin{array}{cl}
X-Y & \text { if } X>Y \\
0 & \text { otherwise }
\end{array}\right.
$$

The joint density functions of $X$ and $Z$ is given by

$$
f(x, z)= \begin{cases}f(x) \bar{G}(x) & \text { for } z=0 \text { and } x>0 \\ f(x) g(x-z) & \text { for } z>0 \text { and } z \leq x \\ 0 & \text { otherwise }\end{cases}
$$

[ Here $f(x, z)$ is not a proper probability density function, for, non zero probability is attached with a set of Lebesgue measure zero. But $f(x, z)$ can be used for our computations.]

The Double Laplace Stieltjes Transform (DLST) of $\mathbf{x}$ and 2 is given by

$$
\begin{gathered}
B\left(e^{-\xi X-\eta Z}\right)=\int_{0}^{\infty} e^{-\xi x} f(x) \bar{\theta}(x) d x+\int_{0}^{\infty} \int_{0}^{x} e^{-\xi x-\eta z} \\
f(x) g(x-z) d z d x
\end{gathered}
$$

After some simplifications we get,

$$
\begin{gather*}
B\left(e^{-\xi x-\eta z}\right)=\int_{0}^{\infty} e^{-\xi x} f(x) d x-\eta \int_{0}^{\infty} e^{-\xi x-\eta x} f(x) \\
\int_{0}^{x} e^{\eta y} G(y) d y d x \tag{2}
\end{gather*}
$$

Now differentiating (2) partially with respect to $\eta$ and putting $₹=0$ and $\eta=0$, we obtain after changing the sign,

$$
\begin{equation*}
E(z) \quad=\int_{0}^{\infty} f(x) \int_{0}^{x} G(y) d y d x \tag{3}
\end{equation*}
$$

Similarly taking the second partial derivative with respect to $\eta$ and putting $\mathfrak{\gamma}=0, \eta=0$, we get

$$
\begin{equation*}
E\left(Z^{2}\right) \quad=2 \int_{0}^{\infty} f(x) \int_{0}^{x} \int_{0}^{y} G(z) d z d y d x \tag{4}
\end{equation*}
$$

How differentiating equation (2) partially with respect to $\eta$ and then with respect to $\$$ and putting $\eta=0$, $\zeta=0$, we obtain,

$$
\begin{equation*}
E(X Z)=\int_{0}^{\infty} x f(x) \int_{0}^{x} G(y) d y d x \tag{5}
\end{equation*}
$$

Using (3) and (5) the covariance of $X$ and $Z$ can be found. From (3) and (4) the variance of 2 is calculated and so the correlation between $X$ and $Z$ can be obtained.

Similarly we can compute the correlation between $Y$ and $Z$ as follows. The joint density functions of $Y$ and $Z$ (as in the earlier case, here also it is not a proper density function) can be easily written as,

$$
f(y, z)= \begin{cases}F(y) g(y) & \text { for } z=0, y>0  \tag{6}\\ g(y) f(y+z) & \text { for } z>0, y>0 \\ 0 & \text { otherwise }\end{cases}
$$

Hence DLST of $Y$ and $Z$ is,

$$
\begin{aligned}
E\left(e^{-\zeta Y-\eta Z}\right)= & \int_{0}^{\infty} e^{-\zeta y} g(y) F(y) d y+ \\
& \int_{0}^{\infty} \int_{0}^{\infty} e^{-\xi y-\eta z} g(y) f(y+z) d z d y
\end{aligned}
$$

This can be aplified into the form,

$$
\begin{align*}
E\left(e^{-\xi Y-\eta Z}\right)= & \int_{0}^{\infty} e^{-\xi y} g(y) P(y) d y+ \\
& \int_{0}^{\infty} e^{-\xi y+\eta y} g(y) \int_{0}^{\infty} e^{-\eta x^{\prime}} f(x) d x d y \tag{7}
\end{align*}
$$

Then we find that,

$$
\begin{equation*}
E(Y Z) \quad=\int_{0}^{\infty} y g(y) \int_{y}^{\infty} \bar{F}(x) d x d y \tag{8}
\end{equation*}
$$

Then as in the earlier case, the correlation between $Y$ and 2 can be calculated.
3.3 ON ( $\mathrm{s}, \mathrm{S}$ ) POLICY INV ENTORY SYSTEMS

Consider an (s,S) policy inventory system under the assumption that the interarrival times of demands and lead times are independent sequences of independent and identically distributed random variables with general distributions and the demands are for one unit ais a time. Let $H(x)$ be the cumulative distribution function (c.d.f) of interarrival times of demands and let $h(x)$ be the
corresponding probability density function (p.d.f). Also let $F(x)$ be the c.d.f of lead times and let $f(x)$ be its p.d.f. The order is placed whenever the inventory level falls to $s$. Hence the time for the inventory to become dry is the time needed for the occurrence of $s$ demands which is the sum of $s$ independent and identically distributed random variables having c.d.f $\mathrm{H}(\mathrm{x})$. Therefore $H^{* B}(x)$, the 8 -fold convolution of $H(x)$ with itself, is the c.d.f of the time to dry.

In section 3.2, if we take $X$ as the lead time and Y as the time to dry, then $Z$ will be the dry period. $X$ is having c.d.f $F(x)$ and $Y$ is with c.d.f $H^{* B}(x)$. Substituting these distribution functions in the earlier equations, the correlation between lead time and dry period and time to dry and dry period can be obtained.

Now we study a special case in which both the interarrival times of demands and lead times are exponentially distributed.

Let

$$
H(x)=1-e^{-\mu x} \text { and } T(x)=1-e^{-\lambda x}
$$

Using the equations in section 3.2 we get,
(i) The expected dry period, $B(Z)=\frac{1}{\lambda}\left(\frac{\mu}{\mu+\lambda}\right)^{8}$

$$
\text { (ii) } E\left(z^{2}\right)=\frac{2}{\mu^{2}}\left(\frac{\mu}{\mu+\lambda}\right)^{s}
$$

$$
\text { (iii) } E(X Z)=\frac{1}{\lambda^{2}}\left(\frac{\mu}{\mu+\lambda}\right)^{s}\left(\frac{2 \mu+2 \lambda+\lambda s}{\mu+\lambda}\right)
$$

$$
\text { (iv) } \operatorname{cov}(X, z)=\frac{1}{\lambda^{2}}\left(\frac{\mu}{\mu+\lambda}\right)^{s}\left(\frac{\mu+\lambda+\lambda s}{\mu+\lambda}\right)
$$

$$
\text { (v) } E(Y Z)=\frac{I}{\lambda}\left(\frac{\mu}{\mu+\lambda}\right)^{s}\left(\frac{s}{\mu+\lambda}\right)
$$

$$
\text { ( } \mathrm{\nabla i}) \operatorname{Cov}(Y, z)=-s\left(\frac{\mu}{\mu+\lambda}\right)^{s} \frac{1}{\mu(\mu+\lambda)}
$$

Then the correlation between $X$ and $Z$ is given by

$$
P(X, z)=\frac{\mu(\mu+\lambda+\lambda s)}{(\mu+\lambda) \sqrt{2 \lambda^{2}\left(\frac{\mu+\lambda}{\mu}\right)^{s}-\mu^{2}}}
$$

and the correlation between $Y$ and $Z$ is given by

$$
\rho(Y, Z)=\frac{-\lambda \mu \sqrt{s}}{(\mu+\lambda) \sqrt{2 \lambda^{2}\left(\frac{\mu+\lambda}{\mu}\right)^{s}-\mu^{2}}}
$$

## Remark:

The expected length of dry period can be increased or decreased using (i) by decreasing or increasing the value of s. A pre-planned dry period will be useful for doing activities like clearing the accounts, cleaning the store etc. Also note that covariance of $X$ and $Z$ is positive and the covariance of $Y$ and $Z$ is negative.

### 3.4. ON DAM MODELS WITH CONTI NUOUS DEMANDS

We consider a dam with a finite capacity C. Time zero is a season epoch and the dam gets water of random amount $N$ having c.d.f $N(x)$ and p.d.f. $n(x)$. Hence the water contained in the dam initially is $N$ if $N \leq C$ and it is $C$ if $\mathbb{N}>C$. The next season occurs after a random time having c.a.f. $F(x)$. Demands for water occur with interarrival times having c.d.f $M(x)$ and density function $m(x)$. The quantity demanded each time is random with c.d.f. $K(x)$.

Let $\quad P_{k}=$ Prob $\{$ the dam survives $k$ demands $\}$

$$
=\int_{0}^{C} \mathbb{K}^{* k}(x) n(x) d x+X^{* k}(C) \bar{N}(C)
$$


for $1=1,2, \ldots$
Then $p_{i}=P_{i-1}-P_{i}$

Then the time to dry the dam is a random variable having c.d.f

$$
\begin{equation*}
G(x)=\int_{0}^{x} \sum_{i=1}^{\infty} p_{i} m^{* 1}(s) d s \tag{9}
\end{equation*}
$$

Here also if we take $X$ as the time between seasons and $Y$ as the time to dry, $Z$ will be the dry period. So results of Section 3.2 can be used to find the correlation between the time between seasons and dam dry periods.

Consider a special case in which the time between seasons having c.d.f $F(x)=1-e^{-\lambda x}$ and time between demands having c.d.f $M(x)=1-e^{-\mu x}$.

Let $\varphi(s)=\sum_{i=1}^{\infty} p_{i} s^{i}$ and let $r=\frac{\mu}{\mu+\lambda}$

Then the following relations can be obtained (using the equations in 3.2).
(i) The expected dry period,

$$
\begin{aligned}
E(Z) & =\frac{1}{\lambda} \varphi(r) \\
\text { (ii) } E\left(Z^{2}\right) & =\frac{2}{\lambda^{2}} \varphi(r) \\
\text { (iii) } E(X Z) & =\frac{\mu}{\lambda(\lambda+\mu)^{2}} \varphi^{\prime}(r)+\frac{2}{\lambda^{2}} \varphi(r) \\
\text { (iv) } \operatorname{Cov}(X, Z) & =\frac{\mu}{\lambda(\lambda+\mu)^{2}} \varphi^{\prime}(r)+\frac{1}{\lambda^{2}} \varphi(r) \\
\text { (v) } E(Y Z) & =\frac{\mu}{\lambda(\lambda+\mu)^{2}} \varphi^{\prime}(r) \\
\text { (vi) } \operatorname{Cov}(Y, Z) & =\frac{\mu}{\lambda(\lambda+\mu)^{2}} \varphi^{\prime}(r)-\frac{\varphi^{\prime}(I)}{\lambda^{\mu}} \varphi(r)
\end{aligned}
$$

Then the correlation between $X$ and $Z$ is obtained as

$$
P(X, z)=\frac{\frac{\lambda \mu}{(\lambda+\mu)^{2}} \varphi^{\prime}(r)+\varphi(r)}{\sqrt{2 \varphi(r)-\varphi^{2}(r)}}
$$

and the correlation between $Y$ and $Z$ is obtained as

$$
\rho(Y, z)=\frac{\frac{\mu^{2}}{(\lambda+\mu)^{2}} \varphi^{\prime}(r)-\varphi^{\prime}(1) \varphi(r)}{\sqrt{\varphi^{n}(I)+2 \varphi^{\prime}(1)-\left[\varphi^{\prime}(I)\right]^{2} \sqrt{2 \varphi(r)-\varphi^{2}(r)}}}
$$

## Chapter 4

## AN INVENTORY SYSTEM WITH RANDOM LEAD <br> TIMES AND BULK DEMANDS

## 4:1 INTRODUCTION

In this chapter we consider an ( $\mathrm{s}, \mathrm{S}$ ) policy inventory system under the assumption that intervals of time between successive demand points, quantities demanded at these points and lead times are independent sequences of independent and identically distributed random variables. All the demands that occur during an inventory dry period are lost. We derive expressions for the inventory level probabilities explicitly.

Gross, Harris and Lechner [1971] considered (S-l,S) inventory models with bulk demand and state dependent lead times. They have assumed that interarrival times of demands and lead times are exponentially distributed random variables and obtained the expected inventory cost in order to obtain an optimal value of $S$. Srinivasan [1979] considers an (s,s) policy inventory system with general demand arrival times, random lead times and unit demands. In this paper, he has given the explicit expression of the probability mass function
of the stock level at any time $t$ as vell as other statistical characteristics governing the actual sales and shortages. Thangaraj and Ramanarayanan [1983] considered an inventory system with two ordering levels. Sahin [1979] considers (s,s) inventory systems in which the quantity demanded is random but the lead time is a constant and full backlogging is allowed. He derives time dependent and stationary distribution of inventory position and on hand inventory and discusses some results for the characterization of the optimal policies. also Sahin [1983] considered an (s,S) inventory model with random lead times and bulk demand and obtained the binomial moments of the time dependent and limiting distributions of inventory deficit.

In section 4.2 we give details of the assumptions and notations used in this chapter. The transition time probabilities are given in 4.3 and in 4.4 , the exact expressions for the inventory level probabilities are written.
4.2 THE MODEL AND PRELIMINARIES
$S$ is the maximum capacity of the ware house and $s$ is the ordering level. The interarrival times of demands are independent and identicelly distributed random variables
with c.d.f. $F(x)$ and p.d.f. $f(x)$. The quantity demanded each time is a discrete random variable taking the value 1 with probability $p_{i}$. The minimam quantity demanded is ' $a$ ' and the maximum quantity that can be demanded is 'b'; where $a$ and $b$ are two integers such that $s<a \leq b<S-8$. Then $\sum_{i=a}^{b} p_{i}=1$. Whenever the inventory level falls to $i$ such that $0 \leqslant 1 \leqslant s$, an order is placed for $\sin$ units. Lead times are i.i.d random variables having probability distribution function $G(x)$ and density function $g(x)$. When the inventory level is i, if a demand occurs for more than $i$ units, all the $i$ units are given. Ho demand is allowed to wait during the inventory dry period. The interarrival times of demands, quantities demanded and lead times are all independent. Finally we assume that at time zero the inventory is full and the demand process starts.

Let

$$
\begin{aligned}
\pi_{i}(t)= & \text { Prob }\{\text { there are } i \text { units in the system at } \\
& \text { time } t / \text { at time zero the level is } S \text { and } \\
& \text { demand process starts }\}
\end{aligned}
$$

$\varphi(r)=\sum_{i=a}^{b} p_{i} r^{i}$
$P_{\mathbf{k}}(n)=$ the coefficient of $r^{k}$ in $[\varphi(x)]^{n}$

For $1>j>0$,
let $h_{1, j}(x)=\sum_{n=1}^{\infty} f^{* n}(x) P_{i-j}(n)$

For $1>0$
Let $h_{i, 0}(x)=\sum_{n=1}^{\infty} f^{* n}(x) \sum_{k=s+1}^{b} p_{i-k}^{(n-1)} \sum_{j=k}^{b} p_{j}$

Consider the time points at which the first demand after each order realization occurs and look at the inventory level at these points. $S$ is the level at time zero and if $\}(S-s-b \leqslant \$ \leqslant S-a)$ is the level after the first transition (i.e. due to the first demand occurring after the first order realization, the inventory level becomes $\upharpoonright$ ) Let $f_{S, \xi}(x)$ denote the probability density function of the transition time. Similarly if $३$ is the inventory level at one such time point and if $\eta$ is the level at the next such time point (ie. the time point at which the first demand after the next order realization occurs), then $f_{\hat{\xi},}(x)$ denotes the transition time probability density function (S-s-b $\leqslant$ §, $\eta \leqslant S-a$ ). These transitions can occur with a dry period during lead time or without a dry period during lead time. Let $\mathcal{I}_{f_{i, j}}(x)$ denote the transition time probability density function with a dry period and let
$2_{i, j}(x)$ denote the transition time probability density function without a dry period.

Let

$$
\begin{aligned}
\underline{f}_{S}(x)= & \left(f_{S, S-s-b}(x), f_{S, S-s-b+1}(x), \ldots, f_{S, S-a}(x)\right) \\
& (\text { it is a vector of order } b+s-a+1)
\end{aligned}
$$

Now we introduce a square matrix of order $b+\varepsilon-a+1$ given by,

$$
\mathbb{F}(x)=\left[\begin{array}{ccc}
f_{S-S-b, S-s-b}(x) & \cdots & f_{S-s-b, S-a}(x) \\
\vdots & & \\
\vdots & & \\
\vdots & & \\
f_{S-a, S-S-b}(x) & \cdots & f_{S-a, S-a}(x)
\end{array}\right]
$$

Let $\mathbb{F}^{* 0}(x)$ be the identity matrix of order b+s-a+l and for $n \geqslant 1$ let $\mathbb{F}^{* n}(x)$ be the $n$-fold convolution of the matrix $\mathbb{F}(x)$ with itself.

Then $\left(\underline{f}_{S} * \sum_{n=0}^{\infty} \mathbb{F}^{* n}\right)(x)$ is a vector of order $b+s-a+1$.

Let

$$
\begin{equation*}
F_{\eta}(x)=\left(\underline{I}_{S} * \sum_{n=0}^{\infty} \mathbb{F}^{* n}\right)_{\eta}(x) \text { be the }(\eta-s+s+b+1)^{\text {th }} \tag{1}
\end{equation*}
$$

coordinate of this vector, where $\eta=S-s-b, \ldots, S-a$.

### 4.3. TRANSITION TIME PROBABILITIES

The following relations for the transition time probabilities can be obtained easily.

For $S-s-b \leq 乌 \leq S-a$

$$
\begin{aligned}
I_{S, \xi}(x)= & \int_{0}^{x} \sum_{i=0}^{8} h_{S, 1}(u) \int_{0}^{x-u} \sum_{n=1}^{\infty} f^{* n}(v) \\
& {[G(x-u)-G(v)] p_{S-i-\xi} f(x-u-\nabla) d v d u \quad \ldots(2) }
\end{aligned}
$$

For $\mathrm{S}-\mathrm{b} \leqslant \uparrow \leqslant \mathrm{S}-\mathrm{a}$

$$
\begin{equation*}
2^{f}{ }_{S, \xi}(x)=\int_{0}^{x} \sum_{i=0}^{s} h_{S, i}(u) G(x-u) p_{S-S} f(x-u) d u \quad \ldots \tag{3}
\end{equation*}
$$

Then for $\upharpoonright$ satisfying $S-b \leq \$ \leq S-a$, we have

$$
\begin{equation*}
f_{S, \xi}(x)=1_{S, \xi}(x)+2^{f_{S, \xi}}(x) \tag{4}
\end{equation*}
$$

and for $S-a-b \leq \zeta \leq s-b-1$ we have

$$
\begin{equation*}
f_{S, \xi}(x)=1^{f_{S, \xi}}(x) \tag{5}
\end{equation*}
$$

Por $s-s-b \leqslant$ §, $\eta \leqslant s-a$,

$$
\begin{align*}
I_{\xi, \eta}(x)= & \int_{0}^{x} \sum_{i=0}^{s} h_{\xi, i}(u) \int_{0}^{x-u} \sum_{n=1}^{\infty} f^{* n}(v) \\
& {[G(x-u)-G(v)] p_{S-i-\eta} f(x-u-v) d v d u } \tag{6}
\end{align*}
$$

Also for $S-b \leq \eta \leq S-a$ and $S-8-b \leq \$ \leq s-a$

$$
\begin{equation*}
2^{f} \xi, \eta(x)=\int_{0}^{x} \sum_{i=0}^{s} h_{\xi, i}(u) G(x-u) p_{S-\eta} f(x-u) d u \tag{7}
\end{equation*}
$$

Then we have

$$
f_{\xi, \eta}(x)=I^{f}{ }_{\xi, \eta}(x)+2^{f} \xi, \eta(x) \text { for } s-b \leqslant \eta \leqslant s-a
$$

and

$$
\begin{equation*}
f_{\xi, \eta}(x)=1^{f}{ }_{\xi, \eta}(x) \text { for } S-s-b \leqslant \eta \leqslant S-b-1 \tag{8}
\end{equation*}
$$

### 4.4. INVENTORY IEVEL PROBABILITIES

Now we give the relations for system size probabilities.

$$
\begin{aligned}
& \pi_{S}(t)=\bar{F}(t)+\sum_{\xi=1}^{\infty} \int_{0}^{t} h_{S, \xi}(x) \bar{F}(t-x) G(t-x) d x \\
& +\int_{0}^{t} n_{S, 0}(x) \int_{0}^{t-x} \sum_{n=0}^{\infty} f^{* n}(v)[G(t-x)-G(v)] \bar{F}(t-v) d v d x \\
& +\sum_{\eta=S-s-b}^{S-a} \sum_{i=1}^{s} \int_{0}^{t} F_{\eta}^{* h_{\eta, i}}(x) \bar{F}(t-x) G(t-x) d x \\
& +\sum_{\eta=S-s-b}^{S-a} \int_{0}^{t} F_{\eta}^{*} h_{\eta, 0}(x) \int_{0}^{t-x} \sum_{n=0}^{\infty} f^{* n}(\nabla) \\
& {[G(t-x)-G(v)] \bar{F}(t-v) d v d x}
\end{aligned}
$$

The above expression is written considering the following mutually exclusive and exhaustive cases: (i) no demand during ( $0, t$ ), (ii) first order is placed at level $३ \neq 0$, no demand occurs thereafter and order is realized, (iii) first order is made at level zero, several demands are lost, order is realized but no demand after the realjzation of order, (iv) several orders are realized, an order is made at level i $\neq 0$, but no demand occurs and the order is realized, (v) several orders are realized, an order is made at level zero, several demands are lost, order is realized but no demand occurs.

Now for $1 \leq 1 \leq 8$,

$$
\begin{align*}
\pi_{S-i}(t)= & \int_{0}^{t} h_{S, i}(x) \int_{0}^{t-x} \sum_{n=1}^{\infty} f^{* n}(v)[G(t-x)-G(v)] \\
& \bar{F}(t-x-v) d v d x \\
& +\sum_{\eta=S-s-b}^{S-a} \int_{0}^{t} F_{\eta}^{* h} \eta_{\eta, i}(x) \int_{0}^{t-x} \sum_{n=1}^{\infty} f^{* n}(v) \\
& {[G(t-x)-G(v)] \bar{F}(t-x-v) d v d x } \tag{IO}
\end{align*}
$$

To get (10) we have to consider two cases: (1) first order is made at level ifor S-i units, inventory becomes dry due to a demand, order is realized and then no demand occurs, (ii) several orders are realized, an order is made at level i for $S-i$ units, inventory becomes dry, order is realized and no demand occurs.

For $S-s-1 \leq i \leq s-a+1$,

$$
\begin{equation*}
\pi_{i}(t)=0 \tag{II}
\end{equation*}
$$

For $S-s-b \leq i \leq s-a$

$$
\begin{align*}
\pi_{i}(t)= & \int_{0}^{t} h_{S, i}(u) \bar{F}(t-u) d u \sum_{\eta=i+a}^{S-a} \\
& \int_{0}^{t} F_{\eta}^{* h_{\eta, i}}(u) \bar{F}(t-u) d u+\int_{0}^{t} F_{i}(u) \bar{F}(t-u) d u \tag{12}
\end{align*}
$$

The equation (12) is written considering the
cases: (i) the level drops to $i$ from $S$ and remains in it, (ii) several orders are realized and level becomes $j$ due to a demand after the last order realization, and then it becomes i due to further demands, (iii) several orders are realized and the level becomes i due to a demand after the last order realization and no demand occurs.

For $s+1 \leq i \leq s-s-b-1$, let $k=\max \{i+a, s-s-b\}$, then

$$
\begin{gather*}
\pi_{i}(t)=\int_{0}^{t}{ }^{h_{S, 1}}(u) \bar{F}(t-u) d u+\int_{0}^{t} \sum_{j=k}^{S-a}\left(F_{j} * h_{j, i}\right)(u) \\
\bar{F}(t-u) d u \tag{13}
\end{gather*}
$$

In deriving (13) we considered the cases: (i) From $S$ the level drops to $i$ and remains there, (ii) several orders are realized and $j$ is the level due to a demand after the last order realization and level drops to $i$ due to further demands.

Next for $1 \leq 1 \leq s$,

$$
\begin{align*}
\pi_{i}(t)= & \int_{0}^{t} h_{S, i}(x) \bar{F}(t-x) \bar{G}(t-x) d x \\
& +\sum_{j=S-8-b}^{S-a} \int_{0}^{t}\left(F_{j}^{*} h_{j, i}\right)(x) \bar{F}(t-x) \bar{G}(t-x) d x \tag{14}
\end{align*}
$$

To arrive at equation (14) consider the exclusive cases: (i) first order is made at $i$ and no demand occurs and order is not realized, (ii) several orders are realized and the level becomes $j$ due to the first demand after the last order realization and the next order is placed at level i; no demand occurs and order not realized.

Finally,

$$
\begin{align*}
\pi_{0}(t)= & \int_{0}^{t} h_{S, 0}(u) \bar{G}(t-u) d u+\sum_{i=1}^{s} \int_{0}^{t} h_{S, i}(x) \\
& \bar{G}(t-x) F(t-x) d x+\sum_{j=S-s-b}^{S-a}\left(F_{j}^{* h_{j, 0}}\right)(u) \bar{G}(t-u) d u \\
& +\sum_{j=S-s-b}^{S-a} \sum_{i=1}^{S} \int_{0}^{t}\left(F_{j}^{* h} h_{j, i}\right)(u) \bar{G}(t-u) F(t-u) d u \tag{15}
\end{align*}
$$

Equation (15) is written considering the cases: (i) first order is made at level zero and it is not realized, (ii) first order is made at level $i \neq 0$ and then a demand occurs and order is not realized, (iii) several orders are realized, and then an order is made at level zero and it is not realized upto time $t$, (iv) several orders are realized, an order is made at level i $\neq 0$ which is not realized upto time $t$ and a demand occurs.

## Chapter-5

## AN INVENTORY SYSTEM WITH RANDOM LEAD TIMES

AKD VARYING ORDERING LEV EKS

### 5.1 INTRODUCTION

In the study of inventory problems, usually two basic types of policy for replenishing the stock of an item in a store are considered. (i) The ordering cycle policy, under which orders for replenishments are placed at regular intervals of time of length $T$, (ii) The ( $s, S$ ) policy, under which orders are placed as and when the stock in the store, plus any quantity already on order, falls to some fixed level s. In both the cases the quantity to be ordered is calculated so as to bring the amount in stock plus the amount on order, upto some fixed level S. The replenishments ordered under any of these policies are assumed to arrive after a time lag, which may be either fixed or a random variable. If a demand arises at a time when there is no stock in the store, there is said to be a shortage. Then in some models the customer has to wait until the next replenishment takes place and in some models the customer will leave the system unsatisfied.

In this chapter we consider a continuous review inventory system in which the capacity of the store is a
fixed number $S$, but the ordering level in one cycle is decided according to the number of demands during the previous lead time. The interarrival times of demands and lead times are independent sequences of independent and identically distributed random variables. The demands occur for one unit at a time and no backlogging of demands is allowed. We derive expressions for the stock level probabilities and give some relations to find the correlation between the number of demands during a lead time and the next inventory dry period.

### 5.2 ASSUMPTIONS OF THE MODEL

The maximum capacity of the store is $S$ and we assume that the inventory is full at time zero. The demands occur for one unit at a time and the time intervals between the arrivals of two consecutive demands constitute a family of independent and identically distributed random variables having the common probability distribution function $F(x)$ and density function $f(x)$. The ordering policy for replenishment of the item is as follows. We fix a number $c$ such that $S-c>c$ as the highest ordering level. The first order is placed at fixed level $s(0 \leq s \leq c)$ and the remaining orders are placed at levels decided
according to the number of demands during the previous lead time. An order is placed at a level i if there were 1 demands during the previous lead time such that $0 \leqslant i \leqslant c$. If the number of demands during a lead time is more than $c$, we make the next order at $c$ only. Each time order is placed to fill the inventory. The lead times are independent and identically distributed random variables with probability distribution function $G(x)$ and density function $g(x)$. Backlogging of demands is not allowed. Also we assume that interarrival times of demands and lead times are independent sequences of random variables.

### 5.3 NOTATIONS

Let

$$
\begin{aligned}
& \pi_{i}(t)=\operatorname{Prob} \quad\{\text { the inventory level is i at } \\
& \text { time } t / \text { the inventory level at } \\
&\text { time zero is } s\}
\end{aligned}
$$

For $0 \leq\{, \eta \leq c$, let

$$
\begin{aligned}
f_{\{, \eta}(x) d x= & \text { Probability that the ordering level } \eta \\
& \text { is reached in }(x, x+d x) \text { given the previous } \\
& \text { order was placed at time zero when the } \\
& \text { ordering level was } \upharpoonright \text {. }
\end{aligned}
$$

[^1]Let

$$
f_{g}(x)=\left(f_{s, 0}(x), f_{s, 1}(x), \ldots, f_{s, c}(x)\right), \text { it is a }
$$ Vector of order cl.

We define a square matrix of order $c+1$ given by,

$$
\mathbb{F}(x)=\left[\begin{array}{ccc}
f_{0,0}(x) & \cdots & f_{0, c}(x) \\
\bullet & & \\
\vdots & & \\
f_{c, 0}(x) & \cdots & f_{c, c}(x)
\end{array}\right]
$$

Let $\mathbb{F}^{* O}(x)$ be the identity matrix of order $c+l$ and for $n \geqslant 1$, let $\mathbb{F}^{* n}(x)$ be the $n$-fold convolution of $\mathbb{F}(x)$ with itself.
$\left(f^{*} S-s f_{s}\right)(x)$ is the vector obtained by convoluting each element of the vector $f_{s}(x)$ by the function $f^{*-s}(x)$.

Then $\left(f^{* S-s} f_{s}^{*} \sum_{n=0}^{\infty} \mathbb{F}^{* n}\right)(x)$ is a vector of order $c+1$.

Let $K_{i}(x)$ be the $(i+1)^{\text {th }}$ coordinate of the $v e c t o r$ $\left(f^{* S-S}{\underset{S}{s}}_{*} \sum_{n=0}^{\infty} \mathbb{F}^{* n}\right)(x)$, where $i=0,1, \ldots, c$.

### 5.4 THE TRANSITION TIME PROBABILITIBS

In this section we give the relations for the transition time robability density functions. Here $\$$ and $\eta$ are such that $0 \leqslant \xi, \eta \leqslant c$.

For $\langle<\eta<c$,

$$
\begin{gather*}
f_{\xi, \eta}(x)=\int_{0}^{x} \int_{0}^{u} f^{* \eta}(v)[G(u)-G(v)] f(u-v) \\
f^{*}(S-\xi-\eta-1)(x-u) d v d u  \tag{I}\\
f_{\xi, c}(x)=\int_{0}^{x} \int_{0}^{u} \sum_{n=0}^{\infty} f^{* n+c}(v)[G(u)-G(v)] f(u-v) \\
f^{* S-\xi-c-1}(x-u) d v d u \tag{2}
\end{gather*}
$$

Also,

$$
\begin{gather*}
f_{\xi, \xi}(x)=\int_{0}^{x} \int_{0}^{u} f^{* \xi}(v)[G(u)-G(v)] f(u-v) \\
f^{s-2 \xi-1}(x-u) d v d u \tag{3}
\end{gather*}
$$

For $0<\eta<\xi$,

$$
\begin{gather*}
f_{\xi, \eta}(x)=\int_{0}^{x} \int_{0}^{u} f^{* \eta}(v)[G(u)-G(v)] f(u-v) \\
f^{*} S-2 \eta-1  \tag{4}\\
(x-u) d v d u
\end{gather*}
$$

Also,

$$
\begin{equation*}
f_{\xi, 0}(x)=\int_{0}^{x} G(u) f(u) f^{* S-1}(x-u) d u \tag{5}
\end{equation*}
$$

### 5.5 INVENTORY LEVEL PROBABIIITIES

Now we compute the exact expressions for the system size probabilities at any time $t$.

For $0 \leqslant \mathrm{j}<\mathrm{s}$,

$$
\begin{align*}
& \pi_{S-j}(t)=\left[F^{* j}(t)-F^{* j+l}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \\
& {\left[F^{* j}(t-u)-F^{* j+1}(t-u)\right] G(t-u) d u} \\
& +\sum_{i=j+1}^{c} \int_{0}^{t} Z_{i}(u)\left[F^{* j}(t-u)-F^{* j+1}(t-u)\right] G(t-u) d u \\
& +\sum_{i=0}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+i}(v) \int_{0}^{t-u-\nabla}[G(v+y)-G(v)] \\
& f(y)\left[F^{* j-i-1}(t-u-v-y)-F^{* j-i}(t-u-v-y)\right] d y d v d \cdot \\
& +\sum_{i=1}^{j} \int_{0}^{t} x_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{1} f^{* k}(v) G(v) \\
& {\left[F^{* i-k}(t-u-v)-F^{* i-k+1}(t-u-v)\right] d v d u} \\
& +\int_{0}^{t} K_{j}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+j}(v) \bar{F}(t-u-\nabla)[G(t-u)-G(t-u-\nabla)] d \cdot \tag{6}
\end{align*}
$$

The above equation is obtained by considering the cases (i) there are exactly $j$ demands up to time $t$, (ii) the first order is placed at time $u$, then exactly $j$ demands occur in ( $u, t$ ) and order is replenished before time $t$. (iii) Several orders are placed and the last order is placed at level $i$ and at time $u$; where $i>j$. Then exactly $j$ demands occur in ( $u, t$ ) and order is replenished before $t$. (iv) Several orders are placed and the last order is placed at level $i(<j)$ and at time $u$. Then at or prior to a demand occuring at $v$ the inventory becomes dry, the next demand occurs at $y$ and the order is replenished in ( $v, y$ ) and then exactly j-i-l demands occurs before time $t$. (v) Many orders are realized and the last order before time $t$ is placed at $u$ when the level is $i(\leqslant j)$. The number of demands during lead time is $k(\leq i)$ and then exactly i-k demands occur. (vi) the last order before time $t$ is placed at $u$ when the level is $j$ and the inventory becomes dry before replenishment, no demand occurs after replenishment.

Now,

$$
\begin{aligned}
{ }^{\pi_{S-S}}(t)= & {\left[F^{* S}(t)-F^{* S+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) } \\
& \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+s}(v) \bar{F}(t-u-v) \\
& {[G(t-u)-G(t-u-v)] d v d u }
\end{aligned}
$$

$+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{k=1}^{s} f^{* \mathbf{r}}(v) G(v)$

$$
\left[F^{* s-k}(t-u-v)-F^{* s-k+1}(t-u-v)\right] d v d u
$$

$+\sum_{i=s+1}^{c} \int_{0}^{t} K_{i}(u)\left[F^{* g}(t-u)-F^{* s+1}(t-u)\right] G(t-u) d u$
$+\int_{0}^{t} K_{s}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+s}(v) F(t-u-v)$

$$
[G(t-u)-G(t-u-v)] d v d u
$$

$+\int_{0}^{t} K_{s}(u) \int_{0}^{t-u} \sum_{k=1}^{6} f^{* k}(v) G(v)$

$$
\left[F^{* s-k}(t-u-v)-F^{* s-k+1}(t-u-v)\right] d v d u
$$

$+\sum_{j=0}^{s} \int_{0}^{t} K_{j}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+j}(v) \int_{0}^{t-u-\nabla}[G(v+y)-G(v)] f(y)$

$$
\left.\left[F^{* s-j-1}(t-u-v-y)-F^{* s-j} ; t-u-v-y\right)\right] d y d v d u
$$

$+\sum_{j=1}^{s-I} \int_{0}^{t} K_{j}(u) \int_{0}^{t-u} \sum_{k=1}^{j} f^{* k}(v) G(v)\left[F^{* s-k}(t-u-v)-F^{* s-k+1}(t-u-v)\right] d v d 1$

Equation (7) is written considering the
following cases. (i) Bxactly s demands up to time $t$. (ii) the first order is placed at $u$, the inventory becomes dry during the lead time and no demand occurs after the replenishment (iii) the first order is placed at $u$, then there are $k(\leq s)$ demands during lead time and exactly s-k demands after the replenishment (iv) the last order before time $t$ is placed at $u$ when the level is $i(>s)$ and exactly $s$ demands occurs in ( $u, t$ ) and replenishment is done before $t$. (v) the last order is placed at level s, the inventory becomes dry during lead time and no demand occurs after replenishment ( vi ) the last order is placed at level s and there are $k(<s)$ demands before replenishment and s-k demands after replenishment (vii) the last order is placed at $u$ and the level is $j$; the inventory becomes $d r y$ and exactly s-j demands occur after the replenishment (viii) the last order is placed at $u$ when the level is $j$ and the $k^{\text {th }}$ demand after time $u$ occurs at $\nabla$ and the replenishment occur in ( $u, u+\sigma$ ); then there are exactly s-k demands in the interval $(u+v, t)$.

Next, for $s<j<c$

$$
\begin{aligned}
& \pi_{S-j}(t)= {\left[F^{* j}(t)-F^{* j+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+s}(v) } \\
& \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y)\left[F^{* j-s-1}(t-u-\nabla-y)-\right. \\
&\left.F^{* j-s}(t-u-v-y)\right] d y d v d u
\end{aligned}
$$

$$
+\sum_{i=1}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{1} f^{* k}(v) G(v)\left[F^{* j-k}(t-u-v)-F^{* j-k+1}(t-u-v)\right]
$$

$$
\begin{aligned}
& +\int_{0}^{t} f^{* S-B}(u) \int_{0}^{t-u} \sum_{k=1}^{B} f^{* k}(v) G(\nabla) I F^{* j-k}(t-u-\nabla)- \\
& \left.F^{* j-k+1}(t-u-v)\right] d v d u \\
& +\sum_{i=j+1}^{c} \int_{0}^{t} K_{i}(u)\left[F^{* j}(t-u)-F^{* j+1}(t-u)\right] G(t-u) d u \\
& +\int_{0}^{t} K_{j}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+j}(\nabla) \bar{F}(t-u-v)[G(t-u)-G(t-u-\nabla)] d \nabla d u \\
& +\int_{0}^{t} k_{j}(u) \int_{0}^{t-u} \sum_{k=1}^{j} f^{* k}(v) G(\nabla)\left[F^{* j-k}(t-u-v)-F^{* j-k+1}(t-u-v)\right] d \nabla d u \\
& +\sum_{i=0}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+1}(v) \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y) \\
& {\left[F^{* j-1-1}(t-u-\nabla-y)-p^{* j-1}(t-u-\nabla-y)\right] d y \text { dv du }}
\end{aligned}
$$

To derive equation (8) consider the following cases (i) Bxactly $j$ demands up to time $t$ (ii) the first order is placed at $u$, inventory becomes dry and exactly j-s demands occur after replenishment (iii) the first order is placed at $u$, then the $k^{t h}$ demand occurs only after replenishment and exactly j-k more demands occur after that (iv) the last order is placed at $u$ when the level is $i(>j)$ and exactly $j$ demands occur in ( $u, t$ ) and replenishment occurs before $t$. ( $\nabla$ ) After realizing many orders, the last order is placed at level $j$, the inventory becomes dry before replenishment and there are no demands after replenishment ( $v i$ ) the last order is placed at level j and at time $u$, then the $k^{\text {th }}$ demand occurs at $u+v$ and order is realized before $u+v$ and in the interval ( $u+v, t$ ) exactly $j-k$ demands occur (vii) the last order is placed at a level $i(<j)$, the inventory becomes dry and exactly $j-i$ demands occur after the replenishment (viii) the last order is placed at a level $i(<j)$ and at time $u$, then the $k^{\text {th }}$ demand occur at $u+\nabla$ and order is realized in ( $u, u+\nabla$ ); exactly $j-k$ demands occur in ( $u+v, t$ ).

Now,

$$
\pi_{S-c}(t)=\left[F^{* c}(t)-F^{* c+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+s}(v)
$$

$$
\begin{gathered}
\int_{0}^{t-u-v}[G(v+y)-G(v)] f(y)\left[F^{* c-s-l}(t-u-v-y)-\right. \\
\left.F^{* c-s}(t-u-v-y)\right] d y d v d u
\end{gathered}
$$

$$
\begin{aligned}
& +\int_{0}^{t} f^{* S-B}(u) \int_{0}^{t-u} \sum_{k=1}^{s} f^{* k}(v) G(v)\left[F^{* c-k}(t-u-v)-\right. \\
& \left.F^{* c-k+1}(t-u-v)\right] d v d u \\
& +\int_{0}^{t} K_{c}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+c}(v) \vec{F}(t-u-v)[G(t-u)-G(t-u-v)] d v d u
\end{aligned}
$$

$+\sum_{i=1}^{c} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{i} f^{* k}(v) G(v)\left[F^{* c-k}(t-u-v)-\right.$

$$
\left.F^{* c-k+1}(t-u-v)\right] d v d u
$$

$$
+\sum_{i=0}^{c-1} \int_{0}^{t} k_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+i}(v) \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y)
$$

$$
\left[F^{* C-i-1}(t-u-v-y)-F^{* c-i}(t-u-v-y)\right] d y d v d u
$$

The above equation is written considering the cases (i) there are exactly $c$ demands upto time $t$ (ii) the first order is placed at $u$, then the inventory becomes dry and exactly c-s demands after replenishment occurs. (iii) the first demand is placed at $u$, the $k^{\text {th }}$ demand after that occurs at $u+v$ and the replenishment happens in ( $u, u+v$ ) and in ( $u+v, t$ ) exactly $c-k$ demends occur. (iv) After realizing
many orders, the last order is placed at $u$ when the level is $c$ and in $(u, u+v)$ there are more than $c$ demands. The replenishment occurs in ( $u+v, t$ ) and no demand occurs. (v) the last order is placed at level i at time $u$; the $k^{\text {th }}$ demand occurs at $u+\nabla$ and in $(u, u+\nabla)$ the replenishment happens and in $(u+v, t)$ there are exactly $c-k$ demands. (vi ) the last order is placed at $u$ when the level is i, the inventory becomes dry and then there are exactly $c-1$ demands after the replenishment.

For $\mathrm{S}-\mathrm{c}>\mathrm{j}>\mathrm{c}$,

$$
\pi_{j}(t)=\left[F^{* S-j}(t)-F^{* S-j+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u)
$$

$$
\int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+s}(v) \int_{0}^{t-u-\nabla}[G(\nabla+y)-G(\nabla)]
$$

$$
f(y)\left[F^{* S-s-j-1}(t-u-\nabla-y)-F^{* S-s-j}(t-u-\nabla-y)\right] d y d v d u
$$

$$
+\int_{0}^{t} f^{* S-S}(u) \int_{0}^{t-u} \sum_{k=1}^{s} f^{*_{k}}(v) G(\nabla)\left[F^{* S-k-j}(t-u-\nabla)-\right.
$$

$$
\begin{equation*}
\left.F^{* S-k-j+1}(t-u-v)\right] d v d u \tag{10}
\end{equation*}
$$

$$
\begin{aligned}
& +\sum_{i=0}^{c} \int_{0}^{t} F_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{n+i}(v) \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y) \\
& {\left[F^{* S-i-j-1}(t-u-v-y)-F^{* S-i-j}(t-u-v-y)\right] d y d v d u} \\
& +\sum_{i=1}^{c} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{i} f^{* k}(v) G(v)\left[F^{* S-k-j}(t-u-v)-\right. \\
& \left.F^{* S-k-j+1}(t-u-v)\right] d v d u
\end{aligned}
$$

Equation (10) is obtained by considering the cases (i) exactly $s-j$ demands up to time $t$ (ii) the first order is placed at $u$ and then the inventory becomes dry and there are exactly $S-s-j$ demands after the replenishment (iii) first order is placed at $u$ and the $k^{\text {th }}$ demand occurs at $u+\nabla$ anc replenishment occurs in $(u, u+v)$ and there are exactly $S-k-j$ demands in ( $u+v, t$ ) (iv) After realizing many orders, the last order is placed at $u$ when the level is i, inventory becomes dry and there are exactly S-i-j demands after replenishment ( $v$ ) the last order is placed at level $i$ at time $u$, the $k^{\text {th }}$ demand occur at $u+v$ and replenishment occur in $(u, u+v)$ and there are $S-k-j$ demands in the interval $(u+v, t)$.

How,

$$
\begin{align*}
& \pi_{c}(t)=\left[F^{* S-c}(t)-F^{* S-c+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) \\
& \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+g}(v) \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y) \\
& {\left[F^{* S-s-c-1}(t-u-v-y)-F^{* S-s-c}(t-u-\nabla-y)\right] d y d v d u} \\
& \int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{k=1}^{s} f^{* k}(v) G(v) \\
& {\left[F^{* S-k-c}(t-u-v)-F^{* S-k-c+1}(t-u-v)\right] d v d u} \\
& +\quad \int_{0}^{t} K_{c}(u) \bar{F}(t-u) \bar{G}(t-u) d u  \tag{11}\\
& +\sum_{i=0}^{c-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{\infty} f^{* n+1}(v) \int_{0}^{t-u-v}[G(\nabla+y)-G(\nabla)] f(y) \\
& {\left[F^{* S-i-c-1}(t-u-\nabla-y)-F^{* S-i-c}(t-u-\nabla-y)\right] d y d \nabla d u} \\
& \sum_{i=0}^{c-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{i} f^{* k}(v) G(\nabla) \\
& {\left[F^{* S-k-c}(t-u-v)-F^{* S-k-c+1}(t-u-v)\right] d v d u}
\end{align*}
$$

Bquation (11) is written by considering the cases (i) exactly S-c demands up to time $t$ (ii) first order is placed at $u$, then the inventory becomes dry before replenishment and exactly S-s-c demands occur after the replenishment (iii) first order is placed at $u$, then the $k^{\text {th }}$ demand occur at $u+v$ and the order is replenished in $(u, u+v)$, then exactly $S-k-c$ demands occur in ( $u+v, t)$. (iv) After realizing many orders, the last order is placed at $u$ when the level is $c$, then no demand occurs and the order is not materialized $(\nabla)$ the last order before time $t$ is placed at $u$ when the level is i and the inventory becomes dry before the replenishment and there are exactly S-i-c demands after the replenishment (vi) the last order is placed at level $i$ and at time $u$ and the $k^{\text {th }}$ demand occurs at $u+v$ and order is replenished in $(u, u+v)$, there are exactly $S-k-c$ demands after the replenishment.

For $c>j>s$, we have

$$
\begin{aligned}
\pi_{j}(t)= & {\left[F^{* S-j}(t)-F^{* S-j+1}(t)\right]+\int_{0}^{t} f^{* S-s}(u) } \\
& \int_{0}^{t-u} \sum_{n=0}^{j-s-1} f^{* n+S}(v) \int_{0}^{t-u-7}[G(\nabla+y)-G(v)] f(y) \\
& {\left[F^{* S-s-j-1}(t-u-\nabla-y)-F^{* S-s-j}(t-u-\nabla-y)\right] d y d v d u }
\end{aligned}
$$

$$
\begin{gather*}
+\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{k=1}^{B} f^{* k}(v) G(v)\left[F^{* S-k-j}(t-u-v)-\right. \\
\left.F^{* S-k-j+1}(t-u-\nabla)\right] d v d u \\
+\sum_{i=j}^{c} \int_{0}^{t} K_{i}(u)\left[F^{* i-j}(t-u)-F^{* i-j+1}(t-u)\right] \bar{G}(t-u) d u \tag{12}
\end{gather*}
$$

$+\sum_{i=j}^{c} \int_{0}^{t} R_{i}(u) \int_{0}^{t-u} \sum_{k=0}^{j} f^{* k}(v) G(v)\left[F^{* S-k-j}(t-u-v)-\right.$

$$
\left.F^{* S-k-j+1}(t-u-v)\right] d v d u
$$

$$
+\sum_{i=0}^{j-1} \int_{0}^{t} E_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{j-i-1} f^{* n+i}(v) \int_{0}^{t-u-v}[G(v+y)-G(v)] f(y)
$$

$$
\left[F^{* S-i-j-1}(t-u-v-y)-F^{* S-i-j}(t-u-v-y)\right] d y d v d u
$$

$$
+\sum_{i=1}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{i} f^{* k}(v) G(v)\left[F^{* S-k-j}(t-u-v)-\right.
$$

$$
\left.F^{* S-k-j+1}(t-u-v)\right] d v d u
$$

To obtain equation (12) we consider the cases (i) exactly $s-j$ demands up to time $t$ (ii) the first order is placed at $u$ and the inventory becomes dry and exactly S-s-j demands occur after the replenishment (iii) the first order is placed at $u$, then the $k^{\text {th }}$ demand occurs at $u+v$ and order is replenished in $(u, u+v)$ and exactly $S-K-j$ demands after replenishment (iv) After realizing many orders, the last order is placed at $u$ when the level is i and it is not realized but exactly i-j demands occur. (v) The last order is placed at level i at time $u$, the $k^{\text {th }}$ demand occurs at $u+v$ and order is realized in $(u, u+v)$ and exactly $S-k-j$ demands in $(u+v, t)$. (vi) the last order is placed at $u$ when the $l e v e l$ is $i$ and then the inventory becomes dry (but total number of demands during lead time is $\langle j$ ) and then $S-i-j$ demands occur after replenishment. (vii) the last order is placed at level $i$, then the $k^{\text {th }}$ ( $k \leq i$ ) demand occurs at $u+v$ and replenishment occurs in $(u, u+v)$, then there are exactly $s-k-j$ demands in the int erval (u+v, t).

Now for $1 \leq j \leq s$,
$\pi_{j}(t)=\int_{0}^{t} f^{*} S-S(u) \bar{G}(t-u)\left[F^{* S-j}(t-u)-F^{* S-j+1}(t-u)\right] d u$

$$
\begin{align*}
& +\int_{0}^{t} f^{* S-s}(u) \int_{0}^{t-u} \sum_{k=1}^{j-1} f^{* k}(v) G(\nabla)\left[F^{* S-k-j}(t-u-v)-\right. \\
& \left.F^{*} S-k-j+1(t-u-\nabla)\right] d v d u \\
& +\sum_{i=0}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{n=0}^{j-i-1} f^{* n+i}(v) \int_{0}^{t-u-\nabla}[G(v+y)-G(v)] f(y) \\
& {\left[F^{* S-i-j-1}(t-u-v-y)-F^{* S-i-j}(t-u-\nabla-y)\right] d y d v d u} \\
& +\sum_{i=1}^{j-1} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=1}^{i} f^{* k}(v) G(\nabla)\left[F^{* S-k-j}(t-u-\nabla)-\right. \\
& \left.F^{*} S-k-j+1(t-u-v)\right\} d v d u \\
& +\sum_{i=j}^{c} \int_{0}^{t} K_{i}(u) \vec{G}(t-u)\left[F^{* i-j}(t-u)-F^{* i-j+1}(t-u)\right] d u \\
& +\sum_{i=j}^{c} \int_{0}^{t} K_{i}(u) \int_{0}^{t-u} \sum_{k=0}^{j} f^{* k}(v) G(v)\left[F^{* S-k-j}(t-u-v)-\right. \\
& \left.F^{* S-k-j+1}(t-u-v)\right] d v d u \tag{13}
\end{align*}
$$

To arrive at (13) we have to consider the cases
(i) the first order is placed at $u$ and in ( $u, t$ ) exactly
s-j demands occur and order is not realized, (ii) first demand is placed at $u$, the $\mathbf{k}^{\text {th }}$ demand (for $k<j$ ) occurs at $u+v$ and replenishment happens in $(u, u+v)$, then there are exactly $S-k-j$ demands in $(u+v, t)$ (iii) After realizing many orders, the last order before time $t$ is placed at $u$ when the level is i and the inventory becomes dry and there are exactly $S-i-j$ demands after replenishment (iv) the last order is placed at level i and at time $u$, then the $k^{t h}$ demand occurs at $u+v$ and order is realized in $(u, u+v)$ and there are $s-k-j$ demands in $(u+v, t)$. (v) the last order is placed at level i $(\geqslant j)$, order is not realized, but there are i-j demands. (vi) the last order before time $t$ is placed at $u$ when the level is $i$ $(\geqslant j)$, the $k^{\text {th }}$ demand (for $k<j$ ) occurs at $u+v$ and order is realized in $(u, u+v)$, then there are $S-k-j$ demands in the interval ( $u+\nabla, t)$.

Finally we have,

$$
\begin{align*}
\pi_{0}(t)= & \int_{0}^{t} f^{* S-s}(u) \bar{G}(t-u) F^{* S}(t-u) d u \\
& +\sum_{i=0}^{c} \int_{0}^{t} K_{i}(u) \bar{G}(t-u) F^{* i}(t-u) d u \tag{14}
\end{align*}
$$

The above equation is writton considering the cases (i) the first order is placed at $u$ and there are at least $s$ demands in ( $u, t$ ), but order is not realized up to $t$ (ii) After realizing many orders, the last order is placed at $u$ when the level is 1 , that order is not realized upto $t$, but there are at least i demands in the interval (u,t).

### 5.6 ON THE CORRELATION BETWEEN NUMBER OF DEMANDS

DURI NG A LEAD TIMB AND THB NEXT INV ENTORY
DRY PERIOD.

Depending upon the number of demands during one lead time, define the random variable $J$ as follows. The random variable J takes the value $j$ if there are $j$ demands during the lead time, provided $j$ is less than $c$. If there are more than c-l demands during that lead time, J takes the value c. Thus $J$ is the ordering level that we fix for the next order. Also let $Z$ be the duration of the dry period during the next lead time. Applying the method used in Chapter 3 we derive expressions to find the correlation between J and 2 .

For $0 \leqslant j \leqslant c$, let $p_{j}=\operatorname{Prob}\{J=j\}$ then

$$
p_{j}=\int_{0}^{\infty} g(y)\left[F^{* j}(y)-F^{* j+1}(y)\right] d y \text { if } j=0,1, \ldots, c-1
$$

and $\quad P_{c}=\int_{0}^{\infty} g(y) F^{* c}(y) d y$

Here $p_{j}$ is the probability that the second ordering level is $j$ and so the inventory will become dry if there are at least $j$ demands during that lead time. Here we easily obtain,

$$
\begin{gathered}
P\{J=j, z=0\}=p_{j} \int_{0}^{\infty} g(y) \vec{F}^{* j}(y) d y, 0 \leq j \leq c \\
P\{J=j, z<z \leq z+d z\}=p_{j}\left(\int_{z}^{\infty} g(y) f^{* j}(y-z) d y\right) d z \\
\text { for } z>0 \text { and } 0 \leq j \leq c
\end{gathered}
$$

Then the Double Laplace Stieltjes transform of $J$ and $Z$ will be given by,

$$
\begin{aligned}
E\left(e^{-\eta Z} r^{J}\right)= & \sum_{j=0}^{c} p_{j} r^{j} \int_{0}^{\infty} g(y) \bar{F}^{* j}(y) d y \\
& +\sum_{j=0}^{c} p_{j} r^{j} \int_{0}^{\infty} e^{-\eta z} \int_{z}^{\infty} g(y) f^{* j}(y-z) d y d z
\end{aligned}
$$

After some simplifications we get

$$
\begin{gather*}
E\left(e^{-\eta Z} r^{j}\right)=\sum_{j=0}^{c} p_{j} r^{j}-\eta \sum_{j=0}^{c} p_{j} r^{j} \int_{0}^{\infty} e^{-\eta y} g(y) \int_{0}^{y} e^{\eta x} \\
F^{* j}(x) d x d y \tag{15}
\end{gather*}
$$

Now the expected dry period is given by

$$
\begin{align*}
E(Z) & =-\left.\frac{\partial}{\partial \eta} E\left(e^{-\eta Z} r^{J}\right)\right|_{\eta=0, r=1} \\
& =\sum_{j=0}^{c} p_{j} \int_{0}^{\infty} g(y) \int_{0}^{y} F^{* j}(x) d x d y  \tag{16}\\
E\left(Z^{2}\right) & =\left.\frac{\partial^{2}}{\partial \eta^{2}} E\left(e^{-\eta Z} r^{J}\right)\right|_{\eta=0, r=1} \\
& =2 \sum_{j=0}^{c} p_{j} \int_{0}^{\infty} g(y) \int_{0}^{y} \int_{0}^{x} F^{* j}(u) d u d x d y \tag{17}
\end{align*}
$$

Al so

$$
\begin{align*}
E(J Z) & \left.=\frac{\partial^{2}}{\partial r \partial \eta} E\left(e^{-\eta Z} r^{J}\right) \right\rvert\, \eta=0, r=1 \\
& =\sum_{j=0}^{c} j p_{j} \int_{0}^{\infty} g(y) \int_{0}^{y} F^{* j}(x) d x d y \tag{18}
\end{align*}
$$

Then as in chapter 3, the variance of $J$ and 2 can be computed and hence the correlation between $J$ and 2 can be obtained.

## Chapter 6

## ON A GENERAL ARRIVAL, BULK SERVICE QUEUE

WITH VACATIONS TO THE SERVER

### 6.1. INTRODUCTION

Single arrival and bulk service queueing systems have been considered by several authors. Bailey [1954] and Downton [1955] considered single server queues having Poisson input, intermittently available server and service in batches of a fixed maximum size. The usual bulk service rule in which the service is done in batches of a fixed maximum size and the server may wait if he finds none in the queue on a completion of service is considered by Jaiswal [1960] and Chaudhry and Templeton [1972]. A general bulk service rule was introduced by Neuts [1967] where a minimum of 'a' units are needed to start a service and a maximum of 'b' units can be served at a time and he obtained the transition probabilities of the number of customers in the system for the model $M / G^{a, b} / 1$. Then Borthakur [1971] obtained the steady state probabilities of the queue size for the model $\mathrm{M} / \mathrm{M}^{\mathrm{a}, \mathrm{b}} / \mathrm{I}$. Ghare [1968] has studied a multichannel queueing system with bulk service. Also Curry and Feldman [1985] considers an $M / M^{a}, \mathrm{~b} / 1$ system with state dependent service parameters.

In all the queueing models discussed above, an idle server remains alert awaiting a new arrival and will commence service immediately upon the customer's arrival. The effect of rest periods in queueing models is studied by many authors. Scholl and Kleinrock [1983] discusses $M / G / l$ queues with vacations to the server. Assuming the steady state exists, Fuhrmann and Cooper [1985] shows that for a class of $M / G / l$ queueing systems with generalized vacations, the 'decomposition property' holds.
$M / M^{a, b} / 1$ queueing systems with vacations to the server is considered by Nadarajan and Subramanian [1984]. A more detailed and explicit expressions for $M / \mathrm{M}^{\mathrm{a}, \mathrm{b}} / \mathrm{I}$ queues with vacation to the server and state dependent service rates is given by Daniel [1985]. In this chapter we extend these to a queue with general arrival distributions. Matrix-geometric approach of Neuts [1981] is utilized. As will be seen, the structure of the matrixgeometric equation is not simple and will not be gielding to any easy algorithmic approach for solutions in the general set up.

In section 6.2 we give details of the model and in section 6.3 we obtain the transition probability matrix.

Matrix-geometric solution of the system is written in section 6.4 and finally in section 6.5 we give the waiting time distribution explicitly.

### 6.2. THS MODEL

We consider a queueing system in which interarrival times are independent and identically distributed random variables with a general probability distribution function $G(x)$ and let $g(x)$ be the corresponding probability density function. The units are served in batches according to a bulk service rule that, a minimum of 'a' units are needed to start the service and a maximum of 'b' units can be served at a time. Service time is an exponentially distributed random variable with parameter $\mu_{i}$ if $i$ is the batch size being served. At any time immediately after a service if the server finds less than 'a' units in the system, he goes for rest for a random period which is exponentially distributed with parameter $\alpha$. If after the rest completion the server finds again less than 'a' units in the queue, he remains idle and starts service when queue size becomes 'a'.

Observing the system just prior to the arrival points, we can obtain an imbedded Markov chain with the following state space.
$S=\{(i, V)$ for $i \geqslant 0 ;(i, I)$ for $0 \leqslant 1 \leqslant a-1 ;(i, j)$ for $i \geqslant 2$, $a \leq j \leq \min \{i, b\}\}$

Here the state ( $i, V$ ) for $i \geqslant 0$ denotes that there are 1 units in the system and server is under vacation. The state ( $i, I$ ) for $0 \leq i \leq a-1$ denotes that there are $i$ units in the system and server is idle. The state (i,j) for $i \geqslant a, a \leq j \leq \min \{i, b\}$ denote that there are $i$ units in the system and a batch of $j$ units is being served. We shall denote the level i by $\underline{i}$, which is the ordered vector of all possible states having ị as the first component.

```
i.e., for 0 <i\leqslanta-l, i=((i,V),(i,I)) is a 2-vector
    for a <i\leqslantb, i= ((i,V),(i,a),\ldots..,(i,i))is a i-a+2 vector
    for i>b, i = ((i,V),(i,a),...,(i,b))is a b-a+2 vector
```


### 6.3. TRANSITION PROBABIIITY MATRIX

The pattern of the transition probability matrix $P$ will depend on the values of and $b$. We shall write the matrix $P$ in the block partitioned form with the assumption that $(b-a-1)<a$. In the case of $(b-a-1) \geqslant a$ also $P$ can be written similarly.

Let $P=\left[\mathcal{A}_{1 j}\right]_{-1} \geqslant 0$ be the block partitioned form of $P$.
We shall note that if i is a level with $m$ states and $j$ is a level with $n$ states, then $A_{j j}$ is a matrix of order m xn. The matrices $A_{i j}$ for all $i \geqslant 0$ are zero matrices and $A_{i j}$ for all $i \geqslant 0$ and $j>i+l$ are al so zero matrices. The non zero $A_{1 j}$ 's are given in the following:

For i $=0,1, \ldots, a-2$,

$$
A_{1, i+1}=\left[\begin{array}{ll}
a_{0} & \hat{a}_{0} \\
0 & 1
\end{array}\right]
$$

where $a_{0}=\int_{0}^{\infty} g(x) e^{-\alpha x} d x$

$$
\hat{a}_{0}=\int_{0}^{\infty} g(x)\left(1-e^{-\alpha x}\right) d x
$$

For $i=a-1$,

$$
A_{a-1, a}=\left[\begin{array}{ll}
a_{0} & a_{1} \\
0 & a_{2}
\end{array}\right]
$$

where $a_{0}=\int_{0}^{\infty} g(x) e^{-\alpha x} d x$

$$
\begin{aligned}
& a_{1}=\int_{0}^{\infty} g(x) \int_{0}^{x} \alpha e^{-\alpha u} e^{-\mu_{a}(x-u)} d u d x \\
& a_{2}=\int_{0}^{\infty} g(x) e^{-\mu a^{x}} d x
\end{aligned}
$$

For $1=a, \ldots, b-1$,

$$
A_{1, i+1}=\left[a_{r s}\right]
$$

where

$$
\begin{aligned}
& a_{11}=a_{0}^{a} \\
& a_{r r}=\int_{0}^{\infty} g(x) e^{-\mu} a+r-2^{x} d x, r>1 \\
& a_{1, i-a+3}=\int_{0}^{\infty} g(x) \int_{0}^{x} \alpha e^{-\alpha u} e^{-\mu_{i+1}(x-u)} d u d x \\
& a_{r s} \quad=0 \quad \text { otherwise }
\end{aligned}
$$

Also,

$$
\begin{aligned}
A_{a-1,0} & =\left[a_{r s}\right] \\
a_{11} & =\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\alpha, 1^{*} \gamma_{\mu_{a}, 1}(u)} e^{-\alpha(x-u)} d u d x \\
a_{12} & =\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\alpha, 2}(u) \mu_{a} e^{-\mu_{a}(x-u)} d u d x \\
a_{21} & =\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\mu_{a}, 1}(u) e^{-\alpha(x-u)} d u d x \\
a_{22} & =\int_{0}^{\infty} g(x) \int_{0}^{x} \alpha e^{-\alpha u_{\mu}} e^{-\mu_{a}(x-u)} d u d x
\end{aligned}
$$

where

For $1=a, a+1, \ldots, b-1$,

$$
A_{1,0}=\left[a_{r s}\right]
$$

where

$$
\begin{aligned}
& a_{11}=\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\alpha, 1} * \gamma_{\mu_{i+1}, 1}(u) e^{-\alpha(x-u)} d u d x \\
& a_{12}=\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\alpha, 2}(u) \mu_{i+1} e^{-\mu_{i+1}(x-u)} d u d x \\
& a_{r s}=0 \text { otherwise }
\end{aligned}
$$

For $1=a, a+1, \ldots, b-1$

$$
A_{1,1}=\left[a_{r s}\right]
$$

where

$$
\begin{aligned}
& a_{i-a+2,1}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{i} e^{-\mu_{i} u} e^{-\alpha(x-u)} d u d x \\
& a_{i-a+2,2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{i} e^{-\mu_{i} u} \alpha e^{-\alpha(x-u)} d u d x \\
& a_{r s}=0 \text { otherwise }
\end{aligned}
$$

Similarly, $A_{i, l}$ for $i=a+l-1, \ldots, b-1$ will have the $l^{\text {th }}$ row from the last as nonzero and all other rows will be zeros. Expressions are similar.

Now. for $1=b, b+1, \ldots$,

$$
A_{i, i+1}=\left[a_{r s}\right] \text { is a }(b-a+2) x(b-a+2) \text { matrix }
$$

where $a_{11}=\int_{0}^{\infty} g(x) e^{-\alpha x} d x$

$$
\begin{aligned}
& a_{r r}=\int_{0}^{\infty} g(x) e^{-\mu a+r-2^{x}} d x, r>1 \\
& a_{1, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \alpha e^{-\alpha u} e^{-\mu_{b}(x-u)} d u d x
\end{aligned}
$$

$$
a_{r s}=0 \text { otherwise }
$$

Again $\quad A_{b+a-1, b}=\mathbf{A}_{b+a, b+1}=\mathbf{A}_{b+a+1, b+2}=\ldots=\left[a_{r s}\right]$ (say)
where $a_{2, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{a} e^{-\mu_{a} u} e^{-\mu_{b}(x-u)} d u d x$
$a_{r s}=0$ otherwise

Also

$$
\mathbf{A}_{b+a, b}=\mathbf{A}_{b+a+1, b+1}=\mathbf{A}_{b+a+2, b+2}=\cdots=\left[a_{r s}\right]
$$

where $\quad a_{3, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{a+1} e^{-\mu_{a+1} u} e^{-\mu_{b}(x-u)} d u d x$

$$
a_{r s} \quad=0 \text { otherwise }
$$

Similarly,
where

$$
\begin{aligned}
& a_{b+a+2, b}=A_{b+a+3, b+1}=\cdots=\left[a_{r s}\right] \\
& a_{4, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{a+2} e^{-\mu_{a+2} u} e^{-\mu_{b}(x-u)} d u d x
\end{aligned}
$$

$$
a_{r s} \quad=0 \text { otherwise }
$$

Proceeding like this, we have,

$$
A_{2 b-1, b}=4_{2 b, b+1}=\cdots=\left[a_{r s}\right]
$$

where

$$
\begin{aligned}
& a_{1, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\alpha, 1}{ }^{* \gamma_{\mu_{b}, 1}(u)} e^{-\mu_{b}(x-u)} d u d x \\
& a_{b-a+2, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \mu_{b} e^{-\mu_{b} u} e^{-\mu_{b}(x-u)} d u d x \\
& a_{r s}
\end{aligned}
$$

Proceeding further,

$$
\Delta_{2 b+a-1, b}={\Lambda_{2 b+a, b+1}}=\ldots=\left[a_{r s}\right]
$$

where

$$
\begin{aligned}
& a_{2, b-a+2}=\int_{0}^{\infty} g(x) \int_{0}^{x} \gamma_{\mu_{a}, 1} * \gamma_{\mu_{b}, 1}(u) e^{-\mu_{b}(x-u)} d u d x \\
& a_{r s}=0 \text { otherwise }
\end{aligned}
$$

Similarly, $A_{2 b+a, b}=A_{2 b+a+1, b+1}=\ldots$ and so on.

## -4 MATRIX-GBOMBTRIC SOLUTION

Deleting all the rows and columns pto bl from the atrix F and using the notations,

$$
\begin{aligned}
& M_{0}=A_{b, b+1}, \quad M_{1}^{0}=A_{b+a-1, b}, \quad M_{2}^{0}=A_{b+a, b}, \cdots \\
& M_{1}^{I}=A_{2 b+a-1, b}, \quad M_{2}^{I}=A_{2 b+a, b}, \cdots \text { etc. }
\end{aligned}
$$

e get,
b $\quad b+1 \quad b+2 \cdots b+a-1 \quad b+a \quad b+a+1 \cdots 2 b-1 \quad 2 b \underline{2 b+1} \cdot$


Let I be the stationary probability vector satisfying $\underline{x} P=\underline{x}$ and $\underline{x} \underline{e}=1$, where $\underline{e}=(1,1, \ldots)^{T}$, then $\underline{x}$ has a modified matrix geometric form (Neuts [1981]). We can partition $x$ in the form,
$\underline{x}=\left(\underline{x}_{0}, \underline{x}_{1}, \ldots, \underline{\underline{x}}_{a-1}, \underline{x}_{a}, \ldots, \underline{x}_{b-1}, \underline{x}_{b}, \underline{x}_{b+1}, \ldots\right)$
where $x_{i}$ is a vector having its order equal to the order of 1. For $i>b$, we can look for solution of the form $\underline{X}_{i}=\underline{X}_{b} R^{i-b}$ where $R$ is a square matrix of order $b-a+2$, which is called the rate matrix and is explained in Neuts [1981].

Using $\underline{x} P=\underline{x}$, we get

Using $I_{i}=\underline{X}_{b} R^{i-b}$ for $i>b$

$$
\begin{aligned}
& \underline{x}_{b} M_{0}+\underline{x}_{b} R^{a} M_{l}^{o}+\underline{x}_{b} R^{a+1} M_{2}^{0}+\ldots+\underline{x}_{b} R^{b} M_{b-a+1}^{o}+ \\
& \underline{x}_{b} R^{b+a_{M}} M_{1}+\underline{x}_{b} R^{b+a+1} M_{2}^{I}+\ldots+\underline{x}_{b} R^{2 b} M_{b-a+1}^{l}+
\end{aligned}
$$

$$
\begin{aligned}
& \underline{X}_{b} M_{o}+\underline{X}_{b+a} M_{1}^{0}+\underline{X}_{b+a+1} M_{2}^{0}+\ldots+\underline{X}_{2 b} M_{b-a+1}^{0}+ \\
& \underline{x}_{2 b+a} M_{1}^{l}+\underline{x}_{2 b+a+1} M_{2}^{1}+\ldots+\underline{x}_{3 b} M_{b-a+1}^{1}+ \\
& \text { ••••••••••••••••••••••• }=\mathbf{I}_{\mathrm{b}+1}
\end{aligned}
$$

Using $\underline{x}_{b}>\underline{0}$ we get,

$$
M_{0}+\sum_{i=1}^{b-a+1} R^{a+i-1} M_{1}^{0}+\sum_{i=1}^{b-a+1} R^{b+a+i-1} M_{i}^{1}+\ldots=R
$$

i.e. $M_{0}+\sum_{k=0}^{\infty} \sum_{i=1}^{b+a-1} R^{k b+a+i-1} M_{i}^{k}=R —$ (A)

The minimal solution ( $\geqslant 0$ ) of the equation (A) will give the rate matrix $R$ and thus for $i>b$, the matrix-geometric solution is given by $x_{i}=x_{i-1}$ R.

The vector ( $\underline{x}_{0}, \underline{X}_{1}, \ldots, \underline{x}_{b}$ ) can be obtained by solving the system,

and $x_{0} \underline{e}+\underline{x}_{1} \underline{e}+\cdots+\underline{x}_{b}(I-R)^{-1} \underline{e}=1$
where $Y_{1}=\sum_{k=0}^{\infty} \sum_{i=0}^{b-a} R^{k b+a+i-1} A_{(k+1) b+a-i-1,0}$

$$
Y_{2}=A_{b, 1}+\sum_{k=0}^{\infty} \sum_{i=0}^{b-a} R^{k b+a+i} A_{(k+1) b+a-i, 1}
$$

- 

$$
Y_{b}=\sum_{k=0}^{\infty} \sum_{i=1}^{b+a-1} R^{k b+a+i-2} M_{i}^{k}
$$

### 6.5 WAITING TIME DISTRIBUTION

The waiting time of a new arrival depends on the state of the server at the arrival point. An arriving unit may find the server in one of the following states. (a) Server is idle, (b) Server is working, (c) Server is under vacation.
(a) Server is idle.

Let ( $1, I$ ) for $I \leqslant 1 \leqslant a-1$ be the state of the system when the arrival occurs. Let $W$ be the waiting time of the arriving unit in the queue. The unit has to wait for the arrival of next a-i-1 units.

Therefore

$$
P\{W \leq t\}=G^{*(a-i-1)}(t)
$$

## (b) Server is working

Let ( $i, j$ ) be the state of the system just prior to the arrival of the unit, where $i \geqslant a, a \leq j \leq \min \{i, b\}$. Let $K=i-j-\left[\frac{i-i}{b}\right] b$. Then the waiting time of that unit in the queue is as follows.

$$
P\{W \leq t\}=\Gamma_{\mu_{j}, I} * \Gamma_{\mu_{b},\left[\frac{i-j}{b}\right]}(t), \quad \text { if } K \geqslant a-1
$$

Now for $\mathrm{K}<\mathrm{a-l}$

$$
\begin{aligned}
P\{w \leq t\}= & \left\{\Gamma_{\mu_{j}, I^{*}} \Gamma_{\mu_{b},\left[\frac{i-j}{b}\right]}(t)\right\} \sum_{n=a-k-1}^{\infty} G^{* n}(t) \\
& +\sum_{l=0}^{a-k-2} \int_{0}^{t} \Gamma_{\mu_{j}}, I^{*} \Gamma_{\mu_{b},\left[\frac{i-j}{b}\right]} * \Gamma_{\alpha, 1}(u) \\
& \left(G^{* l}(u)-G^{* l+1}(u)\right) \alpha G^{*}(a-k-l-1)(t-u)
\end{aligned}
$$

(c) Server is under vacation

Let ( $i, \nabla$ ) be the state of the system just prior to the arrival of the unit.

Let $K=i-\left[\frac{i}{b}\right] b$.

If $\quad K \geqslant 2-1$,

$$
P\{W \leq t\}=\Gamma_{\alpha, 1} * \Gamma_{\mu_{b},\left[\frac{1}{b}\right]}(t)
$$

and if $K<a-1$,

$$
\begin{aligned}
P\{W \leq t\}= & \left\{\Gamma_{\alpha, 1} * \Gamma_{\mu_{b}},\left[\frac{1}{b}\right](t)\right\} \sum_{n=a-k-1}^{\infty} G^{* n}(t) \\
& +\sum_{\ell=0}^{a-k-2} \int_{0}^{t} \Gamma_{\alpha, 2^{*}} \Gamma_{\mu_{b},\left[\frac{i}{b}\right]}(u) \\
& \left(G^{* \ell}(u)-G^{* \ell+1}(u)\right) d G^{*}(a-k-\ell-1)(t-u)
\end{aligned}
$$

## Chapter 7

## A FINITE CAPACITY M/G/I QUBUBING SYSTEM WITH VACATIONS TO THE SERVER

### 7.1 INTRODUCTION


#### Abstract

In this chapter we consider a single server queueing system with the server going for vacation whenever there is no unit in the system. The rest times are independent and identically distributed random variables having a general probability distribution function. The arrival process is Poisson. We assume that the capacity of the waiting room is a fixed positive integer and all the arrivals taking place when the waiting room is full are lost. The service times of units are independent and identically distributed random variables with a general probability distribution function. Using renewal theoretic arguments we derive the transient solution for the system size probabilities at arbitrary time points. Also we obtain expressions for the probebility distribution of the virtual waiting time in the queue at any time $t$.


Several authors have considered M/G/l queues with vacations to the server. See for example Miller [1964] and

Scholl and Kleinrock [1983]. They have all treated the situations where the steady state exists and investigated the system size probabilities at the departure points. Assuming the steady state exists, Fuhrmann and Cooper[1985] shows that for a class of $M / G / 1$ queueing systems with generalized vacations, the 'decomposition property' holds. That is, the (stationary) number of customers present in the system at a random time point is distributed as the sum of two or more independent random variables, one of which is the (stationary) number of customers present in the corresponding standard $M / G / 1$ queue (ie. the server is always available) at a random point in time. For a complete reference on vacation models one may refer to Doshi [1986].

Physical and economic considerations reveal that many realistic waiting line systems have only finite capacity. Under such conditions the arrivals are not accepted to the system if the waiting room is full. Cohen [1976] gives a detailed account of M/G/K loss systems. Lee [1984] investigates the stationary behaviour of a finite capacity $N / G / 1$ queue with vacation time and exhaustive service. In the literature, very few results are available giving the time dependent system size probabilities of Non-Poisson queues.

In section 7.2, we give the details of the assumptions and notations used in this chapter; together with the different probability density functions used in section 7.3. In section 7.3 the transient system size probabilities are derived. Section 7.4 deals with the virtual waiting time in the queue at any time $t$.

### 7.2 DESGRIPTION OF THE MODEL

The arrival of customers to the system is according to a homogeneous Poisson process of rate $\mu$. Service times are independent and identically distributed random variables with distribution function $G($.$) and density$ function $g($.$) . The waiting room is of finite capacity$ $c(>0)$. All the arrivals taking place when the waiting room is full are lost.


At time zero the system starts with 'a' (>0) units i: the waiting room. The server takes all the 'a' units to the service station and serves them one by one in the order of their arrival. When all the 'a' units are
served, the server goes back to the waiting room. If there is at least one unit waiting, he takes all of them to the service station and serves them one by one. If there is no unit in the waiting room, the server goes for vacation for a random duration having distribution function $H($.$) and density function h($.$) . If the server$ returns from a vacation to find no customer waiting, he begins another vacation immediately, independent of the previous one and having the same distribution function H(.). This process is continued until there is atleast one unit in the waiting room.

For $j=0,1, \ldots, c-1$, let $\mu_{j}(x)$ be the probability that there are exactly $j$ arrivalsduring an interval of lergth $x$ and let $\mu_{c}(x)$ be the probability that there are atleast $c$ arrivals during an interval of length $x$.

Then

$$
\begin{aligned}
\mu_{j}(x)= & \frac{e^{-\mu x}(\mu x)^{j}}{j!}, j=0,1, \ldots, c-1 \\
& 510.2,0: R
\end{aligned}
$$

and

$$
\mu_{c}(x)=\sum_{j=c}^{\infty} \frac{e^{-\mu x}(\mu x)^{j}}{j!}
$$



For $0 \leqslant i, j \leqslant c$, let
$f_{i j}(x) d x=$ Probability that starting at time zero, the service of $i$ units is over in the interval ( $x, x+d x$ ) and there are $j$ arrivals accepted to the system in ( $0, x$ ].

Then

$$
\begin{equation*}
f_{i j}(x)=\mu_{j}(x) g^{* i}(x) \tag{I}
\end{equation*}
$$

For

$$
i=1,2, \ldots, c, l e t
$$

$$
f_{i}(x)=\left(f_{i l}(x), \ldots, f_{i c}(x)\right)
$$

Also let

$$
\begin{aligned}
\underline{f}_{0}(x)= & \left(f_{10}(x), \ldots, f_{c o}(x)\right)^{T} \\
& (\text { It is a column vector of order } c)
\end{aligned}
$$

Now define a square matrix of order $c$, given by

$$
F(x)=\left[\begin{array}{lll}
f_{11}(x) & \cdots & f_{1 c}(x) \\
\vdots & & \\
\vdots & & \\
f_{c l}(x) & \cdots & f_{c c}(x)
\end{array}\right]
$$

Let $\mathbb{F}^{* O}(x)$ be the identity matrix of order $c$ and for $n \geqslant 1, \mathbb{F}^{* n}(x)$ be the $n-f o l d$ convolution of the matrix $\mathbb{F}(x)$ with itself.

Then, for $i=1,2, \ldots, c,\left(f_{i} * \sum_{n=0}^{\infty} \mathbb{F}_{0}^{* n}\right)(x)$ is a vector of order c. Let $K_{l}^{i}(x)$ be the $l^{\text {th }}$ coordinate of the vector $\left(f_{i} * \sum_{n=0}^{\infty} \mathbb{F}^{* n}\right)(x) ;$ where $I \leq i, l \leq c$.

Also let,

$$
\begin{equation*}
\mathbb{K}^{i}(x)=\left(\underline{f}_{i} * \sum_{n=0}^{\infty} \mathbb{F}^{* n} * \underline{f}_{0}\right)(x) \tag{2}
\end{equation*}
$$

Let $F_{i}(x)$ be the probability density function of a busy period initiated by i customers.ie, the probability that the busy period initiated by i units is over between $x$ and $x+d x$. Then we have,

$$
\begin{equation*}
F_{i}(x)=f_{i 0}(x)+K^{i}(x) \tag{3}
\end{equation*}
$$

The renewal points of the process are those time points at which the server goes for rest after a busy period. Let $Z$ be the time between two such successive renewal points, then the probability density function of Z is obtained as,

$$
\begin{align*}
& k(z)= P\{z<z \leq z+d z\} \\
&= \int_{0}^{z} \mu_{0}(u) \sum_{m=0}^{\infty} h^{* m}(u) \int_{u}^{z} h(\nabla-u) \sum_{i=1}^{c} \mu_{i}(v-u) \\
& F_{i}(z-\nabla) d v d u \tag{4}
\end{align*}
$$

Then the renewal density function of the delayed renewal process is given by

$$
\begin{equation*}
M(u)=\sum_{n=0}^{\infty}\left(F_{a^{*}} k^{* n}\right)(u) \tag{5}
\end{equation*}
$$

Finally, the state space of the system is

$$
S=\{(i, j) \mid 0 \leq i, j \leq c\} \text { where, for } i=0,1, \ldots c,
$$

(i,o) denotes the state that there are $i$ units in the waiting room and server is under vacation. For $1 \leq j \leq c$ and $0 \leq i \leq c,(i, j)$ denotes the state that there are $i$ units in the waiting room and there are $j$ units in the service station including the one being served.

### 7.3 THE SYSTEM SIZE PROBABILITIES

Let $P_{i j}(t)=$ The probability that the system is in state ( $i, j$ ) at time $t$ given the system starts with 'a' units at time zero.
considering all the mutually exclusive and exhaustive cases, the following relations can be written.

For $i=0,1, \ldots, c$,
$P_{i 0}(t)=\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} \mu_{0}(v-u) h^{* m}(v-u)$

$$
\begin{equation*}
\bar{H}(t-v) \mu_{1}(t-v) d v d u \tag{6}
\end{equation*}
$$

The above equation is obtained as follows. Consider the interval ( $0, t$ ). Many busy cycles are over prior to time $u$ and the last busy period is over at $u$ and the server goes for vacation. In (us), many vacation periods are over but no unit arrives in the waiting room. Finally the vacation started at $v$ is not over up to time $t$ and there are $i$ arrivals during $(v, t)$.

For $0<j \leqslant a$ and $0 \leqslant i \leqslant c$,

$$
\begin{aligned}
\mathbf{P}_{i j}(t)= & {\left[G^{*(a-j)}(t)-G^{*(a-j+1)}(t)\right] \mu_{i}(t)+} \\
& \int_{0}^{t} \sum_{l=j}^{c} K_{l}^{a}(u)\left[G^{*}(\ell-j)(t-u)-G^{*}(\ell-j+1)(t-u)\right] \mu_{i}(t-u) d u \\
& +\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(\nabla-u) \mu_{0}(\nabla-u) \int_{\nabla}^{t} h(w-\nabla)
\end{aligned}
$$

$$
\sum_{l=j}^{c} \mu_{l}(w-v)\left[G^{*}(l-j)(t-w)-G^{*}(l-j+1)(t-w)\right] \mu_{i}(t-w) d w d v d u
$$

$$
\begin{equation*}
+\int_{0}^{t} u(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \mu_{0}(v-u) \int_{v}^{t} h(w-\nabla) \sum_{l=1}^{c} \mu_{l}(w-\nabla) \int_{w}^{t} \tag{7}
\end{equation*}
$$

$\sum_{k=j}^{c} K_{k}^{\ell}(y-w)\left[G^{*(k-j)}(t-y)-G^{*(k-j+1)}(t-y)\right] \mu_{i}(t-y) d y d w d v d u$

To obtain equation (7) the following mutually exclusive cases are to be considered (i) starting the service process at time zero, exactly a-j services are over upto time $t$ during which time there are $i$ arrivals (ii) The busy period is not over, but after many services, at time $u$, the server takes a batch of size $\ell$ to the service station and exactly $\ell-j$ services are over and there are $i$ arrivals during the interval ( $u, t$ ). (iii) After many busy cycles, the last busy period is over at $u$ and after the vacations the server starts service with $l$ units and $w$ and then exactly $\ell$-j services are over during which time $i$ arrivals occur. (iv) as in the last case after many busy cycles, a busy period is started with $l$ units and then after many service cycles, at time $y$ the server takes a batch of $k$ units to the service station at time $y$ of which exactly k-j units are served out and $i$ arrivals occur during the interval ( $\mathrm{y}, \mathrm{t}$ ).

Now for $a<j \leq c$ and $0 \leq i \leq c$

$$
\begin{align*}
& P_{i j}(t)=\int_{0}^{t} \sum_{\ell=j}^{c} \mathbb{K}_{i}^{a}(u)\left[G^{*}(\ell-j)(t-u)-G^{*}(\ell-j+1)(t-u)\right] \mu_{i}(t-u) d u \\
& +\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \mu_{0}(v-u) \int_{v}^{t} h(w-\nabla) \\
& \sum_{l=j}^{c} \mu_{l}(w-\nabla)\left[G^{*(l-j)}(t-w)-G^{*}(l-j+I)(t-w)\right] \\
& \mu_{i}(t-w) d w d \nabla d u+\int_{0}^{t} m(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \\
& \mu_{0}(v-u) \int_{v}^{t} h(w-v) \sum_{l=1}^{c} \mu_{\ell}(w-\nabla) \int_{w}^{t} \sum_{k=j}^{c} k_{k}^{\ell}(y-w) \\
& {\left[G^{*(k-j)}(t-y)-G^{*(k-j+l)}(t-y)\right] \mu_{i}(t-y) d y d w d \nabla d u} \tag{8}
\end{align*}
$$

To arrive at equation (8) we need just consider the cases of (ii), (iii) and (iv) of equation (7).

### 7.4 VIRTUAL WAITING TIMB IN THE QUBUS

The virtual waiting time in the queue at time $t$ is aefinea as the waiting time of a unit in the queue if it
were to arrive at time t. (See Takacs [1962]). In our model, a queue in the waiting room is shifted as such to the service station. So an arrival has to wait in a queue in the waiting room and then in a queue in the service station until he is taken for service. Let $W_{t}$ be the virtual waiting time at time $t$. Assuming that the virtual customer arriving at time $t$ is accepted even if the waiting room is full, we compute the probability aistribution of $W_{t}$, conditional to the state of the system at time $t$ and it is enough because the system size probabilities are already given. We consider the following cases separately.
case (i): The state is (i,j) for $0 \leqslant i \leqslant c, 0<j \leqslant c$, so that the server is working.

Then

$$
\begin{align*}
P\left\{W_{t} \leq x\right\}= & \int_{0}^{t} \sum_{\ell=j}^{c} K_{\ell}^{a}(u) G^{* \ell+1}(t+x-u) d u \\
& +\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \mu_{0}(v-u) \\
& \int_{u}^{t} h(w-v) \sum_{\ell=1}^{c} \mu_{l}(w-v) \int_{w}^{t} \sum_{k=j}^{c} k_{k}^{\ell}(y-w) \\
& G^{* k+i}(t+x-y) d y d w d v d u \tag{9}
\end{align*}
$$

Case (ii): The server is taking rest and the state is $(i, 0)$ for $l \leq 1 \leq c$. In this case we can easily obtain,
$P\left\{W_{t} \leq x\right\}=\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \mu_{0}(v-u)$

$$
\begin{equation*}
\int_{t}^{t+x} h(w-v) G^{* i}(t+x-w) d w d v d u \tag{10}
\end{equation*}
$$

Case (iii): The server is taking rest and state is ( 0,0 )
Then
$P\left\{W_{t} \leq x\right\}=\int_{0}^{t} M(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \mu_{0}(v-u)$

$$
\begin{equation*}
[H(t+x-v)-H(t-v)] d v d u \tag{II}
\end{equation*}
$$

# ON A FINITE CAPACITY $M / G^{a, b} / 1$. QUEUEING SISTEM <br> WITH VACATIONS TO THE SERVER 

### 8.1 INTRODUCTION

Bailey [1954] carried out the first mathematical investigation of queues involving batch service. He studied the stationary behaviour of a single server queue having simple Poisson input, intermittently available server and service in batches of a fixed maximum size. This study was followed by a series of papers involving the treatment of queueing processes with group arrival or batch service. Neuts [1967], Borthakur [1971] and Medhi [1975] deal with queueing systems with Poisson input and bulk service. More complex waiting line systems in which customers arrive in groups of random size and are served in groups of random size, are also considered by many authors. Keilson [1962] discusses the $M^{X} / G^{Y} / 1$ queue using supplementary variable technique. Bhat[1964] analyses the imbedded Markov chains of $\mathrm{N}^{\mathrm{X}} / \mathrm{G}^{\mathrm{Y}} / 1$ and $G^{X} / M^{Y} / I$ queueing systems using fluctuation theory.

In this chapter we consider a single server queueing system with Poisson input, general batch service and a waiting room that allows only a maximum of ' $b$ ' customers
to wait at any time. A minimum of ' $a$ ' customers are required to start a service and the server goes for a vacation whenever he finds less than 'a' customers in the waiting room after a service. If the server returns from a vacation to find less than 'a' customers waiting, he begins another vacation immediately. Here also we derive expressions for the time dependent system size probabilities at arbitrary time points.

Section 8.2 contains the details of the assumptions and notations used in this chapter. The different probability density functions used in section 8.3 are also derived in this section. In section 8.3 expressions for the system size probabilities at arbitrary time points are given.

### 8.2 DESCRTPTION OF THE MODEL

The arrival of customers into the system is according to a homogeneous Poisson process of rate $\mu$. The units are served in batches according to a bulk service rule, namely, a minimum of 'a' units are needed to start a service and a maximum of ' $b$ ' units can be served at a time. Service times are independent random variables having distribution function $G_{i}($.$) , if i is the size of the batch$
being served and let $g_{i}($.$) be the corresponding$ probability density function. The waiting room is of capacity 'b', so that each service is started with all the units that are waiting for service at that time. All the arrivals taking place when the waiting room is full are lost.

At time zero, the system starts with 'r' units; $a \leq r \leq b$. At any time immediately after a service, if the server finds at least ' $a$ ' customers waiting, all of them are taken for service. If he finds less than 'a' customers in the system, he goes for vacation for a random period having probability distribution function H(.) and probability density function $h($.). If the server returns from a vacation to find less than 'a' units waiting, he begins another vacation immediately, independent of the previous one and having the same distribution function $H($.$) . This process is continued$ until there are at least 'a' units in the waiting room.

For $j=0,1, \ldots, b-1$, let $\mu_{j}(x)$ be the probability that there are exactly $j$ arrivals during an interval of length $x$ and let $\mu_{b}(x)$ be the probability that there are at least $b$ arrivals during an interval of length $x$.

Then

$$
\begin{aligned}
& \mu_{j}(x)=\frac{e^{-\mu x}(\mu x)^{j}}{j!}, j=0,1, \ldots, b-1 \\
& \mu_{b}(x)=\sum_{j=b}^{\infty} \frac{e^{-\mu x}(\mu x)^{j}}{j!}
\end{aligned}
$$

For $a \leqslant i \leqslant b$ and $0 \leqslant j \leqslant b$, let
$f_{i j}(x) d x=$ Probability that starting at time zero, the service of a batch of size i units is over in the interval ( $x, x+d x)$ and there are $j$ accepted arrivals during the interval ( $0, x$ ].

Then $f_{i j}(x)=g_{i}(x) \mu_{j}(x)$

For $a \leq i \leq b$, let $f_{i}(x)=\left(f_{i a}(x), f_{i(a+1)}(x), \ldots, f_{i b}(x)\right)$;
it is a vector of order b-a+1.
Now define a square matrix of order $b-a+1$, given by

$$
\mathbb{F}(x)=\left[\begin{array}{ccc}
f_{a a}(x) & \ldots \ldots & f_{a b}(x) \\
\vdots & & \\
\vdots & & \\
f_{b a}(x) & \ldots \ldots & f_{b b}(x)
\end{array}\right]
$$

Also we define a matrix $\mathbb{G}(x)$ of order (b-a+1) x a given by

$$
\mathbb{C}_{n}(x)=\left[\begin{array}{lll}
f_{a 0}(x) & \cdots & f_{a(a-1)}(x) \\
\vdots & & \\
f_{b o}(x) & \cdots & f_{b(a-1)}(x)
\end{array}\right]
$$

Let $\mathbb{F}^{* 0}(x)$ be the identity matrix of order $(b-a+1)$ and for $n \geqslant 1, \mathbb{F}^{* n}(x)$ be the $n$-fold convolution of $\mathbb{F}(x)$ with itself. Then for $a \leq i \leq b,\left(f_{i} * \sum_{n=0}^{\infty} \mathbb{F}_{0}^{* n}\right)(x)$ will be a vector of order b-a+1 and $\left(\underline{f}_{i} * \sum_{n=0}^{\infty} \mathbb{F}_{0}^{* n} * G\right)(x)$ will be a vector of order a.

For $\eta=a, a+1, \ldots, b$, let $M_{i}^{\eta}(x)$ be the $(\eta-a+1)^{\text {th }}$ coordinate of $\left(f_{i} * \sum_{n=0}^{\infty} \mathbb{F}_{0}^{* n}\right)(x)$ and for $\eta=0,1, \ldots, a-1$, let $\mathbb{K}_{i}^{\eta}(x)$ be the $(\eta+1)^{\text {th }}$ coordinate of $\left(\underline{f}_{i} * \sum_{n=0}^{\infty} \mathbb{F}^{* n} * G\right)(x)$.

Thus we obtain the probability density function of a busy period, starting with $i$ units and ending with $\eta$ units left
over, as

$$
\begin{array}{r}
F_{i}^{\eta}(x)=f_{i \eta}(x)+K_{i}^{\eta}(x) \text { for } a \leq 1 \leq b \text { and }  \tag{2}\\
0 \leq \eta \leq a-1
\end{array}
$$

As described earlier, at any time immediately after a service if the server finds less than 'a' customers in the system, he goes for a vacation and the vacations are repeated until he finds at least 'a' customers in the system. Vacation periods are assumed to be independent and identically distributed random variables with distribution function $H($.$) and density function h($.$) . For$ $0 \leq j \leq a-1$ and $a \leq k \leq b$, let $h_{j k}(x) d x$ be the probability that after a busy period the server goes for a vacation at time zero, when there were $j$ units waiting and after many vacations, the next busy period starts in ( $x, x+d x$ ) when there are $k$ units in the system.

Then

$$
\begin{align*}
h_{j k}(x)= & \int_{0}^{x} \sum_{m=0}^{\infty} h^{* m}(u) \sum_{l=0}^{a-j-1} \mu_{l}(u) h(x-u) \mu_{k-l-j}(x-u) d u \\
& \text { for } 0 \leqslant j \leq a-1 \text { and } a \leq k<b \tag{3}
\end{align*}
$$

and

$$
h_{j b}(x)=\int_{0}^{x} \sum_{m=0}^{\infty} h^{* m}(u) \sum_{l=0}^{a-j-l} \mu_{l}(u) h(x-u) \sum_{i=b-l-j}^{b} \mu_{i}(x-u) d u
$$

Now we look at the time points at which the busy periods start and obtain the probability density function of the time between two such consecutive points.

For $a \leq i, k \leq b$, let
$b_{i k}(x) d x=$ Probability that a busy period is started at time zero with 1 units in the system and the next busy period begins in the time interval ( $x, x+d x$ ) with $k$ units in the system.

Then

$$
\begin{equation*}
b_{i k}(x)=\int_{0}^{x} \sum_{\eta=0}^{a-1} F_{i}^{\eta}(u) h_{\eta k}(x-u) d u \tag{4}
\end{equation*}
$$

Now we define a vector of order (b-a+1) by

$$
\underline{b}_{r}(x)=\left(b_{r a}(x), b_{r(a+1)}(x), \ldots, b_{r b}(x)\right)
$$

Also define a square matrix of order (b-a+l) by,

$$
\mathbb{B}(x)=\left[\begin{array}{ccc}
b_{a a}(x) & \cdots & b_{a b}(x) \\
\vdots & & \\
\vdots & & \\
b_{b a}(x) & \cdots & b_{b b}(x)
\end{array}\right]
$$

Let $\mathbb{B}^{* 0}(x)$ denote the identity matrix of order ( $\left.b-a+1\right)$ and for $n \geqslant 1$, let $\mathbb{B}^{* n}(x)$ be the $n$-fold convolution of the matrix $B(x)$ with itself. Then $\left(\underline{b}_{r} * \sum_{n=0}^{\infty} \mathbb{B}_{0}^{* n}\right)(x)$ is a vector of order $(b-a+1)$. For $a \leqslant j \leqslant b$, let $B_{j}(x)$ be the $(j-a+1)^{\text {th }}$ coordinate of $\left(\underline{b}_{r} * \sum_{n=0}^{\infty} \mathbb{B}^{* n}\right)(x)$ :

Finally the state space of the system is given by

$$
S=\{(i, j) \mid a \leq i \leq b, 0 \leq j \leq b\} \cup\{(0, j) \mid 0 \leq j \leq b\}
$$

For $a \leq i \leq b$, the state ( $i, j$ ) denotes that a batch of $i$ units is being served and there are $j$ units waiting at that time. Also ( $0, j$ ) denotes the state that server is under vacation and there are $j$ units walting in the system.
8.3. THE STSTEN SI ZE PROBABILITIES

For $i=0, a, a+1, \ldots, b$ and $j=0,1, \ldots, b$,

Let

$$
\begin{aligned}
P_{i j}(t)= & \text { The pro bability that the state of the } \\
& \text { system is }(i, j) \text { at time } t, \text { given the } \\
& \text { system starts with } r \text { units at time } \\
& \text { sero. }
\end{aligned}
$$

## Considering all the mutually exclusive and

exhaustive cases, the following relations can be obtained. For $0 \leq j \leq b$,
$P_{r j}(t)=\bar{G}_{r}(t) \mu_{j}(t)+\int_{0}^{t} M_{r}^{r}(u) \bar{G}_{r}(t-u) \mu_{j}(t-u) d u$

$$
+\sum_{\eta=a}^{b} \int_{0}^{t} B_{\eta}(u) \int_{u}^{t} M_{\eta}^{r}(v-u) \bar{G}_{r}(t-v) \mu_{j}(t-v) d v d u
$$

$$
+\int_{0}^{t} B_{r}(u) \bar{G}_{r}(t-u) \mu_{j}(t-u) d u
$$

To obtain equation (5) consider the cases (i) service of the first batch is not over up to time $t$ and there are $j$ arrivals during this time (ii) the first busy period is not over, a batch of size $r$ is being served and $j$ arrivals has taken place (iii) Many busy cycles are over, the last busy period starts with $\eta$ units, then after many service completions a batch of size $r$ is being sexved and there are $j$ arrivals (iv) Many busy cycles are over, the last busy period starts with $r$ units, then no service completion but $j$ arrivals occur.

For $j=0,1, \ldots, b$ and $i=a, \ldots, r-1, r+1, \ldots, b$, $P_{i j}(t)=\int_{0}^{t} M_{r}^{i}(u) \bar{G}_{i}(t-u) \mu_{j}(t-u) d u$

$$
+\sum_{\eta=a}^{b} \int_{0}^{t} B_{\eta}(u) \int_{u}^{t} M_{\eta}^{i}(v-u) \bar{G}_{i}(t-v) \mu_{j}(t-\nabla) d v d u
$$

$$
+\int_{0}^{t} B_{i}(u) \bar{G}_{i}(t-u) \quad \mu_{j}(t-u) d u
$$

Equation (6) is derived considering the cases
(i) the first busy period is not over and a batch of size $i$ is being served during which time there are $j$ arrivals (ii) Many busy cycles are over and the last busy period is started with $\eta$ units. Then after many service completion, a batch of size i is being served and there are $j$ arrivals (iii) Many busy cycles are over by time $u$, the last busy period starts with i units and their service is not over up to time $t$ and there are j arrivals.

$$
\begin{align*}
& \text { Now for } j=0,1, \ldots, a-1, \text { we get } \\
& P_{o j}(t)= \int_{0}^{t} \sum_{\eta=a}^{b} B_{\eta}(u) \int_{u}^{t} \sum_{k=0}^{j} F_{r_{l}}^{k}(v-u) \mu_{j-k}(t-v) d v d u \\
&+\int_{0}^{t} \sum_{k=0}^{j} F_{r}^{k}(u) \mu_{j-k}(t-u) d u \tag{7}
\end{align*}
$$

To write down equation (7), we consider the cases (i) Many busy cycles are over and last busy period is started with $\eta$ units and ends with $k$ units left over at time $v$ and then $j-k$ arrivals in ( $u, t$ ] (ii) the first busy period is over with $k$ units left over at time $u$ and then $j-k$ arrivals.

For $j=a, a+1, \ldots, b-1$,
$P_{o j}(t)=\int_{0}^{t} \sum_{\eta=a}^{b} B_{\eta}(u) \int_{u}^{t} \sum_{k=0}^{a-1} F_{\eta}^{k}(v-u) \int_{v}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u)$

$$
\begin{align*}
& \sum_{l=0}^{a-k-1} \mu_{l}(w-v) \bar{H}(t-w) \mu_{j-k-l}(t-w) d w d v d u \\
& +\int_{0}^{t} \sum_{k=0}^{a-1} F_{r}^{k}(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* \pi I}(v-u) \sum_{l=0}^{a-k-1} \mu_{f}(v-u) \\
& \bar{H}(t-v) \mu_{j-k-l}(t-v) d v d u \tag{9}
\end{align*}
$$

To obtain equation (8) we consider the cases (i) Nany busy cycles are over and the last busy period starts with $\eta$ units and ends with $k$ units left over and then many vacation periods are over and only $l$ arrivals during this period and the next vacation period not over during which there are j-k-l arrivals (ii) the first busy period is
over with $k$ units left over in the system at time $u$, then many vacation periods are over during which only $\ell$ arrivals take place and the next vacation is not over up to time $t$ and there are $j-k-\ell$ arrivals.

Finally,
$P_{o b}(t)=\int_{0}^{t} \sum_{\eta=a}^{b} B_{\eta}(u) \int_{u}^{t} \sum_{k=0}^{a-1} F_{\eta}^{k}(v-u) \int_{v}^{t} \sum_{m=0}^{\infty} h^{* m}(w-v)$

$$
\begin{align*}
& \sum_{l=0}^{a-k-1} \mu_{l}(w-v) \bar{H}(t-w) \sum_{i=b-k-l}^{b} \mu_{i}(t-w) d w d v d u \\
& +\int_{0}^{t} \sum_{k=0}^{a-1} F_{r}^{k}(u) \int_{u}^{t} \sum_{m=0}^{\infty} h^{* m}(v-u) \sum_{l=0}^{a-k-1} \mu_{l}(v-u) \\
& \bar{H}(t-v) \sum_{i=b-k-l}^{b} \mu_{i}(t-v) d v d u \tag{9}
\end{align*}
$$

Equation (9) is written considering the cases
(i) many busy cycles are over and the last busy period started with $\eta$ units is over with $k$ units left over in the system and then many vacaticy periods are over during which time $\ell$ arrivals take place; the next vacation is not over
up to time $t$ and there are at least $b-k-l$ arrivals (ii) the first busy period is over with $k$ units left in the system, then many vacation periods are over during which $l$ arrivals take place; the next racation is not over up to time $t$ and there are at least $b-k-\ell$ arrivals.

## Remark:

As in the previous chapter, the probability distribution of the virtual waiting time in the queue at any time $t$ can be written conditional to the state of the system at time $t$.
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