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#### Abstract

This is a report of the investigations carried out on the universal parameters associated with the transition to chaos in nonlinear dissipative systems. It essentially deals with an analytic perturbative procedure developed to solve the renormalisation group equations and its application to specific onehump maps. The universal function obtained is used to compute the fractal dimensions of the Feigenbaum attractor. The Melnikov-Holmes method of predicting the onset of chaos is applied to a driven pendulum with nonlinear damping followed by a detailed numerical analysis.


Chapter 1 gives an introduction to deterministic chaos, surveying briefly the nature of onset of chaos in conservative and dissipative systems. The different routes to chaos in dynamical systems along with the existing methods of characterising them are touched upon. The Chapter ends with an attempt to reveal the relevance of chaos in related fields.

In Chapter 2, the universality theory as developed by Feigenbaum in the context of one-dimensional maps
is presented, with special emphasis on the two renormalisation group equations involving the universal parameters $\alpha$ and $\delta$ and the function $g(x)$. The solution of these equations using the perturbative scheme is developed. A universal relation characterising any l-d map for a specified $z$ is derived.

The perturbative procedure is applied to specific cases in Chapter 3. Thus the $\alpha$ and $\delta$ values as well as the function $g(x)$ for quadratic, cubic and quartic maps are computed analytically. For nonpolynomial maps, an expansion about the nearest integer value is also discussed.

Chapter 4 begins with a brief discussion of the self-similar property of the Feigenbaum attractor at the accumulation point of the bifurcations. The iterates of $g(x)$ form a Cantor set. Here the function $g(x)$ is obtained using the perturbative analysis and expressions for the first three dimensions $D_{0}, D_{1}$ and $D_{2}$ are derived. These are computed for a range of $z$ values and the variation of these dimensions with $z$ is studied.

The last Chapter forms a separate section of the thesis. It deals with the onset of chaos in
near-integrable systems. The Melnikov-Holmes criterion which forms the lowest threshold for chaos is described. It is then applied to a specific system, namely, a driven pendulum with a small nonlinear $x$-dependent dissipation. The dissipation is chosen to be of the van der Pol type. This analytic treatment is supported by a detailed numerical analysis involving phase portraits, Poincaré sections, Lyapunov exponent, power spectra etc. The last section deals with the effect of an external random noise on the dynamical behaviour of the above system.

Part of the investigations presented in this thesis has provided material for the following papers.

1. 'Perturbative evaluation of universal constants for a quartic map' - Pramana (J. Phys.) 26 (1986) 465.
2. Calculation of universal parameters of one hump maps' - Communicated to Physica D.
3. ' Transition to chaos in a driven pendulum with nonlinear dissipation' - Communicated to Pramana (J. Phys.)

The thesis work is mainly centered on the asymptotic behaviour of nonlinear and nonintegrable dissipative dynamical systems. It is found that completely deterministic nonlinear differential equations describing such systems can exhibit random or chaotic behaviour. Theoretical studies on this chaotic behaviour can enhance our understanding of various phenomena such as turbulence, nonlinear electronic circuits, erratic behaviour of heart and brain, fundamental molecular reactions involving DNA, meteorological phenomena, fluctuations in the cost of materials and so on.

Chaos is studied mainly under two different approaches - the nature of the onset of chaos and the statistical description of the chaotic state. Successive period doubling bifurcations constitute one of the most common mechanisms for the onset of chaos in many systems representing a wide variety of physical phenomena. Irrespective of the differences
in the underlying physics, such systems are found to have some common behaviour as far as onset of chaos is considered. This universal behaviour was reported by $M . J$ Feigenbaum in the case of one dimensional maps that represent the Poincaré sections of higher dimensional flows [26]. He found that the period doubling route to chaos is characterised by two universal constants, the bifurcation rate $\delta$ and the scaling factor $\alpha$. The computation of $\alpha$ and $\delta$ for any map is usually done numerically [51].

We have developed an analytic algorithm involving a perturbative scheme, which provides fairly accurate values for $\alpha$ and $\delta$. This is given in the first section of the thesis. We consider maps of the form $x_{n+1}=1-\lambda\left|x_{n}\right|^{2}$, where $z$ is the order of the local maximum of the map. The universality theory is based on two renormalisation group (RG) equations for the fixed point function $g(x)$ at the accumulation point $\lambda_{\infty}$ of the period-doubling bifurcations [49]. Expanding $g(x)$ into a general power series in $|x|^{z}$ and substituting in one of the RG equations, an infinite set of coupled nonlinear
equations for the coefficients of expansion $S_{n}$ are obtained. To solve them, $S_{n}$ are expanded into a perturbative series in inverse powers of $\alpha$. The equations can then be successively solved for the coefficients $S_{n m}$. Thus $\alpha$ as well as $g(x)$ can be expressed explicitly in terms of $S_{n m}$ and therefore computed analytically. Using the other RG equation, $\delta$ can be computed in a similar way. We find that the equations for $\delta$ can be cast in the form of a matrix eigenvalue equation and the highestpositive and real eigenvalue furnishes $\delta$.

In general for any $z$ value, the first three coefficients $S_{n m}$ can be written down explicitly. Using them and using the technique of Padé approximants to sum the series, we get $\alpha(z)$ and $\delta(z)$ for any $z$ value. These equations define the different universality classes and a universal relation connecting $\alpha, \delta$ and $z$ is also derived.

For a given $z$, it is possible to carry out the calculations to any order of accuracy. Thus for a quartic map and a cubic map, we computed $\alpha$ and $\delta$ to different orders and found that the agreement with the numerical values is excellent. However, the perturbation series is not highly convergent but
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asymptotic in nature and therefore the truncation of the series is crucial in giving good results.


When $z$ is not an integer, the above method is rather cumbersome to apply. In such cases we find that the general method can be side stepped and the expressions for $\alpha$ and $\delta$ can be expanded in $\epsilon$, where $0<|\in|<1$. Any noninteger $z$ value can be written as $z=z^{\prime} \pm \epsilon$, where $z^{\prime}$ is the integer nearest to $z$. Then the $\epsilon$-expansions can be used to compute $\alpha$ and $\delta$. We observe that this expansion procedure does not affect the accuracy of the values much. Using the iterates of the computed universal function and some scaling arguments, we have derived expressions for the important dimensions characterising the attractor at $\lambda_{\infty}$ in one dimensional maps [31]. The agreement with available numerical values is good. The behaviour of $D_{0}$ and $D_{1}$ with $z$ is different for large $z$ values. $D_{1}(z)$ shows a dip as $z$ increases while $D_{0}(z)$ shows saturation.

The second section of the thesis deals with investigations on the onset of stochastic behaviour in a driven pendulum with van der Pol like dissipation. Such a system with some modifications can model nonlinear
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electronic circuits, Josephson junction with interference of tunnelling currents, and laser systems. Predicting the exact transition point where chaos sets in, in such systems is still a challenging problem. Till now, the only analytic method available for this has been the Melnikov criterion $\lfloor 4\rfloor$. The Melnikov analysis gives the distance between the stable and unstable manifolds of the perturbed system based on calculations involving trajectories of the unperturbed system. We have derived this function for the above system, followed by a detailed numerical analysis including phase portraits, Poincaré sections and power spectra.


The system we considered has essentially three control parameters, the damping constant $\beta$, the driving amplitude $A$ and the driving frequency $\omega$. In our numerical computations, we mostly kept $\beta$ at 0.2. Then the behaviour of the system as $A$ is varied was studied at three different frequencies. We found the following interesting results.
i) At very low frequencies ie $\omega=0.04$, the transition to chaos is quite obvious. Just as the Melnikov criterion is crossed, the invariant curve in phase space loses its smoothness. As $A$ is increased, it develops distortions and twists and finally reaches the strange attractor.
ii) At medium frequencies, $\omega=0.4$, we found that as $A$ increases, the limit cycle develops a stochastic band of increasing thickness.
iii) At frequencies $\omega \approx 1$, the behaviour is qualitatively similar. However as A increases, the stochastic band splits again into periodic trajectories.
iv) Because of the nature of the dissipation, the centre $(0, O)$ of the perturbed system is no longer stable. Numerical studies reveal that the centre becomes unstable through a bifurcation and for sufficient perturbations, orbits near $(0,0)$ spiral away to the limit cycle.

The effect of an additive white noise in the above system is interesting from a practical point of view [86]. We made a numerical analysis of the influence of noise especially near the transition point. We find that for low noise amplitudes, the presence of noise smooths out the stochasticity to some extent although the approach to chaos is accelerated by noise.

It has become clear over the last few years that many deterministic dynamical systems described by simple but nonlinear equations with only a few variables can behave in an irregular or random fashion. This phenomenon, commonly called deterministic chaos, is essentially due to the fact that we cannot deal with infinitely precise numbers. In these systems trajectories emerging from nearby initial conditions diverge exponentially as time evolves, and therefore, any small error in the initial measurement spreads with time considerably, leading to unpredictable and chaotic behaviour. It is interesting to note that this unpredictability cannot be avoided by just making the observation more precise. If we use a measuring device having an accuracy $\pm \in$, the same device can be used later with the same accuracy, but the equations of motion fail to predict the outcome of the observation with the same degree of accuracy. This accounts for the
apparent stochastic behaviour in deterministic systems. The analysis of the development of chaos has attained considerable sophistication by now and we shall now describe the technical background for the later chapters.
1.1 General concepts and definitions

A dynamical system is a time evolution defined by the system of first order differential equations,

$$
\frac{d x}{d t}=f(x) \quad \ldots(1.1)
$$

where $x=x(t) \in \mathbb{R}^{n}$, is a vector valued function and $f: U \rightarrow \mathbb{R}^{n}$ is a smooth function, nonlinear in general [1]. $f$ generates a flow $\varphi_{t}: U \rightarrow \mathbb{R}^{n}$, where $U \underline{C} \mid R^{n}$ and $\varphi_{t}(x)=\varphi(x, t)$ is a smooth function defined for all $x$ in $U$ and $t$ in some interval $I=(a, b) \underline{C} \mid R$, and $\varphi$ satisfies (1.1). If $f$ does not contain time explicitly, the system is called autonomous; otherwise it is called non-autonomous.

## The continuous time evolution equation (1.1)

 can be abstracted by a discrete map:$$
\begin{equation*}
x_{n+1}=F\left(x_{n}\right) \tag{1.2}
\end{equation*}
$$

This can be done in one of the following ways.
i) If $x(t)$ is a solution of (1.1), we define $x_{n+1}=x(n+1)$. Then $F$ is the time-one map associated to the flow defined by $f$. This is called the stroboscopic method [2].
ii) We approximate $\frac{d x}{d t}=x(t+1)-x(t)$ so that $x_{n+1}=f\left(x_{n}\right)+x_{n}=F\left(x_{n}\right)$, and this is the difference equation corresponding to (l.l). This method is applicable when the problem is one dimensional.
iii) $F$ may be viewed as the Poincaré map of the flow $\varphi_{t}$, with respect to a chosen surface [3]. Thus for a 2-dimensional problem, the phase space ( $q, p$ ) is 4-dimensional and the energy surface is threedimensional. If we consider the surface $S_{x}$ with $y=0, p_{y}$ is determined from the condition $H\left(x, y=0, p_{x}, p_{y}\right)=E . \quad p_{x}$ and $x$ are the variables and the position of the system on $S_{x}$ completely
specifies the state of the system. The system starting out on $S_{x}$ will cross it repeatedly at

$x_{1}, x_{2}, x_{3} \ldots$. Each crossing is a map of the plane into itself. Qualitatively different trajectories can be distinguished by their Poincaré sections. Thus a regular periodic orbit gives points lying on a closed curve while a chaotic trajectory yields an irregular set of points.

Fixed points form an important class of solutions of equation (1.2). A period $k$ fixed
point is defined by

$$
\begin{equation*}
F^{k}\left(x_{0}\right)=x_{0} \tag{1.3}
\end{equation*}
$$

where $F^{k}=F(F(F(\ldots k$ times $(x)))$...). A fixed point $x_{0}$ is said to be stable if iterates of points $x_{n}$ in its neighbourhood remain close to $x_{o}$ all the time. If $\mathrm{x}_{\mathrm{n}} \rightarrow \mathrm{x}_{\mathrm{o}}$ as $\mathrm{n} \rightarrow \infty, \mathrm{x}_{\mathrm{o}}$ is asymptotically stable and is called a sink. Saddle points or sources are unstable fixed points. To examine the stability of fixed points, we expand $x$ around $x_{0}$ :

$$
x=x_{0}+\Delta x \quad \ldots \quad(1.4)
$$

so that

$$
\Delta x_{n+k}=A \quad \Delta x_{n} \quad \cdots \text { (1.5) }
$$

where $A$ is the ordered product of the $k$ matrices $M_{i}=M\left(x_{o i}\right)$ evaluated at the successive fixed points with

$$
\begin{equation*}
M(x)=\frac{\partial x_{n+1}}{\partial x_{n}} . \tag{1.6}
\end{equation*}
$$

If the eigenvalues of $A$ are complex, then the fixed point is elliptic or stable, with trajectories forming ellipses around it. If the eigenvalues
are real, the trajectories are hyperbolae and thus move away from the fixed point. This type is therefore unstable or hyperbolic. If the eigenvalues are unity, the fixed point is parabolic [4].

elliptic fixed point
hyperbolic fixed point

If (1.2) has a hyperbolic fixed point, then there exist local stable and unstable manifolds which are defined as follows [1]:

$$
\begin{aligned}
W_{l o c}^{s}(x)= & \left\{x \in U \mid F^{n}(x) \rightarrow x \text { as } n \rightarrow \infty\right. \\
& \text { and } \left.F^{n}(x) \in U \forall_{n} \geqslant 0\right\} \ldots(1.7) \\
W_{l o c}^{u}(x)= & \left\{x \in U \mid F^{-n}(x) \rightarrow x \text { as } n \rightarrow \infty\right. \\
& \text { and } \left.F^{-n}(x) \in U, \forall n \geqslant 0\right\} \ldots(1.8)
\end{aligned}
$$

Here UC $\mathbb{R}^{n}$ is a neighbourhood of $x$. The global manifolds are obtained by taking unions of backward or forward iterates of the local manifolds:

$$
\begin{aligned}
& W^{s}(x)=\bigcup_{n \geqslant 0} F^{-n}\left(W_{10 c}^{s}(x)\right) \\
& W^{u}(x)=\bigcup_{n \geqslant 0} F^{n}(1.9) \\
& \left.W_{l o c}^{u}(x)\right)
\end{aligned}
$$



The stable and unstable manifolds may interesect at points which are called homoclinic, if they belong to the same hyperbolic fixed point and heteroclinic, if they belong to different fixed points.

### 1.2 Conservative systems

For a conservative system, Liouville's theorem says that the volume in phase space is conserved
by the time evolution. The equations of motion for a system with $N$ degrees of freedom are obtained from the hamiltonian H as

$$
q_{k}=\frac{\partial H}{\partial p_{k}}: \dot{p}_{k}=-\frac{\partial H}{\partial q_{k}}, k=1,2, \ldots N \ldots(1,11)
$$

These equations can be transformed to a set of action and angle variables, by a canonical transformation giving

$$
\begin{equation*}
\dot{I}_{k}=-\frac{\partial H}{\partial \theta_{k}}: \dot{\theta}_{k}=\frac{\partial H}{\partial I_{k}} \tag{1.12}
\end{equation*}
$$

If the transformed hamiltonian is independent of $\theta_{k}$, then $I_{k}(t)=I_{k}(0)$ and $\theta_{k}(t)=\omega_{k} t+\theta_{k}(0)$ so that we get 2 N constants of motion $I_{k}$ and $\theta_{k}(o)$. If we can find a transformation that will execute this, the system is called integrable. For nonlinear systems, this is possible by expanding the variables $q_{k}$ and $p_{k}$ in power series in $I_{k}$ and $\theta_{k}$ and substituting into the equations of motion to solve for the coefficients of expansion. This is the subject of canonical perturbation theory. Whenever the series obtained converge, we have an integrable system.

When no such convergent series exist, the system is nonintegrable. The Toda chain [5], the KdV equation (6), the Calogero fluid system (7) etc. are examples of nonlinear integrable systems. An N-degree of freedom integrable system has orbits lying on an $N$-torus; the actions $I_{k}$ measure the $N$ radii of the torus and $\theta_{k}$, the $N$ angles of a point on the torus. When $N \geqslant 2$, each bounded orbit cannot come arbitrarily close to every point on the $(2 N-1)$ energy surface. Hence an integrable system cannot be ergodic.

In a nonintegrable system, the series diverge due to a singularity in one of the integrals $I_{k}[8]$. Thus two orbits with initial conditions arbitrarily close to each other, but on either side of such a singularity can have entirely different behaviour. Such a sensitive dependence on initial conditions makes it impossible to calculate the orbit for any time interval of interest, resulting in unpredictability and chaos. As examples of nonintegrable systems, we quote the Henon-Heiles system [9], the motion of protons in the intersecting storage rings [10], the celestial three body problem [11],
wave-particle interaction [12] and Fermi acceleration [13]. If the system is near-integrable, one can write

$$
\begin{equation*}
H(I, \theta)=H_{0}(I)+\epsilon H_{1}(I, \theta) \tag{1.13}
\end{equation*}
$$

where $|\epsilon| \ll 1$.

The equation of motion for such a system can be expressed through a perturbed area-preserving twist map on the $I-\theta$ surface of section [4]. For sufficiently small perturbation and moderate nonlinearity, the celebrated $K A M$ theorem $[14,15]$ states that most of the tori of the unperturbed system persist albeit in distorted form. Some are destroyed and these form a finite measure which grows with the perturbation. The destroyed tori generate stochastic regions in the gaps between the KAM tori. The tori corresponding to rational winding number break up into alternate elliptic and hyperbolic fixed points. Near every elliptic fixed point, there are closed invariant curves and a new structure of elliptic and hyperbolic fixed points. It is fascinating to observe that this structure is repeated down to arbitrarily small scales. In the neighbourhood of a hyperbolic
fixed point, the stable and unstable manifolds intersect each other infinitely many times forming a kind of web or complex network. This occurs near every hyperbolic fixed point even to small scales resulting in a selfsimilar 'lace work of intimate intermixing of integrable and stochastic regions' [3].

As the strength of the perturbation increases more and more tori are destroyed with the accompanying growth of stochastic regions and the last torus to disappear is the one for which the winding number is the Golden Mean, $\frac{\sqrt{5-1}}{2}[16]$. If $N \geqslant 3$, the gaps between the tori form a single connected region and there can be leakage from one stochastic region to another. This leads to Arnold diffusion [17]. Because of this the existence of invariant tori cannot guarantee stability of motion. The transition to global stochasticity in conservative systems is understood to be through the overlap of resonances [18].
1.3 Dissipative systems

Dissipative systems are those in which the volume of the phase space shrinks to zero as $t \rightarrow \infty$, and
hence are represented by dissipative or area-contracting maps. Thus the long time behaviour of the dissipative system is easier to predict than that of a conservative system. The local rate of change of volume is

$$
\Lambda(x)=\ln |\operatorname{det} M(x)| \quad \ldots \text { (1.14) }
$$

where $i v$ is the Jacobian of the discrete map given in (1.2). The average rate of contraction is

$$
\Lambda_{0}\left(x_{0}\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left|\operatorname{det} M^{n}(x)\right| \quad \ldots \quad(1.15)
$$

For dissipative systems, there is a contraction of volume so that $\quad \Lambda_{0}=-C[4]$.

Since the phase space volume contracts, the steady state motion for an $N$-dimensional system lies on a surface of lower dimensionality. Such a surface is called an attractor. For one dimensional flows the only possible attractors are fixed points or sinks, while for two dimensional flows, there can be two kinds of attractors, sinks and limit cycles. As the control parameter $\lambda$ of the system changes, the stable attractor becomes unstable and undergoes bifurcation to pairs of attractors. The creation of two fixed points as $\lambda=\lambda_{0}$
with no fixed points for $\lambda<\lambda_{0}$ is called a tangent bifurcation. If a fixed point is destroyed and two new sinks are produced, we have a pitch fork bifurcation. In higher dimensional systems, we have a fixed point bifurcating into a limit cycle. This is called a Hopf bifurcation.


tangent bifurcation
pitchfork bifurcation


Hopf bifurcation

When the bifurcation repeats successively and reaches a limit, the attractor changes character and becomes chaotic. On the chaotic attractor, nearby orbits, though bounded, diverge exponentially. This leads to sensitive dependence on initial conditions resulting in random or chaotic behaviour. Such an attractor is called a strange attractor. This has an infinitely leaved structure with the peculiarity that on finer and finer scales the basic pattern reappears. The strange attractor is a complicated manifold in phase space which is defined as an 'infinitely folded sheet of infinite extent located in a bounded region of phase space' [19]. The Hausdorff dimension of such an attractor is a noninteger or fraction.

In Hamiltonian systems, the stochastic region does not occupy the whole of the phase space, but is bordered by regions of regular behaviour. But in dissipative systems in the place of islands of stability, there appear stable limit cycles to which sooner or later all the initial points are attracted. When dissipation is large, a point wanders for infinite time over the stochastic region before reaching
the limit cycle, thus producing foliation characteristic of the strange attractor.

The greatest interest has been in the study of simple models; for example, a continuous map defined by

$$
\begin{aligned}
x_{n+1} & =f\left(x_{n}, \lambda\right), & \cdots & (1.16) \\
\text { with } f & =\lambda x_{n}\left(1-x_{n}\right), & \ldots & (1.17)
\end{aligned}
$$

is called the logistic map and this turns out to be the most widely studied system [20]. This occurs in the population studies of certain biological species [21].

The investigation of stochasticity by reduction to one dimensional map has been used extensively in the Lorenz system [22] described by,

$$
\begin{aligned}
& \dot{x}=-\sigma x+\sigma y \\
& \dot{y}=-x z+r x-y
\end{aligned}
$$

$$
\dot{z}=x y-b z, \quad \ldots(1.18)
$$

with $\sigma=10, r>0$ and $b=8 / 3$.

This arises from a three-mode truncation of the

Navier - Stokes equation describing Rayleigh-Bénard convection in hydrodynamics. Here $x$ is the amplitude of the convective motion, $y$, the temperature difference between ascending and descending currents and $z$ is the distortion of the vertical temperature profile from linearity. $\sigma, r$ and $b$ are dimensionless real parameters. It is interesting to note that the same system of equations can be obtained for single-mode lasers by truncating the Maxwell-Bloch equations[23]. A reduction to one dimension is possible because the instability of the trajectories occurs in the same direction everywhere. There are systems for which the unstable direction is multidimensional, for example the Rössler system given by [24]

$$
\begin{array}{ll}
\dot{x} & =-(y+z) \\
\dot{y} & =x+\frac{1}{5} y \\
\dot{z} & =\frac{1}{5}+z(x-\mu)
\end{array}
$$

The Henon-Heiles dissipative map is another example where the existence of the strange attractor as well as its self-similar structure has been proved conclusively by numerical experiments [25]. This is a two dimensional map

$$
\begin{aligned}
& x_{n+1}=y_{n}+1-a x_{n}^{2} \\
& y_{n+1}=b x_{n} ; \quad b<1 \quad \ldots \text { (1.20) }
\end{aligned}
$$

For $b=0.3$, it is found that at $a=0.3675$, the point attractor at $x_{o}$ undergoes a cascade of period doublings and a strange attractor exists for $1.06<a<1.55$.
1.4 Routes to chaos in dissipative systems We have seen that in dissipative systems the topological nature of the attractor may change as the control parameter $\lambda$ crosses a point $\lambda_{B}$. The first bifurcation is often followed by further bifurcations and this sequence is called a transition scenario. We consider three important scenarios which have had theoretical and experimental success.

[^0]to chaotic behaviour. This has been observed in Bénard experiments, Taylor experiments, driven nonlinear oscillator, chemical reactions and optical instabilities. At the accumulation point $\lambda_{\infty}$ of the period-doublings, an aperiodic attractor exists: There are two universal constants associated with the scenario [26],
i) the scale factor $\alpha$;
\[

$$
\begin{equation*}
\alpha=\lim _{n \rightarrow \infty} \frac{\Delta x_{n}}{\Delta x_{n+1}} \tag{1.21}
\end{equation*}
$$

\]

where $\Delta x_{n}$ is half the separation between the fixed points in the $2^{n}$ cycle
ii) the rate of accumulation of bifurcations

$$
\begin{equation*}
\delta=\lim _{n \rightarrow \infty} \frac{\lambda_{n+1}-\lambda_{n}}{\lambda_{n+2}-\lambda_{n+1}} \tag{1.22}
\end{equation*}
$$

with $\lambda_{n}$, the value at which the $n{ }^{\text {th }}$ bifurcation occurs. For the logistic map, these constants were first evaluated by Feigenbaum as $\alpha=2.5029$ and $\delta=4.66920$.

## Intermittency or the Fomeau - Manneville

## Scenario

Pomeau and Manneville [27] suagested that there are certain systems in which for $\lambda_{<} \lambda_{c}$ stable periodic motion is exhibited but above $\lambda_{c}$, there are chaotic bursts which become more frequent as $\lambda$ is varied until the motion becomes truly chaotic. Above $\lambda_{c}$, as the stable fixed point becomes unstable, a memory of the fixed point is displayed since the motion of the trajectory slows down and numerous iterations are required to move through the narrow channel between the map and the bisector. This leads to long laminar regions and the motion is chaotic until a new regular phase starts again. This is
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called intermittency and is associated with a saddlenode or tangent bifurcation which occurs due to the collision of stable and unstable fixed points with the disappearence of both. The laminar phases have a mean duration $\left|\lambda-\lambda_{c}\right|^{-1 / 2}$ [28].

There are three types of intermittency. In type I, the fixed point becomes unstable when a real eigenvalue crosses the unit circle at +1 . This is observed in Bénard experiments, nonlinear RCL oscillators etc. In type II, two complex conjugate eigenvalues cross the unit circle simultaneously and in type III, a real eigenvalue crosses the unit circle at -l. Intermittency has been detected in Bénard experiments, Josephson junctions, chemical reactions and lasers.


## The Ruelle-Takens-Newhouse scenario

In this scenario, the system undergoes three Hopf bifurcations in succession, before reaching a strange attractor. The power spectrum of such a system will exbihit one, then two and possibly three basic frequencies [29]. When the third
frequency is about to disappear, simultaneously some broad-band noise appears indicatinc̣ a chaotic state. This route to chaos has been observed in Bénard experiments, Taylor experiments and nonlinear conductors.


### 1.5 Characterisation of Chaos

We have mentioned that the long-time behaviour of most of the deterministic nonlinear systems generically exhibits chaos. Since this type of motion has stochastic features, its complete description requires statistical methods. This is based on a number of underlying mathematical concepts which are discussed below.

## Lyapunov characteristic exponents [4]

The Lyapunov characteristic exponents characterise the mean exponential rate of divergence of trajectories surrounding a point and thus provide a computable quantitative measure of stochasticity. Consider two nearby trajectories in $N$-dimensional phase space with the initial conditions $x_{0}$ and $x_{0}+\Delta x_{0}$. These evolve in time according to (1.1) and the tangent vector $\Delta x$ has the Euclidean norm.

$$
d\left(x_{0}, t\right)=\left\|\Delta x\left(x_{0}, t\right)\right\| \quad \ldots \text { (1.23) }
$$

The time evolution of $\Delta x$ is given by

$$
\frac{d}{d t} \Delta x=M(x(t)) \Delta x \quad \ldots \text { (1.24) }
$$

where $M$ is the Jacobian

$$
\begin{equation*}
M=\frac{\partial f}{\partial x} \tag{1.25}
\end{equation*}
$$

corresponding to the flow defined by (1.1)


The mean exponential rate of divergence of nearby trajectories is given by

$$
\sigma\left(x_{0}\right)=\lim _{\substack{t \rightarrow \infty \\ d(0) \rightarrow 0}} \frac{1}{t} \ln \left[\frac{d\left(x_{0}, t\right)}{d\left(x_{0}, 0\right)}\right] \quad \ldots(1.26)
$$

Choosing a basis $e_{i}, \sigma$ takes values

$$
\begin{equation*}
\sigma_{i}\left(x_{0}\right)=\sigma\left(x_{0}, e_{i}\right) \tag{1.27}
\end{equation*}
$$

These are the Lyapunov characteristic exponents (LCE) which are usually ordered by size:

$$
\sigma_{1}>\sigma_{2}>\ldots>\sigma_{N}
$$

It is clear that at least one of the $\sigma_{i}$ 's must vanish since in the direction of flow, $\Delta x$ grows linearly with time.

The above concept can be generalised to describe the mean rate of exponential growth of a p-dimensional volume in tangent space where $p<N$. Thus the $p$ th order Lyapunov exponents are accordingly defined as,

$$
\sigma^{p}\left(x_{0}, v_{p}\right)=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \left|\frac{| | v_{p}\left(x_{0}, t\right)| |}{\| v_{p}\left(x_{0}, 0\right)| |}\right| \ldots(1.28)
$$

$\sigma^{p}$ is the sum of the $p$ largest exponents of order 1.

$$
\begin{equation*}
\sigma^{p}=\sigma_{1}+\sigma_{2}+\ldots+\sigma_{p} \tag{1.29}
\end{equation*}
$$

For conservative systems this sum is zero, while for dissipative systems, it is negative.

LCEs can be defined for maps as well. Thus if the $m_{i}(n)$ are the eigenvalues of the matrix $A_{n}$ defined as

$$
\begin{equation*}
A_{n}=\left[M\left(x_{n}\right) M\left(x_{n}-1\right) \ldots M\left(x_{1}\right)\right]^{1 / n} \tag{1.30}
\end{equation*}
$$

where $M=\frac{\partial F}{\partial x}$, corresponding to the $F$ given in (1.2), then the LCEs are given by

$$
\begin{equation*}
\sigma_{i}^{\operatorname{map}}=\lim _{n \rightarrow \infty} \ln \left[m_{i}(n)\right] \tag{1.31}
\end{equation*}
$$

Usually $\sigma_{i}^{\text {map }}=\tau \sigma_{i}$
where $\tau$ is the mean time between successive intersections of the trajectory with the surface of section.

A positive LCE indicates trajectory divergence and chaos while a negative LCE sets the time scale on which transients or perturbations of the state of the system will decay. For a periodic state, there is one LCE equal to zero with all others negative while for a quasi-periodic state with $k$ frequencies, there will be $k$ LCEs equal to zero and others negative.

## The Kolmogorov-Sinai entropy [28]

The Kolmogorov-Sinai entropy or K-entropy is the most important measure by which stochastic motion can be characterised. It is defined as follows. The $N$-dimensional phase space is partitioned into boxes of size $1^{N}$. Consider the trajectory $x(t)$ of a system on a strange attractor. The state of the system is measured at time intervals $\tau$. Then $P_{i_{0}, i_{1}, \ldots i_{n}}$ is defined as the joint probability that $x(t=0)$ is in box $i_{0}, x(t=\tau)$ is in box $i_{1} \ldots$ and $x(t+n \tau)$ is in box $i_{n}$. The quantity

$$
\begin{equation*}
K_{n}=-\sum_{i_{0}, i_{1}, \ldots i_{n}}^{P_{o}, i_{1}, \ldots i_{n}} \log p_{i_{0}, i_{1}}, \ldots i_{n} \tag{1.33}
\end{equation*}
$$

is proportional to the information needed to locate the system on a special trajectory $i_{1}^{*} \ldots i_{n}^{*}$ with precision l. Therefore $K_{n+1}-K_{n}$ is the additional information needed to predict in which cell $i_{n+1}$, the system will be if we know it was previously in the cells $i_{1}^{*}, \ldots i_{n}^{*}$. ie. $K_{n+1}-K_{n}$ measures the loss of information about the system from time n to $\mathrm{n}+\mathrm{l}$. Then the K entropy is defined as the average rate of loss of information

$$
\begin{align*}
& K=\begin{array}{llll}
\lim _{\tau \rightarrow 0} & \lim _{l i m} & \lim ^{n^{\prime}-1} & 1 \\
\sum_{n=0} & K_{n+1}-K_{n}
\end{array} \\
& =-\lim _{\tau \rightarrow 0} \lim _{l \rightarrow 0} \quad \lim _{n^{\prime} \rightarrow \infty} \frac{1}{n^{\prime} \tau} \sum_{i_{0}, \ldots i_{n}} \quad P_{i_{0}}, \ldots i_{n} \\
& x \log P_{i_{0}}, \ldots i_{n} \tag{1.34}
\end{align*}
$$

For regular motion $K=0$, while for exponential divergence on a strange attractor $K>O$ and for completely random motion $K \rightarrow \infty$. $K$ is the averaged sum of the LCEs.

For maps with discrete time steps $\tau=1$ and equation (1.34) is modified as
$K=-\lim _{\substack{l \rightarrow 0 \\ n \rightarrow \infty}} \frac{1}{n} \sum P_{i_{1}} \ldots i_{n} \log _{i_{1}} \ldots i_{n} \ldots(1.35)$

This can be generalied to
$K_{f}=-\lim _{\substack{l \rightarrow 0 \\ n \rightarrow \infty}} \frac{1}{n} \cdot \frac{1}{f-1} \quad \log \sum i_{1} \ldots i_{n} P_{i_{1}}^{f} \ldots i_{n} \quad \ldots(1.36)$
with $K_{1}=K$

The K-entropy is inversely proportional to the time interval over which the state of a chaotic system can be predicted. ie.

$$
\begin{equation*}
\tau_{m} \propto \frac{1}{K} \log \left(\frac{1}{l}\right) \tag{1.37}
\end{equation*}
$$

## Invariant measure

The detailed picture of an attractor is given by the probability measure $P(x)$ on the attractor which describes how frequently various parts of the strange attractor are visited by the orbit. $P(x)$ is defined as the time average of Dirac deltas at the points $x(t)$

$$
\begin{equation*}
P=\lim _{t \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t \delta x(t) \tag{1.38}
\end{equation*}
$$

The measure is invariant under time evolution. In general there are many distributions invariant to a given map or time evolution. However a unique distribution is singled out by repeated iteration such that time average equals space average for almost all initial conditions $x_{0}$. For a period $n$-cycle, $P(x)$ is discrete having $n$ delta functions at the $n$ stable fixed points. For a one dimensional map, the invariant measure is defined as,

$$
P(x)=\lim _{N \rightarrow \infty} \quad \frac{1}{N} \sum_{i=0}^{N} \delta\left[x-f^{i}\left(x_{0}\right)\right] \quad \ldots(1.39)
$$

Since $P(x)$ has to be stationary, $P(x)$ must be independent of time. So we have

$$
P(y)=\int_{0} d x \delta[y-f(x)] P(x) \quad \ldots(1.40)
$$

This is the Frobenius-Peron integral equation for $P(x)$. If $P(x)$ is known, time averages can be replaced by space averages over the invariant measure and this is useful in the computation of LCE and K-entropy. $P(x)$ is usually computed numerically [4].

## Cantor set and dimensions

The typical geometry of a strange attractor is a set of self similar structures that repeat on finer and finer scales. This can be put in correspondence with the geometry of a Cantor set. A Cantor set is a compact metric space that is totally disconnected, uncountable and of zero measure. It has typically a fractional dimension and displays scale-invariance. As an example we consider the middle-thirds Cantor set constructed as follows [30]. Consider the line of unit length and remove its middle third. Take the remaining two intervals and remove their middle thirds. This process is repeated and in the limit we have a set that has zero net length and an uncountable number of elements.


The definition of fractal or capacity dimension is given by

$$
\begin{equation*}
d=\lim _{\epsilon \rightarrow 0} \frac{\ln M(\epsilon)}{\ln (1 / \epsilon)} \tag{1.41}
\end{equation*}
$$

where $M(\epsilon)$ is the minimum number of intervals of length $\in$ needed to cover the interval $(0,1)$. In the construction of the Cantor set, after the $p^{\text {th }}$ repetition of the process, we have $\epsilon=(1 / 3)^{p}$ and $M(\epsilon)=2^{p}$. Hence

$$
\begin{equation*}
d=\lim _{p \rightarrow \infty} \frac{\ln 2^{p}}{\ln 3^{p}}=0.630 \tag{1.42}
\end{equation*}
$$

It is customary to define three important dimensions for a strange attractor.

## The capacity dimension $D_{0}$

Suppose the strange attractor is embedded in a subset of a p-dimensional Euclidean space $\mathbb{R}^{p}$. We take $N(\epsilon)$ as the minium number of $p$-dimensional cubes of side $\epsilon$, needed to cover it. Then the capacity dimension $D_{0}$ is defined as

$$
\begin{equation*}
D_{0}=\lim _{\epsilon \rightarrow 0} \frac{\log N(\epsilon)}{\log (1 / \epsilon)} \tag{1.43}
\end{equation*}
$$

For small values of $\epsilon$,

$$
\log N(\epsilon)=D_{0} \log (1 / \epsilon) \quad \ldots(1.44)
$$

This expression is used in the numerical computation of $D_{0}$ by box counting. For this, the space is divided into boxes of size $\epsilon$ and the number of boxes containing at least one point of the attractor is counted as M. A graph is plotted with $\log M / \log \epsilon$ vs. $1 / \log \epsilon$. $D_{o}$ is obtained by fitting a straight line to this graph for several values of $\epsilon$ and extrapolating the result to $\in \rightarrow 0$.

The information dimesion $D_{1}$
$D_{1}$ is a generalisation of $D_{0}$ which takes into account the relative probability of the cubes used to cover the attractor. We define [31]

$$
I(\epsilon)=\sum_{i=1}^{N(\epsilon)} p_{i} \log \frac{1}{p_{i}} \quad \ldots(1.45)
$$

where $p_{i}$ is the probability for one point of the attractor to be contained in the $i^{\text {th }}$ cube. It is the amount of information necessary to specify the state of the system to within an accuracy $\in$. Then $D_{1}$ is given by,

$$
\begin{equation*}
D_{1}=\lim _{\epsilon \rightarrow 0} \frac{I(\epsilon)}{\log (1 / \epsilon)} \tag{1.46}
\end{equation*}
$$

Since for small $\in$,

$$
\begin{equation*}
I(\epsilon)=D_{1} \log (1 / \epsilon) \tag{1.47}
\end{equation*}
$$

$D_{1}$ tells us how fast the information necessary to specify a point on the attractor increases as $\epsilon$ decreases. If all cubes have equal probability, then $I(\epsilon)=\log N(\epsilon)$ and hence $D_{1}=D_{0}$. In all other cases $D_{1}<D_{0}$.

The correlation dimension $\mathrm{D}_{2}$
$D_{2}$ is defined as

$$
\begin{equation*}
D_{2}=\lim _{\epsilon \rightarrow 0} \frac{\log \left({ }_{i}^{\Sigma}=1 P_{i}^{2}\right)}{\log (1 / \epsilon)} \tag{1.48}
\end{equation*}
$$

It can be shown that $\Sigma P_{i}{ }^{2}=C(\epsilon)$ [28], where
$C(\epsilon)$ is the correlation integral given by
$C(\epsilon)=\lim _{N \rightarrow 0} \frac{1}{N^{2}} \sum_{i j} \theta\left[\epsilon-\left(x_{i}-x_{j}\right)\right] \ldots(1.49)$
Hence

$$
\begin{equation*}
D_{2}=\lim _{\epsilon \rightarrow 0} \frac{\log C(\epsilon)}{\log (1 / \epsilon)} \tag{1.50}
\end{equation*}
$$

This is used in the numerical determination of $D_{2}$ from a time series.

Generalised dimensions and $f-\alpha$ spectrum
A complete characterisation of the strange attractor of dynamical systems is now possible by considering the structure of scaling indices $\alpha_{i}$ on the fractal measure [32]. The concept is most general since it allows different values for the scaling index $\alpha$ and $f(\alpha)$ is defined as the dimension of the set of points on the fractal with the same value of $\alpha$. The $f-\alpha$ spectrum thus describes the global scaling measure of the strange attractor.

To characterise the inhomogeneous static structure of the strange attractor, an infinite number of dimensions $D_{q}$ are introduced [33].

$$
D_{q}=\lim _{\epsilon \rightarrow 0} \frac{1}{q-1} \frac{\log \left[\begin{array}{cc}
N(\epsilon) & p_{i=0}^{q}
\end{array}\right]}{\log (1 / \epsilon)} \ldots(1.51)
$$

The first three members of this set correspond to the dimensions introduced earlier; ie., for $q \rightarrow 0$, $D_{q} \rightarrow D_{0}, q \rightarrow 1$ gives $D_{0} \rightarrow D_{1}$ and if $q=2$, then
$D_{a}=D_{2}$. In general $D_{q^{\prime}}\left\langle D_{q}\right.$ for $q^{\prime}>q$; the equality sign holdinc only if the attractor is uniform. $\quad a \rightarrow \infty$ corresponds to the most concentrated region on the attractor while $\alpha \rightarrow-\infty$ correspond to the most rarefied region.

The generalised partition function for such an attractor is defined as [34].

$$
\begin{equation*}
\Gamma=\sum_{i=1}^{N} \frac{P_{i}^{q}}{\epsilon_{i}^{\tau_{i}}} \tag{1.52}
\end{equation*}
$$

For large $N$, this $\Gamma$ is of order unity only if

$$
\begin{equation*}
\tau=(q-1) D_{q} \tag{1.53}
\end{equation*}
$$

$\tau(q)$ is obtained by solving (1.52) equated to unity. Then $\tau$ is related to $f(\alpha)$ through a Legendre transformation:

$$
\begin{equation*}
\tau \quad=\alpha q-f \tag{1.54}
\end{equation*}
$$

where $\alpha=\frac{\partial \tau}{\partial q}$

For different values of $a$, one can thus get the corresponding $f(\alpha)$. The $f$ value at the maximum point gives $D_{0}$.

1.6 Relevance of chaos in related fields

The discovery of chaos has made an enormous impact on atomic physics, nuclear physics, solid state physics, cosmology, fluid mechanics, optics and so on. It has brought out limitations to predictions possible from established laws. However, the realisation that chaos is a common and usual behaviour in nonlinear systems can influence many related fields of science. Chaos has been observed in cardiac cells [35] and neural systems [36]. Although in nonlinear physical systems the presence of chaos is being frowned upon, in biological systems, it is often found to be beneficial.

Chaotic systems can be an information source, since in turbulence information flows from microscopic to macroscopic scales [37]. Chaos is made use of in the human brain and so is applied in the field of artificial intelligence. The richness of a symbolic sequence in a chaotic orbit is of relevance for language theory [38]. Information can be stored in the time series of a system with a chaotic orbit and thus used to create memory. Cellular automata [39] and coupled map lattices can have a large number of attractors which might be useful for storage of information [40]. Tomita pointed out that the soft response in chaotic systems is associated with pattern recognition or learning in brain [41]. Moreover study of dynamical systems with complexity can enhance our understanding of the human brain [42], self-limiting biological reactions, turbulence, complex chemical reactions, meterological phenomena, fluctuations in the cost of materials and so on.

Dissipative dynamical systems exhibiting complex or chaotic behaviour occur quite commonly in condensed matter physics, fluid physics, accelerator physics, chemical reactions, electrical circuits and so on. For such multidimensional systems, the volume of the phase space contracts in all directions and the trajectory converges to a limit cycle. One direction will have the slowest convergence and hence these systems have asymptotic motions that can be modelled by one dimensional noninvertible maps. The differential equations representing these systems can be reduced to one dimensional maps by means of Poincaré sections, stroboscopic methods or return maps corresponding to the maximum values of the variable. Such maps also arise naturally as simple models of system behaviour as in population studies of certain species. In general, one dimensional maps of the form

$$
\begin{equation*}
x_{n+1}=f_{\lambda}\left(x_{n}\right) \tag{2.1}
\end{equation*}
$$

have a tuning parameter $\lambda$ whose variation drives the system through a series of bifurcations. This period-doubling route, usually called the Feigenbaum Scenario, forms the most common and the most well studied route from periodic to aperiodic behaviour. The sequence of bifurcations exhibits some striking universal features near the infinite bifurcation limit $\lambda_{\infty}$ characterised by two scaling constants $\alpha$ and $\delta$. Thus the measurable properties of any system in the aperiodic limit can be described in a way that essentially bypasses the details of the equations governing the system. The universality theory was developed in the context of quadratic maps by Feigenbaum [43]. Soon after this work, several numerical and theoretical studies lent support to the universality picture in a number of models in various dimensions. It was first tested experimentally in 1980 in an actual turbulence experiment [44]. The universality theory was later extended to circle maps [45] and hamiltonian maps [46] and later generalised to include period n-tuplings in complex iterative maps [47]. It also plays an important role in the intermittent route to chaos [48].

### 2.1 The Universality theory

The key to understanding repeated perioddoublings is the introduction of a doubling transformation I which carries a map f to one obtained by
i) composing $f$ with itself,
ii) restricting to an appropriate subdomain and
iii) changing the coordinates to magnify the subdomain to the original domain. To account for the universality, one has to show that T has a fixed point and that in the neighbourhood of the fixed point $T$ is expanding in one direction and contracting in all others.

To define the doubling operator T , we consider one-hump maps of the form

$$
x_{n+1}=1-\lambda\left|x_{n}\right|^{2} \quad \ldots \text { (2.2) }
$$

where $z$ is the order of the local maximum.
This map has the following general features:

1) For $\lambda_{n-1}<\lambda<\lambda_{n}$, there exists a stable $2^{n-1}$
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cycle with elements $x_{0}^{*}, x_{1}^{*}, \ldots x_{2^{n-1}}$ which is
characterised by

$$
\left|\pi_{i} f_{\lambda}^{\prime}\left(x_{i}\right)^{*}\right|<1 \quad \ldots(2.3)
$$

where the prime denotes differentiation of the function $f_{\lambda}$ with respect to $x_{i}$.
2) At $\lambda_{n}$, all points of the $2^{n-1}$ cycle become unstable via pitchfork bifurcations leading to a new stable $2^{n}$ cycle for $\lambda_{n}<\lambda<\lambda_{n+1}$
3) A $2^{n}$ superstable cycle is defined by

$$
\prod_{i} f_{\Lambda_{n}}^{\prime}\left(x_{i}^{*}\right)=0 \quad \ldots(2.4)
$$

Ihis implies it always contains $x_{0}^{*}=0$ as a cycle element.
4) The distance $d_{n}$ of the point in a $2^{n}$ supercycle which is closest to $x=0$ is given by

$$
\begin{equation*}
d_{n}=f_{\Lambda_{n}^{2-1}}^{2^{n-1}}(0) \tag{2.5}
\end{equation*}
$$

We have $\frac{d_{n}}{d_{n+1}}=-\alpha$
where $\alpha$ is the scale factor introduced in the preceding chapter.

Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(-\alpha)^{n} d_{n+1}=d_{1} \tag{2.7}
\end{equation*}
$$

ie. $\lim _{n \rightarrow \infty}(-\alpha)^{n} f_{\Lambda_{n+1}}^{2^{n}}(0)=d_{1}$
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\text { : } 42 \text { : }
$$

This can be generalised to the whole interval $(-1,1)$ and the rescaled functions then converge to a limiting function [28].

$$
\lim _{n \rightarrow \infty}(-\alpha)^{n} f_{f_{n+1}^{2^{n}}}\left(\frac{x}{\alpha^{n}}\right)=g_{1}(x) \quad \ldots \text { (2.9) }
$$

$g_{1}(x)$ is determined by the behaviour of $f^{2^{n}}(x)$
around $x=0$ and should be universal for all $f$ with the same $z$ [49].
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We introduce a whole family of functions

$$
\begin{align*}
& g_{i}(x)=\lim _{n \rightarrow \infty}(-\alpha)^{n}{\underset{f^{2}}{2^{n}}\left(\frac{x}{\alpha^{n}}\right)}^{\Lambda_{n+i}}  \tag{2.10}\\
& i=0,1,2, \ldots
\end{align*}
$$

where the $g_{i}$ for $i>1$ are iterates of $g_{1}$. All such functions are related by

$$
g_{i-1}(x)=-\alpha g_{i}\left(g_{i}\left(\frac{x}{\alpha}\right)\right)=T g_{i}(x) \quad \ldots(2.11)
$$

In the limit $i \rightarrow \infty$, we define

$$
\begin{equation*}
g(x)=\lim _{i \rightarrow \infty} g_{i}(x) \tag{2.12}
\end{equation*}
$$

Clearly $g(x)$ satisfies the equation

$$
\begin{equation*}
g(x)=-\alpha g(g(x / \alpha)) \tag{2.13}
\end{equation*}
$$

Thus $g$ is the fixed point function of the doubling transformation $T$. Since the equation does not fix absolute scales, we introduce a normalisation condition,

$$
\begin{equation*}
g(0)=1 \tag{2.14}
\end{equation*}
$$

tquation (2.13) determines a universally as

$$
\begin{equation*}
\alpha=-\frac{1}{g(1)} \tag{2.15}
\end{equation*}
$$

$g(x)$ is obtained as the limit of $f^{2 n^{n}}$ s at the value of $\Lambda_{\infty}$. This is the unique value $0: \Omega$ at which repeated applications of $T$ will lead to a convergent function.

We define $[26,43]$

$$
\begin{equation*}
\Delta g_{i}=g_{i+1}(x)-g_{i}(x) \tag{2.16}
\end{equation*}
$$

Then equation (2.11) becomes,

$$
\begin{align*}
g_{i}(x)= & -\alpha\left(g_{i}+\Delta g_{i}\right)\left[g_{i}(x / \alpha)+\Delta g_{i}(x / \alpha)\right] \\
= & q_{i-1}(x)-\alpha \quad\left[\Delta g_{i}\left(g_{i}(x / \alpha)\right)\right. \\
& \left.+g_{i}^{\prime}\left(g_{i}(x / \alpha)\right) \Delta g_{i}(x / \alpha)\right]+o\left(\left(\Delta g_{i}\right)^{2}\right) \tag{2.17}
\end{align*}
$$

ie. $\Delta g_{i-1}(x)=-\alpha\left[\Delta g_{i}\left(g_{i}(x / \alpha)\right)+g_{i}^{\prime}\left(g_{i}(x / \alpha)\right)\right.$

$$
\left.x \Delta g_{i}(x / \alpha)\right]+o\left(\left(\Delta g_{i}\right)^{2}\right) \quad \ldots(2.18)
$$

In the limit $i \rightarrow \infty, g_{i} \rightarrow g$ so that $\Delta g_{i} \rightarrow 0$.
So we write,

$$
\begin{equation*}
\Delta g_{i}(x)=\eta_{i} h(x) \tag{2.19}
\end{equation*}
$$

with the condition $\eta_{i} \rightarrow 0$ as $i \rightarrow \infty$.

Then (2.18) gives a closed equation for $h(x)$ and $\eta_{i}$ :

$$
\begin{align*}
\eta_{i-1}= & \delta \eta_{i}, \\
h(x)= & -(\alpha / \delta)\left[h(g(x / \alpha))+g^{\prime}(g(x / \alpha))\right. \\
& x h(x / \alpha)] \tag{2.21}
\end{align*}
$$

Equation (2.20) can be trivially solved to give

$$
\begin{equation*}
\eta_{i} \quad=\delta^{-i} \tag{2.22}
\end{equation*}
$$

Then (2.12) is satisfied if $\delta>1$. It can be shown that [26]

$$
\begin{equation*}
\Lambda_{n+1}-\Lambda_{n} \approx \delta^{-n} \tag{2.23}
\end{equation*}
$$

logarithmically so that the original definition of $\delta$ given in Chapter 1 automatically follows.

We observe that universality arises from the fact that bifurcation is a local phenomehon. Here we consider the region near $x=0$ where distances between points scale as $\alpha$, while points near $x=1$ are found to scale as $\alpha^{2}$. It is also possible to consider scaling and universal behaviour centered around points other than these two [50].
2.2 The Renormalisation Group equations and calculation of $\alpha$ and $\delta$The essence of the renormalisation group (RG)analysis given above is that different mapswith the same $z$ value have the same valuesfor $\alpha$ and $\delta$. The RG equations (2.13) and(2.21) can be used to evaluate $\alpha$ and $\delta$ for agiven $z$ value. However the structure andsolutions of these equations are not yet fullystudied. Numerical evaluation of $\alpha$ and $\delta$shows that there exists universality classescharacterised by $\alpha$ and $\delta$ for different $z$values [51].
Among the available analytic methods, wemention the eigenvalve matching $R G$ method [52]and Helleman's scheme [53]. The former hasthe drawback that it is difficult to extend itbeyond the second or fourth order of renorma-lisation. Moreover it provides us with the$\delta$ values only. There is no direct way ofgetting $\alpha$ and $g(x)$. The Helleman scheme hasbeen applied to quadratic maps. But for mapswith $z>2$, the algebra involved is very

$$
: 47:
$$

```
    A method of evaluating a and \delta using
equations (2.13) and (2.21) was reported by
Delbourgo et al which involves the trunca-
tion of g(x) to first order in |x\mp@subsup{|}{}{z} [54].
For second or higher order, numerical methods
must be resorted to. Moreover the asymptotic
expressions in their approach refer to the
limit N}->\infty\mathrm{ for N-replication. Even though
multifurcations other than bifurcations are
usual, we feel that the large N limit is
rather unphysical. A computational iterative
procedure based on the nested structure of
g(x) is used by van der Weele et al and is
found to have a rapid convergence for small
z values [55].
Perturbative scheme for evaluation of universal parameters
An analytic method based on a perturbative scheme was developed by Singh [56] to solve equation (2.13) for \(\alpha\) and \(g(x)\). Here \(g(x)\) is expanded into an infinite series and the coefficients of expansion are replaced by a perturbative series in inverse powers of \(\alpha\). The method has been applied to quadratic
```

maps giving good results. We have extended this scheme so that (2.13) and (2.21) can be solved simultaneously for $\alpha, \delta, g(x)$ and $h(x)$ for any general $z$. Here the functional equations are replaced by infinite dimensional nonlinear vector equations.

To this end we write $g(x)$ as

$$
g(x)=1+\sum_{n=1}^{\infty} P_{n}|x|^{n z} \quad \ldots(2.24)
$$

with the normalisation given in (2.14). In the neighbourhood of the extremum at $x=0, g(x)$ is positive for any $z$ and $g(g(x))$ can be expanded into a similar power series. Thus

$$
\begin{align*}
g(g(x))= & 1+\sum_{r=1}^{\infty} P_{r}+\left(P_{1} \sum_{r=1}^{\infty} r z P_{r}\right)|x|^{z} \\
& +\left(P_{z} \sum_{r=1}^{\infty} r P_{r}+P_{1}^{2} \sum_{r=1}^{\infty} \frac{r z(r z-1)}{2}\right. \\
& \left.x P_{r}\right)|x|^{2 z}+\ldots \tag{2.25}
\end{align*} \ldots(2.22
$$

We redefine the coefficients of expansion in (2.24) as

$$
\begin{equation*}
P_{n} \alpha^{n}=S_{n}|\alpha|^{2} \tag{2.26}
\end{equation*}
$$

Using (2.24) - (2.26) in (2.13) and equating coefficients of $|x|^{n z}$ we get

$$
\begin{gathered}
\frac{1}{\alpha}+1+|\alpha|^{z} \sum_{r=1}^{\infty} \frac{S_{r}}{\alpha^{r}}=0 ; n=0 \\
\frac{1}{z}+\sum_{r=1}^{\infty} \frac{r S_{r}}{\alpha r-1}=0 ; n=1 \\
S_{n}\left[1-\frac{1}{\left.|\alpha|^{z(n-1)}\right]+\sum_{l \geqslant 2}^{n} \sum_{r \geqslant 1}^{\infty}\binom{r z}{l} \frac{S_{r}}{\alpha^{r-1}}}\right. \\
x \sum_{m_{1} \geqslant 1}^{\sum} \ldots m_{l} \geqslant 1 \frac{S_{m_{1}} S_{m_{2}} \ldots S_{m_{l}} \delta_{m_{1}}+\ldots+m_{l}, n}{|\alpha|^{z(n-l)}}=0 ; \\
n=2,3,4, \ldots
\end{gathered}
$$

These form an infinite set of coupled nonlinear equations. To solve these, we expand $S_{n}$ in inverse powers of $\alpha$,

$$
\begin{equation*}
S_{n}(\alpha)=\sum_{m=0}^{\infty} \frac{S_{n m}}{\alpha^{m}} \tag{2.30}
\end{equation*}
$$

Using this expansion in (2.28) and (2.29), equating coefficients of equal powers of $1 / \alpha$ to zero, we obtain
a hierarchy of equations which can be solved
successively for the soefficients $S_{n m}$. These are used in (2.27) to yield the equation for $\alpha$ :

$$
\frac{1}{\alpha}+1+|\alpha|^{z} \sum_{r=1}^{\infty} \sum_{m=0}^{\infty} \frac{S_{r m}}{\alpha^{r+m}}=0 \quad \ldots(2.31)
$$

The universal function $g(x)$ is given by

$$
g(x)=1+\sum_{n=1}^{\infty}\left[|\alpha|^{z-n} \sum_{m=0}^{\infty} \frac{S_{n m}}{\alpha^{m}}\right]|x|^{n z} \cdot(2.32)
$$

In our work, we have expanded $h(x)$ also into a power series as in (2.24). We substitute this in (2.21) and equate coefficients of $|x|^{n z}$ on both sides to get,

$$
\begin{gather*}
-\alpha \sum_{r=1}^{\infty}\left[1+h_{r}+|\alpha|^{z} \frac{r z S_{r}}{\alpha^{r}}\right]=\delta ; \\
n=0 \\
-\alpha \sum_{r=1}^{\infty}\left[\binom{r z}{1} \frac{h_{r} S_{1}}{\alpha}+2\binom{r z}{2} \frac{|\alpha|^{z-1} S_{r} S_{1}}{\alpha^{r}}\right. \\
\left.+h_{1}\binom{r z}{1} \frac{S_{r}}{\alpha^{r}}\right]=\delta n_{1} ; \\
n=1 \tag{2.34}
\end{gather*}
$$

$-\alpha \sum_{r=1}^{\infty}\left[\left\{\begin{array}{c}n \\ l \geqslant 1\end{array}\binom{r z}{l} \frac{n_{r}}{\alpha^{r}}+(l+l)\binom{r z}{l+l} \frac{S_{r}}{\alpha^{n-z+r}}\right\}\right.$

$$
\begin{align*}
& x \sum_{m_{1} \geqslant 1, \ldots m_{l} \geqslant 1}^{\sum} \frac{S_{m_{1}} S_{m_{2}} \cdots S_{m_{l}}}{\alpha^{z(n-l)}} \delta_{m_{1}+\ldots m_{l}, n} \\
& +\sum_{n^{\prime}=1}^{n-1} \sum_{l \geqslant 1}^{n-n^{\prime}}\left\{n_{n}(l+1)\binom{r z}{l+1} \frac{S_{r}}{\alpha^{n-n^{\prime}-z+r}}\right\} \\
& \times \quad \Sigma \\
& m_{1} \geqslant 1, \ldots m \geqslant 1 \\
& \frac{S_{m_{1}} S_{m_{2}} \cdots S_{m_{l}}}{\alpha^{z(n-l)}} \delta_{m_{1}+\ldots m_{l}}, n^{\prime} \\
& \left.+h_{n} \frac{r z S_{r}}{\alpha^{r+(n-1) z}}\right]=\delta h_{n} ; \\
& n=2,3,4 \ldots \tag{2.35}
\end{align*}
$$

The expansion given in (2.30) can be used here also and the $S_{n m}$ coefficients determined earlier can be substituted. We have reduced the above set of equations into a matrix eigenvalue equation of the form.

$$
\begin{equation*}
D h \quad=\delta_{h} \tag{2.36}
\end{equation*}
$$

where $h$ is the column $\left[1, h_{1}, h_{2}, \ldots h_{n}\right]$. The largest real eigenvalue of $D$ furnishes the relevant $\delta$ value.

In practice, we can work only with truncated series of $S_{r}$ and $h_{r}$. We determine the $S_{n m}$ coefficient which are required to retain terms upto a definite power of $1 / \alpha$ in the equation for $\alpha$, (2.31). Then the maximum number of coefficients $h_{r}$ that $c a n$ be included are used in the calculation of $\delta$.

However we find that the perturbation series is not highly convergent but shows some of the basic characteristics of asymptotic series. The details of the calculations given in the next chapter indicate that the absolute values of the successive $S_{n m}$ coefficients, for a given $n$, do not decrease steadily, but decrease for a few m values, then increase, beyond some $m$ value. The corresponding $\alpha$ values calculated using the perturbative series also show some fluctuations about the numerical value, instead of converging to it uniformly. Therefore the selection of the truncation point is rather crucial. It is found that there is definite advantage if we use Padé approximants [57] to sum the series in the expressions for $\alpha$ and $\delta$.
2.4 Universal relations for general z

It is now well established that one-hump maps fall into different universality classes labelled by the order of their extremum $z$. For any $z$ value, the first few coefficients $S_{n m}$ using (2.28) and (2.29) work out to be

$$
\begin{equation*}
S_{10}=-1 / z ; S_{11}=\frac{-(z-1)}{z^{2}} ; \quad S_{20}=\frac{(z-1)}{2 z^{2}} \ldots \tag{2.37}
\end{equation*}
$$

The equation for $\alpha$ (2.31) using these coefficients is,

$$
\frac{1}{\alpha}+1=|\alpha|^{z}\left[\frac{1}{z \alpha}+\frac{(z-1)}{2 z^{2} \alpha^{2}}+\cdots\right](2.38)
$$

The series in the brackets can be replaced by its Padé approximant. Thus considering the lowest approximation, we use the [1/1] approximant to yield

$$
\begin{equation*}
\frac{\alpha^{z}}{z}=(1+\alpha)\left[1-\frac{(z-1)}{2 z \alpha}\right] \tag{2.39}
\end{equation*}
$$

In the limit $z \rightarrow 1$, we find $\alpha \rightarrow \infty$. For a given $z>1$, (2.39) can be solved for $\alpha$. Fig 2.1 shows
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Fig. 2.1 - The values of $\alpha$ for different values of $z$. The computed values using (2.39) are shown by triangles while numerical values are indicated by circles.
the values of $\alpha$ thus obtained. The numerical values are also plotted. It is clear that the agreement is quite good. The computed values are provided in Table 2.I.
Using the coefficients in (2.37) in the equations for $\delta(2.33)$ - (2.35) we get the approximate expression,

$$
\begin{align*}
2 \delta= & \alpha^{z}-\alpha+2+\frac{(z-1)}{z \alpha}+\left[\left\{\alpha^{z}-\alpha-2-\frac{(z-1)}{z \alpha}\right\}^{2}\right. \\
& \left.+4|\alpha|^{z+1}\left\{\frac{(z-1)}{z \alpha}-\frac{(z-1)}{z^{2} \alpha^{2}}-\frac{z(z-1)^{2}}{z^{3} \alpha^{3}}\right\}\right] \frac{1}{2} \tag{2.40}
\end{align*}
$$

Replacing the series in the last term by its [1/2] Pade approximant, we get

$$
\begin{align*}
2 \delta= & \alpha^{z}-\alpha+2+\frac{(z-1)}{z \alpha}+\left[\left\{\alpha^{z}-\alpha-2-\frac{(z-1)}{z \alpha}\right\}^{2}\right. \\
& \left.+\frac{4|\alpha|^{z+2} z(z-1)}{z \alpha(z \alpha+1)+1+z(z-1)}\right]^{\frac{1}{2}} \tag{2.41}
\end{align*}
$$

As $z$ increases the first term within the square brackets increases faster than the second, so we write

Table 2.I - Computed values of $\alpha$ using (2.39). The numerical values are also given for comparison $[51,55,58]$.

| $z$ | Computed values <br> of $\alpha$ | Numerical <br> $\alpha$ values |
| :---: | :---: | :---: |
| 1.1 | 7.978673 |  |
| 1.2 | 5.390312 | 7.97 |
| 1.5 | 3.405767 | 3.37 |
| 2.0 | 2.517021 | 2.5029 |
| 2.1 | 2.422142 | 2.4084 |
| 2.2 | 2.340300 | 2.3269 |
| 2.3 | 2.268835 | 2.2557 |
| 2.4 | 2.205783 | 2.1928 |
| 2.5 | 2.149665 | 2.1368 |
| 3.0 | 1.940393 | 1.9277 |
| 4.0 | 1.704310 | 1.69 |
| 5.0 | 1.571511 | 1.56 |
| 6.0 | 1.485068 | 1.467 |
| 7.0 | 1.423759 | 1.41 |
| 8.0 | 1.377734 | 1.358 |
| 10.0 | 1.312754 | 1.2914 |
| 100.0 | 1.047940 | 1.03373 |

$$
\delta=\alpha^{z}-\alpha+\frac{|\alpha|^{z+2} z(z-1)\left[\alpha^{z}-\alpha-2-\frac{(z-1)}{z \alpha}\right]^{-1}}{z \alpha(z \alpha+1)+1+z(z-1)} \ldots \text { (2.42) }
$$

When $z$ is large the last term in (2.42) is $\approx 1$. So we can recover the universality relation derived by Delbourgo [58] from (2.42) i.e.

$$
\delta \approx \alpha^{z}-\alpha+1 \quad \ldots(2.43)
$$

For very large values of $z, \delta=\alpha^{2}-\alpha+c$ where $c<1$. So we can infer the inequality

$$
\begin{equation*}
\alpha^{z}>\delta>\alpha^{z}-\alpha \tag{2.44}
\end{equation*}
$$

These limiting expressions were derived earlier using entirely different arguments [55].

The values of $\delta$ for different maps computed using equation (2.41) are shown along with numerical values in Fig. 2.2. We observe that the computed values agree well with numerical values as is evident


Fig. 2.2 - The $\delta$ values of maps with different $z$ values. The triangles correspond to values obtained using (2.41) while circles indicate numerical values.
from Table 2-II.

In the next chapter, we apply the above perturbative scheme to specific cases viz. quadratic, cubic and quartic maps. For nonpolynominal maps, we present an expansion in terms of a small parameter $\epsilon$.

Table 2.II - Computed values of $\delta$ using (2.41). The numerical values from [51,55,58] are included.

| $z$ | Computed values <br> of $\delta$ | Numerical <br> $\delta$-values |
| :---: | :---: | :---: |
| 1.1 | 2.818065 |  |
| 1.2 | 3.118078 | 2.83 |
| 1.5 | 3.811942 | 3.14 |
| 2.0 | 4.708019 | 4.6692 |
| 2.1 | 4.868009 | 4.8253 |
| 2.2 | 5.023532 | 4.9773 |
| 2.3 | 5.174898 | 5.1256 |
| 2.4 | 5.322243 | 5.2706 |
| 2.5 | 5.466273 | 5.4127 |
| 3.0 | 6.145081 | 6.0847 |
| 4.0 | 7.339693 | 7.29 |
| 5.0 | 8.514767 | 8.35 |
| 6.0 | 9.313801 | 9.296 |
| 7.0 | 10.454400 | 10.2 |
| 8.0 | 10.979350 | 10.948 |
| 10.0 | 12.350160 | 12.3 |
| 100.0 | 27.137240 | 27.75 |
|  |  |  |

3. UNIVERSAL PARAMETERS FOR ONE-HUMP MAPS

The perturbative scheme developed in Chapter 2 can be used to obtain the universal constants $\alpha$ and $\delta$ as well as the universal function $g(x)$ for any given map. Detailed calculations for different orders of accuracy have been carried out for quadratic, cubic as well as quartic maps and the results are reported. For fractional $z$ values, the general method can be side-stepped and an expansion about the nearest integer value can be performed in the expressions for $\alpha$ and $\delta$. Such an $\epsilon$-expansion does not affect the accuracy of the values much. The results for $1.5<z<2.5$ are given.
3.1 The universal constant $\delta$ for a quadratic map

The $S_{n m}$ coefficients as well as the value of the scaling constant $\alpha$ for a quadratic map
were first calculated by Singh[56]. We have reproduced his results in Table 3.1 for completeness. We calculate the constant $\delta$ for such a map using the perturbative procedure and the elements of the $D$ matrix defined in (2.36) work out to be

$$
\begin{aligned}
D_{11}= & -\alpha-2 \alpha^{2}\left[S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}+\frac{S_{13}}{\alpha^{3}}\right] \\
& -4 \alpha\left[S_{20}+\frac{S_{21}}{\alpha}+\frac{S_{22}}{\alpha^{2}}\right]-6\left[S_{30}+\frac{S_{31}}{\alpha}\right] \\
& +\frac{8 S_{40}}{\alpha} ; \\
D_{12}= & -\alpha ; \\
D_{13}= & -\alpha ; \\
D_{21}= & -2 \alpha\left[S_{10}^{2}+\frac{2 S_{10} S_{11}}{\alpha}+\frac{2 S_{10} S_{12}}{\alpha^{2}}+\frac{S_{11}^{2}}{\alpha^{2}}\right] \\
& -12\left[S_{20} S_{10}+\frac{S_{20} S_{11}}{\alpha}+\frac{S_{21} S_{10}}{\alpha}\right]-\frac{30 S_{30} S_{10}}{\alpha} ; \\
D_{22}= & -4 \alpha\left[\frac{S_{10}}{\alpha}+\frac{S_{11}}{\alpha^{2}}\right]-\frac{4 S_{20}}{\alpha} ; \\
D_{23}= & -4 \alpha\left[\frac{S_{10}}{\alpha}+\frac{S_{11}}{\alpha^{2}}\right] ; \\
D_{31}= & -\frac{12 S_{20} S_{10}^{2}}{\alpha} ;
\end{aligned}
$$

$$
\text { : } 63 \text { : }
$$

Table 3.I - The $S_{n m}$ coefficients for the quadratic map [56]

| m | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | -0.5 | -0.25 | 0 | -0.25 |
| 2 | 0.125 | 0 | 0.03125 |  |
| 3 | 0 | 0.0625 |  |  |

$$
\begin{align*}
& D_{32}=-\frac{4 S_{10}^{2}}{\alpha} ; \\
& D_{33}=-\frac{4 S_{10}^{2}}{\alpha} \tag{3.1}
\end{align*}
$$

Using the $S_{n m}$ values given in Table 3.1 and the value of $\alpha$ obtained in [56] as $\alpha=2.5$, we get

$$
D=\left[\begin{array}{lrr}
3.75 & -2.5 & -2.5 \\
-0.9 & 2.2 & 2.4 \\
-0.15 & -0.4 & -0.4
\end{array}\right] \ldots(3.2)
$$

The largest eigenvalue of $D$ is given by $\delta=4.66602965$. This is close to the numerical value, 4.6692016 ... [26].

The corresponding $h$ function is $h(x)=1-0.3656757 x^{2}-0.000736226 x^{4} \cdot(3.3)$
3.2 Solutions of RG equations for a cubic map

Next to the logistic or quadratic map, the cubic map is perhaps the most physically interesting system $[59,60]$ and we apply the perturbative scheme to the cubic map. The expansion coefficients
$S_{n m}$ are calculated by substituting $z=3$ in equations (2.28) and (2.29). The following system of equations give the $S_{n m}$ values:

$$
\begin{aligned}
& S_{10}=-\frac{1}{3} ; \\
& s_{20}=-3 s_{10}^{3} \\
& S_{11}=-2 S_{20} \text {; } \\
& s_{21}=-9 s_{10}^{2} s_{11}-15 s_{20} s_{10}^{2} \text {; } \\
& s_{30}=-s_{10}^{4} ; \\
& S_{12}=-2 S_{21}-3 S_{30} \text {; } \\
& S_{22}=-9\left(S_{10}^{2} s_{12}+S_{10} s_{11}^{2}\right)-15\left(s_{10}^{2} s_{21}\right. \\
& \left.+2 \mathrm{~s}_{20} \mathrm{~S}_{11} \mathrm{~s}_{10}\right)-36 \mathrm{~S}_{30} \mathrm{~s}_{10}^{2} \text {; } \\
& s_{31}=-4 s_{10}^{3} s_{11}-20 s_{20} s_{10}^{3} \text {; } \\
& \mathrm{S}_{40}=0 \text {; } \\
& s_{13}=-2 s_{22}-3 s_{31}-4 s_{40} \text {; } \\
& S_{32}=-4 S_{10}^{3} s_{12}-6 s_{10}^{2} \quad s_{11}^{2}-20\left(3 s_{20} s_{10}^{2}\right. \\
& \left.+s_{21} s_{10}^{3}\right)-84 s_{30} s_{10}^{3} \text {; }
\end{aligned}
$$

$$
\text { : } 66 \text { : }
$$

$$
\begin{aligned}
& s_{23}= s_{20}-3\left(3 s_{10}^{2} s_{13}+6 s_{10} s_{11} s_{12}+s_{11}^{3}\right) \\
&-15\left(s_{20} s_{11}^{2}+2 s_{20} s_{10} s_{12}+2 s_{21} s_{10} s_{11}\right. \\
&\left.+s_{22} s_{10}^{2}\right)-36\left(s_{10}^{2} s_{31}+2 s_{30} s_{10} s_{11}\right) \\
&-66 s_{40} s_{10}^{2} ; \\
& s_{41}=-15 s_{20} s_{10}^{4} ; \\
& s_{50}= 0 ; \\
& s_{14}=-2 s_{23}-3 s_{32}-4 s_{41}-5 s_{50} \\
& \text { etc. }
\end{aligned}
$$

The coefficients obtained on solving the above set of equations are given in Table 3.II. The equation for $\alpha$ (2.31) works out to be

$$
\begin{align*}
& S_{10} \alpha^{4}+\left(S_{11}+S_{20}\right) \alpha^{3}+\left(1+S_{12}+S_{21}+S_{30}\right) \alpha^{2} \\
& +\left(1+S_{13}+S_{22}+S_{31}+S_{40}\right) \alpha+\left(S_{14}+S_{23}+S_{32}+S_{41}+S_{50}\right)=0 \tag{3.5}
\end{align*}
$$

Using the $S_{n m}$ values given in Table 3.II, we get $0.333334 \alpha^{4}+0.111111 \alpha^{3}-0.9876542 \alpha^{2}$
$-0.9753087 \alpha+0.148148=0$
: 67 :
Table 3.II - The $S_{n m}$ coefficients for the cubic map

| m | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.33334 | -0.222223 | -0.0370371 | $-4.470349 \times 10^{-8}$ | -0.222218 |
| 2 | 0.1111111 | 0.0370370 | -0.07407406 | -0.02057637 |  |
| 3 | -0.02234568 | 0.04938272 | 0.1152264 |  |  |
| 4 | 0 | -0.2057614 |  |  |  |
| 5 | 0 |  |  |  |  |

This can be solved for $\alpha$ and the only real and positive root that is greater than 1 is 1.928236 . This is the acceptable value of $\alpha$, very close to the numerical value which is 1.9277 [61].

The equation for the universal function $g(x)$
is found to be

$$
\begin{aligned}
g(x)= & 1-1.763892|x|^{3}+0.2072627|x|^{6} \\
& +0.0442792|x|^{9}-0.005537133|x|^{12} \ldots(3.7)
\end{aligned}
$$

$\delta$ is the eigenvalue of the $D$ matrix in equation (2.36). Using equations (2.33) - (2.35) for $z=3$, the elements of the matrix are obtained as,

$$
\begin{aligned}
D_{11}= & -\alpha-3 \alpha^{3}\left(S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}+\frac{S_{13}}{\alpha^{3}}+\frac{S_{14}}{\alpha^{4}}\right)- \\
& -6 \alpha^{2}\left(S_{20}+\frac{S_{21}}{\alpha}+\frac{S_{22}}{\alpha^{2}}+\frac{S_{23}}{\alpha^{3}}\right) \\
& -9 \alpha\left(S_{30}+\frac{S_{31}}{\alpha}+\frac{S_{32}}{\alpha^{2}}\right)-12\left(S_{40}+\frac{S_{41}}{\alpha}\right) \\
& -\frac{15 S_{50}}{\alpha} ;
\end{aligned}
$$

$$
D_{12}=-\alpha ;
$$

$$
D_{13}=-\alpha ;
$$
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$$
\begin{aligned}
& D_{21}=-6 \alpha^{2}\left[S_{10}^{2}+\frac{2 S_{10} S_{11}}{\alpha}+\frac{1}{\alpha^{2}}\left(2 S_{10} S_{12}+S_{11}^{2}\right)\right. \\
& +\frac{1}{\alpha^{3}}\left(2 \mathrm{~S}_{10} \mathrm{~S}_{13}+2 \mathrm{~S}_{11} \mathrm{~S}_{12}\right)+\frac{1}{\alpha^{4}}\left(2 \mathrm{~S}_{10} \mathrm{~S}_{14}\right. \\
& \left.\left.+2 S_{11} S_{13}+s_{12}^{2}\right)\right]-30 \alpha\left[S_{20} S_{10}+\frac{1}{\alpha}\left(S_{20} S_{11}\right.\right. \\
& \left.+S_{10} S_{21}\right)+\frac{1}{\alpha^{2}}\left(S_{12} S_{20}+S_{21} S_{11}+S_{22} S_{10}\right) \\
& \left.+\frac{1}{\alpha^{3}}\left(S_{20} S_{13}+S_{21} S_{12}+S_{22} S_{11}+S_{23} S_{10}\right)\right] \\
& -72\left[S_{30} S_{10}+\frac{1}{\alpha}\left(S_{30} S_{11}+S_{31} S_{10}\right)\right. \\
& \left.+\frac{1}{\alpha^{2}}\left(S_{30} S_{12}+S_{31} S_{11}+S_{32} S_{10}\right)\right] \\
& -\frac{121}{\alpha}\left[S_{40} S_{10}+\frac{1}{\alpha}\left(S_{40} S_{11}+S_{41} S_{10}\right)\right] \\
& -\frac{210 S_{50} S_{10}}{\alpha^{2}} ; \\
& D_{22}=-6\left[S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}\right]-6\left[\frac{S_{20}}{\alpha}+\frac{S_{21}}{\alpha^{2}}\right] \\
& -\frac{9 S_{30}}{\alpha^{2}} \text {; } \\
& D_{23}=-6\left(S_{10}^{\alpha^{2}}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}\right) ; \\
& D_{32}=-9\left(\frac{S_{10}^{2}}{\alpha}+\frac{2 S_{10} S_{11}}{\alpha^{2}}\right)-\frac{30 S_{20} S_{10}}{\alpha^{2}} ;
\end{aligned}
$$

$$
\begin{align*}
& D_{31}=-\frac{6 S_{20} S_{10}}{\alpha^{2}}-3 \alpha\left[S_{10}^{3}+\frac{3 S_{10}^{2} S_{11}}{\alpha}+\frac{1}{\alpha^{2}}\left(3 S_{10}^{2} S_{12}\right.\right. \\
& \left.+3 s_{10} s_{11}^{2}\right)+\frac{1}{\alpha^{3}}\left(3 s_{10}^{2} s_{13}+6 s_{10} s_{11} s_{12}\right. \\
& \left.\left.+s_{11}^{3}\right)\right]-60\left[S_{20} S_{10}^{2}+\frac{1}{\alpha}\left(2 S_{20} S_{10} S_{11}+S_{21} S_{10}{ }^{2}\right)\right. \\
& +\frac{1}{\alpha^{2}}\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{12}+\mathrm{s}_{20} \mathrm{~S}_{11}^{2}+2 \mathrm{~S}_{21} \mathrm{~S}_{10} \mathrm{~S}_{11}\right. \\
& \left.\left.+S_{22} S_{10}^{2}\right)\right]-\frac{252}{\alpha}\left[S_{30} S_{10}^{2}+\frac{1}{\alpha}\left(2 S_{30} S_{10} S_{11}\right.\right. \\
& \left.\left.+s_{31} s_{10}^{2}\right)\right]-\frac{660 s_{40} s_{10}^{2}}{\alpha^{2}} ; \\
& D_{33}=-15\left(\frac{S_{10}^{2}}{\alpha}+\frac{2 S_{10}{ }^{S_{11}}}{\alpha^{2}}\right) \tag{3.8}
\end{align*}
$$

Taking $\lfloor h\rfloor$ to be $\left[1, h_{1}, h_{2}\right]^{-1}, \delta$ is the largest eigenvalue of the $D$ matrix given in (3.8). This is calculated to be 6.118815, the numerical value being 6.0847 [61].

The eigen function $h(x)$ is given by $h(x)=1-0.3640163|x|^{3}-0.09410955|x|^{6} \ldots$ (3.9)

### 3.3 Universal parameters of a quartic map

The set of equations for $S_{n m}$ coefficients in the case of a quartic map with $z=4$ is listed below.

$$
\begin{aligned}
& S_{10}=-\frac{1}{4} ; \\
& S_{11}+2 S_{20}=0 \text {; } \\
& S_{12}+2 S_{21}+3 S_{30}=0 ; \\
& S_{13}+2 S_{22}+3 S_{31}+4 S_{40}=0 ; \\
& S_{14}+2 S_{23}+3 S_{32}+4 S_{41}+5 S_{50}=0 ; \\
& S_{15}+2 S_{24}+3 S_{33}+4 S_{42}+5 S_{51}+6 S_{60}=0 ; \\
& \mathrm{S}_{16}+2 \mathrm{~S}_{25}+3 \mathrm{~S}_{34}+4 \mathrm{~S}_{43}+5 \mathrm{~S}_{52}+6 \mathrm{~S}_{61}+7 \mathrm{~S}_{70}=0 ; \\
& S_{20}+6 S_{10}^{3}=0 ; \\
& \mathrm{S}_{21}+18 \mathrm{~s}_{10}^{2} \mathrm{~s}_{11}+28 \mathrm{~S}_{20} \mathrm{~s}_{10}^{2}=0 ; \\
& s_{22}+18\left(s_{10}^{2} s_{12}+S_{10} s_{11}^{2}\right)+28\left(s_{10}^{2} S_{21}\right. \\
& \left.+2 \mathrm{~S}_{20} \mathrm{~S}_{11} \mathrm{~S}_{10}\right)+66 \mathrm{~S}_{30} \mathrm{~s}_{10}^{2}=0 ;
\end{aligned}
$$

$$
S_{25}-S_{21}+18\left(s_{10}^{2} S_{15}+2 S_{10} S_{11} S_{14}+s_{11}^{2} S_{13}\right.
$$

$$
\left.+2 \mathrm{~S}_{10} \mathrm{~S}_{12} \mathrm{~S}_{13}+\mathrm{S}_{11} \mathrm{~S}_{12}^{2}\right)+28\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{14}\right.
$$

$$
+2 s_{20} s_{11} s_{13}+s_{20} s_{12}^{2}+2 s_{21} s_{10} s_{13}+2 s_{21} s_{11} s_{12}
$$

$$
\left.+2 s_{22} s_{10} s_{12}+s_{22} s_{11}^{2}+2 s_{23} s_{10} s_{11}+s_{24} s_{10}^{2}\right)
$$

$$
+66\left(2 \mathrm{~S}_{30} \mathrm{~S}_{10} \mathrm{~S}_{13}+2 \mathrm{~S}_{30} \mathrm{~S}_{11} \mathrm{~S}_{12}+2 \mathrm{~S}_{31} \mathrm{~S}_{10} \mathrm{~S}_{12}\right.
$$

$$
\left.+s_{31} s_{11}^{2}+2 s_{32} s_{10} s_{11}+s_{33} s_{10}^{2}\right)+120\left(s_{40} s_{11}^{2}\right.
$$

$$
\begin{aligned}
& S_{23}+6\left(3 s_{10}^{2} S_{13}+6 s_{10} S_{11} s_{12}+S_{11}^{3}\right) \\
& +28\left(2 \mathrm{~S}_{10} \mathrm{~S}_{20} \mathrm{~S}_{12}+\mathrm{S}_{20} \mathrm{~S}_{11}^{2}+2 \mathrm{~S}_{21} \mathrm{~S}_{10} \mathrm{~S}_{11}\right. \\
& \left.+s_{22} s_{10}^{2}\right)+66\left(s_{10}^{2} s_{31}+2 s_{30} s_{10} S_{11}\right) \\
& +120 \mathrm{~S}_{40} \mathrm{~s}_{10}^{2}=0 \text {; } \\
& s_{24}-s_{20}+18\left(s_{10}^{2} s_{14}+2 s_{10} s_{11} s_{12}+s_{10} s_{12}^{2}\right. \\
& \left.+\mathrm{s}_{11}^{2} \mathrm{~S}_{12}\right)+28\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{13}+2 \mathrm{~s}_{20} \mathrm{~S}_{11} \mathrm{~S}_{12}\right. \\
& +2 S_{21} S_{10} S_{12}+S_{20} S_{11}^{2}+2 S_{22} S_{10} S_{11} \\
& \left.+S_{23} s_{10}^{2}\right)+66\left(2 S_{31} S_{10} S_{11}+S_{30} s_{11}^{2}+2 S_{30} S_{10} S_{12}\right. \\
& \left.+s_{32} s_{10}^{2}\right)+120\left(2 s_{40} s_{10} s_{11}+s_{41} s_{10}^{2}\right) \\
& +190 \mathrm{~S}_{50} \mathrm{~S}_{10}^{2}=0 \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& \left.+2 s_{40} s_{10} s_{12}+2 s_{41} s_{10} s_{11}+s_{42} s_{10}^{2}\right) \\
& +190\left(2 s_{30} s_{10} s_{11}+s_{51} s_{10}^{2}\right)+276 s_{60} s_{10}^{2}=0 \\
s_{30} & +4 s_{10}^{4}=0 ; \\
s_{31} & +16 s_{10}^{3} s_{11}+56 s_{20} s_{10}^{3}=0 ; \\
s_{32} & +4\left(4 s_{10}^{3} s_{12}+6 s_{10}^{2} s_{11}^{2}\right)+56\left(3 s_{20} s_{10}^{2} s_{11}\right. \\
& \left.+s_{21} s_{10}^{3}\right)+220 s_{30} s_{10}^{3}=0 ; \\
s_{33} & +16\left(s_{10}^{3} s_{13}+3 s_{10}^{2} s_{11} s_{12}+s_{10} s_{11}^{3}\right)+56\left(s_{22} s_{10}^{3}\right. \\
& \left.+3 s_{20} s_{10}^{2} s_{12}+3 s_{20} s_{10} s_{11}^{2}+3 s_{21} s_{11}\right) \\
& +220\left(s_{31} s_{10}^{3}+3 s_{30} s_{10}^{2} s_{11}\right)+560 s_{40} s_{10}^{3}=0 \\
s_{34} & +4\left(4 s_{10}^{3} s_{14}+12 s_{10}^{2} s_{11} s_{13}+12 s_{10} s_{11}^{2} s_{12}\right. \\
& \left.+6 s_{10}^{2} s_{12}^{2}+s_{11}^{4}\right)+56\left(3 s_{20} s_{10}^{2} s_{13}\right. \\
& \left.+3 s_{22} s_{10}^{2} s_{11}+3 s_{31} s_{10}^{2} s_{11}+s_{30} s_{10}^{3}\right) \\
& +220\left(3 s_{40}^{2} s_{10} s_{11}+s_{41} s_{10}^{3}\right)+560 s_{50} s_{10}^{3} \\
& +12 s_{20} s_{10}^{2}=0 \\
s_{40} & +s_{10}^{5}=0 ;
\end{aligned}
$$

$$
\begin{align*}
& S_{41}+5 s_{10}^{4} S_{11}+70 S_{20} S_{10}^{4}=0 ; \\
& s_{42}+5\left(s_{10}^{4} s_{12}+2 s_{10}^{3} s_{11}^{2}\right)+70\left(4 s_{20} s_{10}^{3} s_{11}\right. \\
& \left.+\mathrm{S}_{21} \mathrm{~s}_{10}^{4}\right)+495 \mathrm{~s}_{30} \mathrm{~s}_{10}^{4}=0 ; \\
& S_{43}+5\left(s_{10}^{4} S_{13}+4 s_{10}^{3} S_{11} s_{12}+2 s_{10}^{2} s_{11}^{3}\right) \\
& +70\left(4 \mathrm{~s}_{20} \mathrm{~s}_{10}^{3} \mathrm{~s}_{12}+6 \mathrm{~s}_{20} \mathrm{~S}_{10}^{2} \mathrm{~s}_{11}^{2}+4 \mathrm{~s}_{21} \mathrm{~s}_{10}^{3} \mathrm{~S}_{11}\right. \\
& \left.+S_{22} s_{10}^{4}\right)+495\left(4 s_{30} s_{10}^{3} S_{11}+S_{31} s_{10}^{4}\right) \\
& +1820 \mathrm{~S}_{40} \mathrm{~S}_{10}^{4}=0 \text {; } \\
& S_{50}=0 \text {; } \\
& \mathrm{s}_{51}+56 \mathrm{~S}_{20} \mathrm{~s}_{10}^{5}=0 ; \\
& s_{52}+56\left(5 s_{10}^{4} s_{11} s_{20}+s_{21} s_{10}^{5}\right)+792 s_{30} s_{10}^{5}=0 ; \\
& S_{60}=0 ; \\
& s_{61}+168 s_{20} s_{10}^{6}=0 ; \\
& S_{70}=0 \text { etc. } \tag{3.10}
\end{align*}
$$

The values of the $S_{n m}$ coefficients calculated using the above equations are given in Table 3-III. Using these, the equation for $\alpha$ (2.31) with terms
Table 3.III - The $S_{\text {nm }}$ coefficients for the quartic map

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.25 | -0.1875 | -0.046875 | $\begin{gathered} -3.90625 x \\ 10^{-3} \end{gathered}$ | 0 | -0.1875 | -0.029846191 |
| 2 | 0.09375 | 0.046875 | -0.05273438 | -0.1171875 | -0.091186523 | -0.183563232 |  |
| 3 | -0.015625 | 0.03515625 | 0.107421875 | 0.185546875 | 0.240356445 |  |  |
| 4 | $\begin{gathered} 9.765625 \times \\ 10^{-4} \end{gathered}$ | -0.021972656 | -0.053100585 | -0.107116699 |  |  |  |
| 5 | 0 | $\begin{gathered} 5.126953 x \\ 10^{-3} \end{gathered}$ | $\begin{gathered} 9.7045898 x \\ 10^{-3} \end{gathered}$ |  |  |  |  |
| 6 | 0 | $\begin{gathered} -6.40869141 x \\ 10^{-4} \end{gathered}$ |  |  |  |  |  |
| 7 | 0 |  |  |  |  |  |  |

upto $1 / \alpha^{2}$ is obtained:

$$
\begin{align*}
\alpha^{5} & +0.375 \alpha^{4}+0.0625 \alpha^{3}-3.91796875 \alpha^{2} \\
& -3.873046875 \alpha+0.564453125=0 \tag{3.11}
\end{align*}
$$

This equation gives only one real and positive solution greater than one ie.1.690781026. This is in good agreement with the numerical value of $\alpha$ for $z=4$. viz. 1.69 [61].

The universal function $g(x)$ is,

$$
\begin{align*}
g(x)= & 1-1.893139806 x^{4}+0.19320775 x^{8} \\
& +0.137176782 x^{12}-0.030593823 x^{16} \\
& +0.001793430346 x^{10} \ldots \tag{3.12}
\end{align*}
$$

The elements of the $D$ matrix in the equation for $\delta$ in (2.36) are obtained in this case as,

$$
\begin{aligned}
D_{11}= & -\alpha-4 \alpha^{4}\left[S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}+\frac{S_{13}}{\alpha^{3}}+\frac{S_{14}}{\alpha^{4}}\right. \\
& \left.+\frac{S_{15}}{\alpha^{5}}+\frac{S_{16}}{\alpha^{6}}\right]-8 \alpha^{3}\left[S_{20}+\frac{S_{21}}{\alpha}+\frac{S_{22}}{\alpha^{2}}+\frac{S_{23}}{\alpha^{3}}\right. \\
& \left.+\frac{S_{24}}{\alpha^{4}}+\frac{S_{25}}{\alpha^{5}}\right]-12 \alpha^{2}\left[S_{30}+\frac{S_{31}}{\alpha}+\frac{S_{32}}{\alpha^{2}}+\frac{S_{33}}{\alpha^{3}}\right. \\
& \left.+\frac{S_{34}}{\alpha^{4}}\right]-16 \alpha\left(S_{40}+\frac{S_{41}}{\alpha}+\frac{S_{42}}{\alpha^{2}}+\frac{S_{43}}{\alpha^{3}}-20\left[S_{50}\right.\right. \\
& \left.+\frac{S_{51}}{\alpha}+\frac{S_{52}}{\alpha^{2}}\right]-\frac{24}{\alpha}\left(S_{60}+\frac{S_{61}}{\alpha}\right)-\frac{28 S_{10}}{\alpha^{2}} ;
\end{aligned}
$$

$$
\begin{aligned}
D_{12}= & -\alpha ; \\
D_{13}= & -\alpha ; \\
D_{14}= & -\alpha ; \\
D_{21}= & -12 \alpha^{3}\left[S_{10}^{2}+\frac{2 S_{10} S_{11}}{\alpha}+\frac{1}{\alpha^{2}}\left(2 S_{10} S_{12}+S_{11}^{2}\right)\right. \\
& +\frac{1}{\alpha^{3}}\left(2 S_{10} S_{13}+2 S_{11} S_{12}\right)+\frac{1}{\alpha^{4}}\left(2 S_{10} S_{14}\right. \\
& \left.+2 S_{11} S_{13}+S_{12}^{2}\right)+\frac{1}{\alpha^{5}}\left(2 S_{10} S_{15}+2 S_{11} S_{14}\right. \\
& \left.\left.+2 S_{12} S_{13}\right)\right]-56 \alpha^{2}\left[S_{20} S_{10}+\frac{1}{\alpha}\left(S_{20} S_{11}\right.\right. \\
& \left.+S_{10} S_{21}\right)+\frac{1}{\alpha^{2}}\left(S_{12} S_{20}+S_{21} S_{11}+S_{22} S_{10}\right) \\
& +\frac{1}{\alpha^{3}}\left(S_{20} S_{13}+S_{21} S_{12}+S_{22} S_{11}+S_{23} S_{10}\right) \\
& +\frac{1}{\alpha^{4}}\left(S_{20} S_{14}+S_{21} S_{13}+S_{22} S_{12}+S_{23} S_{11}\right. \\
& \left.\left.+S_{24} S_{10}\right)\right]-121 \alpha\left[S_{30} S_{10}+\frac{1}{\alpha}\left(S_{30} S_{11}+S_{31} S_{1 C}\right.\right. \\
& +\frac{1}{\alpha^{2}}\left(S_{30} S_{12}+S_{31} S_{11}+S_{32} S_{10}\right)+\frac{1}{\alpha^{3}}\left(S_{30} S_{13}\right. \\
& \left.\left.+S_{31} S_{12}+S_{32} S_{11}+S_{33} S_{10}\right)\right]-240\left[S_{40} S_{10}\right. \\
& +\frac{1}{\alpha}\left(S_{40} S_{11}+S_{41} S_{10}\right)+\frac{1}{\alpha 2}\left(S_{40} S_{12}+S_{41} S_{11}\right. \\
& +\frac{552}{\left.\left.S_{42} S_{10}\right)\right]-\frac{380}{\alpha}\left[S_{50} S_{10}+\frac{1}{\alpha}\left(S_{50} S_{11}+S_{51} S_{10}\right)\right]}\left\{\begin{array}{l}
S_{10}^{2} \\
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& D_{22}=-8\left(S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}\right)-8\left(\frac{S_{20}}{\alpha}+\frac{S_{21}}{\alpha^{2}}\right) \\
& -\frac{12 S_{30}}{\alpha^{2}} \text {; } \\
& D_{23}=-8\left(S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}}{\alpha^{2}}\right) ; \\
& D_{31}=-\frac{12}{\alpha^{2}} S_{20} S_{10}-12 \alpha^{2}\left[S_{10}^{3}+\frac{3 S_{10}^{2} S_{11}}{\alpha}\right. \\
& +\frac{1}{\alpha^{2}}\left(3 s_{10}^{2} s_{12}+3 s_{10} s_{11}^{2}\right)+\frac{1}{\alpha^{3}}\left(3 s_{10}^{2} s_{13}\right. \\
& \left.+6 S_{10} S_{11} S_{12}+S_{11}^{3}\right)+\frac{1}{\alpha^{4}}\left(3 S_{10}^{4} S_{14}\right. \\
& \left.\left.+6 s_{10} S_{11} S_{13}+3 s_{11}^{2} s_{12}+3 s_{10} s_{12}^{2}\right)\right] \\
& -168 \alpha\left[\mathrm{~S}_{20} \mathrm{~S}_{10}^{2}+\frac{1}{\alpha}\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{11}+\mathrm{S}_{21} \mathrm{~S}_{10}^{2}\right)\right. \\
& +\frac{1}{\alpha^{2}}\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{12}+\mathrm{S}_{20} \mathrm{~S}_{11}^{2}+2 \mathrm{~S}_{21} \mathrm{~S}_{10} \mathrm{~S}_{11}\right. \\
& \left.+\mathrm{S}_{22} \mathrm{~S}_{10}^{2}\right)+\frac{1}{\alpha^{3}}\left(2 \mathrm{~S}_{20} \mathrm{~S}_{10} \mathrm{~S}_{13}+2 \mathrm{~S}_{20} \mathrm{~S}_{11} \mathrm{~S}_{12}\right. \\
& \left.\left.+2 \mathrm{~S}_{21} \mathrm{~S}_{10} \mathrm{~S}_{12}+\mathrm{S}_{21} \mathrm{~S}_{11}^{2}+2 \mathrm{~S}_{22} \mathrm{~S}_{10} \mathrm{~S}_{11}+\mathrm{S}_{23} \mathrm{~S}_{10}^{2}\right)\right] \\
& -660\left[s_{30} s_{10}^{2}+\frac{1}{\alpha}\left(2 s_{30} s_{10} s_{11}+s_{31} s_{10}^{2}\right]\right. \\
& +\frac{1}{\alpha^{2}}\left(2 S_{30} s_{10} s_{12}+s_{30} s_{11}^{2}+2 s_{31} s_{10} S_{11}\right. \\
& \left.\left.+S_{32} S_{10}^{2}\right)\right]-\frac{1680}{\alpha}\left[S_{40} S_{10}^{2}+\frac{1}{\alpha}\left(2 S_{40} S_{10} S_{11}\right.\right. \\
& \left.\left.+S_{41} S_{10}^{2}\right)\right]-\frac{3420}{\alpha^{2}} S_{50} S_{10}^{2} \text {; } \\
& \mathrm{D}_{32}=-18\left(\frac{\mathrm{~S}_{10}^{2}}{\alpha}+\frac{2 \mathrm{~S}_{10} \mathrm{~S}_{11}}{\alpha^{2}}\right)-\frac{56}{\alpha^{2}} \mathrm{~S}_{20} \mathrm{~S}_{10} \text {; } \\
& D_{24}=-12\left(S_{10}+\frac{S_{11}}{\alpha}+\frac{S_{12}^{\alpha^{2}}}{\alpha^{2}}\right) \text {; }
\end{aligned}
$$

$$
\begin{align*}
& D_{33}=-28\left(\frac{S_{10}^{2}}{\alpha}+\frac{2 S_{10} S_{11}}{\alpha^{2}}\right) ; \\
& D_{34}=-66\left(\frac{S_{10}^{2}}{\alpha}+\frac{2 S_{10} S_{11}}{\alpha^{2}}\right) ; \\
& D_{41}=-4 \alpha\left[S_{10}^{4}+\frac{4 S_{10}^{3} S_{11}}{\alpha}+\frac{1}{\alpha^{2}}\left(4 S_{10}^{3} S_{12}+6 S_{10}^{2} S_{11}^{2}\right)\right. \\
& \left.+\frac{1}{\alpha^{3}}\left(4 S_{10}^{3} S_{13}+12 S_{10}^{2} S_{11} S_{12}+4 S_{10} S_{11}^{3}\right)\right] \\
& -280\left[S_{20} S_{10}^{3}+\frac{1}{\alpha}\left(3 S_{20} S_{10}^{2} S_{11}+S_{21} S_{10}^{3}\right)\right. \\
& +\frac{1}{\alpha^{2}}\left(3 s_{20} s_{10}^{2} s_{12}+3 s_{20} s_{10} s_{11}^{2}+3 s_{21} s_{10}^{2} s_{11}\right. \\
& \left.\left.+S_{22} S_{10}^{3}\right)\right]-\frac{1980}{\alpha}\left[S_{30} S_{10}^{3}+\frac{1}{\alpha}\left(3 S_{30} S_{10}^{2} S_{11}\right.\right. \\
& \left.+s_{31} s_{10}^{3} 1\right]-\frac{7280}{\alpha^{2}} s_{40} s_{10}^{3} \text {; } \\
& D_{42}=-\frac{16 S_{10}^{3}}{\alpha^{2}} ; \\
& D_{43}=-\frac{56 S_{10}^{3}}{\alpha^{2}} ; \\
& D_{44}=-\frac{220 \sin _{10}^{3}}{\alpha^{2}} \text {. } \tag{3.13}
\end{align*}
$$

The $S_{n m}$ coefficients given in Table 3.III are used to get the $D$ matrix as,
$D=\left[\begin{array}{rrrr}6.48161599 & -1.690781026 & -1.690781026 & -1.690781026 \\ -0.67462368 & 2.509170305 & 3.018340608 & 4.527510912 \\ -2.93711342 & -0.796549616 & -1.953261165 & -4.604115602 \\ -1.13037874 & 0.08745110 & 0.30607885 & 1.202452628\end{array}\right]$
... (3.14)
This matrix has only one eigenvalue greater than 1 and it is the acceptable value of $\delta$ which is 7.23682924. The numerically obtained value is 7.284 [61].

The corresponding $h$ function in this case reads

$$
\begin{align*}
h(x)=1 & -0.2290202 x^{4}-0.382212 x^{8} \\
& +0.1646167 x^{12}+\ldots \ldots \ldots \tag{3.15}
\end{align*}
$$

3.4 Universal constants of nonpolymonial maps

Numerically it has been shown that there exists a spectrum of universality classes corresponding to all possible values of $z$ [51]. Thus one can even consider nonpolynomial maps with fractional z values. For some systems due to symmetry or other reasons, the quadratic term may vanish and then maps with higher $z$ values arise as natural reductions. They exhibit interesting phenomena near the onset of chaos [62]. Maps with $z=1.2$ to 1.4 do occur in chemical turbulence [63].

Kawai and Tye consider maps whose extrema have a logarithmic dependence on $x$ [64]. One dimensional maps of systems with finite degrees of freedom sometimes show nonpolynomial behaviour, a well known example being the Lorenz model [22]. These maps are usually discontinuous at the critical point and the existing method is to approximate them by piecewise linear maps.

For fractional $z$ values, the index m may take fractional as well as integer values and the evaluation of $S_{n m}$ becomes rather difficult. Further, there can arise ambiguities in choosing a cut-off as required by the perturbative procedure. Hence we follow an alternative method that consists in expanding $z$ about $z^{\prime}$, where $z^{\prime}$ is the integer nearest to the fractional $z$ value. Thus we write $z=z^{\prime} \pm \in$ where $0<|\in|<0.5$.

To illustrate the method, we take $z^{\prime}=2$. Writing $\alpha=\alpha_{0} \mp d \alpha$ where $\alpha_{0}$ is the value of $\alpha$ for quadratic maps, we find

$$
\begin{equation*}
\alpha_{0}=1+\epsilon \ln \alpha_{0}+\frac{\epsilon^{2}}{2!}\left(\ln \alpha_{0}\right)^{2}+\ldots \tag{3.16}
\end{equation*}
$$

$$
\begin{equation*}
\alpha^{2+\epsilon}=\alpha_{0}^{\epsilon}\left[\alpha_{0}^{2}-(2+\epsilon) \alpha_{0} d \alpha\right] \tag{3.17}
\end{equation*}
$$

where terms containing higher powers of $\epsilon$ and $d \alpha$ have been neglected.

Equation (2.31) for $z=2$ works out to be
$1+\alpha=|\alpha|^{2}\left(\frac{1}{2}+\frac{1}{8 \alpha}+\frac{5}{32 \alpha^{3}}+\ldots\right)$
Using the expansions given in (3.16) and (3.17), in (3.18), the change in the $\alpha$ value for a given $\in$ is,

$$
\begin{aligned}
d \alpha= & {\left[p_{0}+\epsilon\left(p_{1}+p_{2} \ln \alpha_{0}\right)+\epsilon^{2}\left(p_{3}+p_{1} \ln \alpha_{0}\right.\right.} \\
& +\frac{\left.\left.p_{2}(\ln \alpha)^{2}\right)\right] /\left[q_{0}+\epsilon\left(q_{1}+q_{2} \ln \alpha_{0}\right)\right.}{2!} \\
& \left.+\epsilon^{2}\left(q_{3}+q_{1} \ln \alpha_{0}+\frac{q_{2}}{2!}(\ln \alpha)^{2}\right)\right] \ldots(3.19)
\end{aligned}
$$

where the coefficients $p$ and $q$ are given in Table 3.IV. For $\epsilon=0, z=2$ and $d \alpha=0$ ie. $p_{0}=0$ in (3.19). This gives $\alpha_{0}=2.5$.

Using the same expansion procedure in equation (2.40) we obtain
: 83 :

Table 3.IV - The $p$ and $q$ coefficients in (3.19)

$|$| $p_{0}=\frac{\alpha_{0}^{2}}{2}-\frac{7}{8} \alpha_{0}-1+\frac{5}{32 \alpha_{0}}$ |
| :--- |
| $p_{1}=-\frac{\alpha_{0}^{2}}{4}-\frac{1}{128 \alpha_{0}}+\frac{1}{48}$ |
| $p_{2}=\frac{\alpha_{0}^{2}}{2}+\frac{\alpha_{0}}{8}+\frac{5}{32 \alpha_{0}}$ |
| $q_{1}=\frac{1}{8}-\frac{21}{128 \alpha_{0}^{2}}$ |
| $p_{3}=\frac{\alpha_{0}}{8}-\frac{\alpha_{0}}{32}-\frac{1}{96}-\frac{1}{32 \alpha_{0}}$ |
| $q_{2}=\alpha_{0}+\frac{1}{82 \alpha_{0}^{2}}-\frac{5}{32 \alpha_{0}^{2}}$ |
| $q_{3}=-\frac{1}{32}+\frac{1}{48 \alpha_{0}}+\frac{3}{128 \alpha_{0}^{2}}$ |

$$
\begin{align*}
2 \delta= & a_{0}+\epsilon a_{1}+\epsilon^{2} a_{2}+d \alpha\left[b_{0}+\epsilon b_{1}+\epsilon^{2} b_{2}\right] \\
& +\left[c_{0}+\epsilon\left(c_{1}+c_{1}^{\prime} \ln \alpha_{0}\right)+\epsilon^{2}\left(c_{2}+c_{2}^{\prime} \ln \alpha_{0}\right.\right. \\
& \left.+c_{2}^{\prime \prime}\left(\ln \alpha_{0}\right)^{2}\right)+d \alpha\left(d_{0}+\epsilon\left(d_{1}+d_{1}^{\prime} \ln \alpha_{0}\right)\right. \\
& \left.\left.\left.+\epsilon^{2}\left(d_{2}+d_{2}^{\prime} \ln \alpha_{0}+d_{2}^{\prime \prime} \ln \alpha\right)^{2}\right)\right)\right]^{\frac{1}{2}} \tag{3.20}
\end{align*}
$$

The coefficients $a_{0}, a_{1}, \ldots$ are given in Table $3 . V$. For $\epsilon=0$ and $d \alpha=0$, the value of $\delta_{0}$ is given by

$$
\begin{align*}
\delta_{0}= & \frac{1}{2}\left[\alpha_{0}^{2}-\alpha_{0}+2+\frac{1}{2 \alpha_{0}}+\left(\alpha_{0}^{4}+2 \alpha_{0}^{3}-\alpha_{0}^{2}+2 \alpha_{0}\right.\right. \\
& \left.\left.+4+\frac{2}{\alpha_{0}}\right)^{\frac{1}{2}}\right] \tag{3.21}
\end{align*}
$$

For $\alpha_{0}=2.5$, we get $\delta_{0}=4.660415379$.

The values of $\alpha$ and $\delta$ for different values of are given in Tables $3 . V I$ and $3 . V I I$. We find the values are sufficiently accurate for small values of $\epsilon$. The error in $\delta$ is more due to the accumulation of errors from $\alpha_{0}, \partial_{0}$ and $d \alpha$.
Table 3.V - The coefficients $a_{0}$, $a_{1}$... occuring in (3.20)

| $a_{0}=\alpha_{0}^{2}-\alpha_{0}+2+\frac{1}{2 \alpha_{0}}$ | $b_{0}=1-2 \alpha_{0}+\frac{1}{2 \alpha_{0}^{2}}$ |
| :--- | :--- |
| $a_{1}=\alpha_{0}^{2} \ln \alpha_{0}+\frac{1}{4 \alpha_{0}}$ | $b_{1}=-\alpha_{0}-2 \alpha_{0} \ln \alpha_{0}+\frac{1}{4 \alpha_{0}^{2}}$ |
| $a_{2}=\frac{\alpha_{0}^{2}\left(n \alpha_{0}\right)^{2}}{2!}-\frac{1}{8 \alpha_{0}}$ | $b_{2}=-\alpha_{0} \ln \alpha_{0}-\alpha_{0}\left(\ln \alpha_{0}\right)^{2}-\frac{1}{8 \alpha_{0}^{2}}$ |
| $c_{0}=\alpha_{0}^{4}-2 \alpha_{0}^{3}-\alpha_{0}^{2}+2 \alpha_{0}+4+\frac{2}{\alpha_{0}}$ | $d_{0}=-4 \alpha_{0}^{3}+6 \alpha_{0}^{2}+2 \alpha_{0}+\frac{2}{\alpha_{0}^{2}}-2$ |
| $c_{1}=\alpha_{0}^{2}-\frac{\alpha_{0}}{2}+\frac{1}{\alpha_{0}}-\frac{1}{2}$ | $d_{1}=-2 \alpha_{0}^{3}+2 \alpha_{0}^{2}+\frac{1}{\alpha_{0}}+\frac{1}{\alpha_{0}^{2}}+\frac{5}{2}$ |
| $c_{1}^{\prime}=2 \alpha_{0}^{4}-2 \alpha_{0}^{3}-2 \alpha_{0}^{2}-2 \alpha_{0}-1$ | $d_{1}^{\prime}=-8 \alpha_{0}^{3}+6 \alpha_{0}^{2}+4 \alpha_{0}+2$ |
| $c_{2}=-\frac{\alpha_{0}^{2}}{2}+\frac{\alpha_{0}}{2}-\frac{1}{2 \alpha_{0}}$ | $d_{2}=-\frac{1}{22_{0}^{2}}+\frac{1}{\alpha_{0}}$ |
| $c_{2}^{\prime}=\alpha_{0}^{2}-\frac{\alpha_{0}}{2}-1$ | $d_{2}^{\prime}=-4 \alpha_{0}^{3}+2 \alpha_{0}^{2}+\frac{1}{\alpha_{0}}+\frac{5}{2}$ |
| $c_{2}^{\prime \prime}=2 \alpha_{0}^{4}-\alpha_{0}^{3}-\alpha_{0}^{2}-\alpha_{0}-\frac{1}{2}$ | $d_{2}^{\prime \prime}=-8 \alpha_{0}^{3}+3 \alpha_{0}^{2}+2 \alpha_{0}+1$ |

Table 3.VI - Values of $\alpha$ for different values of $\epsilon$

| $z$ | $\epsilon$ | $\alpha$ | $z$ | $\epsilon$ | $\alpha$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2.01 | 0.01 | 2.48972863 | 1.99 | -0.01 | 2.51050864 |
| 2.02 | 0.02 | 2.47968810 | 1.98 | -0.02 | 2.52126123 |
| 2.03 | 0.03 | 2.46987213 | 1.97 | -0.03 | 2.53226461 |
| 2.04 | 0.04 | 2.46027465 | 1.96 | -0.04 | 2.54352586 |
| 2.05 | 0.05 | 2.45088977 | 1.95 | -0.05 | 2.55505228 |
| 2.06 | 0.06 | 2.44171178 | 1.94 | -0.06 | 2.56685137 |
| 2.07 | 0.07 | 2.43273514 | 1.93 | -0.07 | 2.57893088 |
| 2.08 | 0.08 | 2.42395446 | 1.92 | -0.08 | 2.59129880 |
| 2.09 | 0.09 | 2.41536454 | 1.91 | -0.09 | 2.60396334 |
| 2.1 | 0.10 | 2.40696031 | 1.90 | -0.10 | 2.61693298 |
| 2.2 | 0.20 | 2.33212098 | 1.80 | -0.20 | 2.76546462 |
| 2.3 | 0.30 | 2.27127801 | 1.70 | -0.30 | 2.95590441 |
| 2.4 | 0.40 | 2.22131078 | 1.40 | -0.40 | 3.20158779 |
| 2.5 | 0.50 | 2.17988403 | 1.50 | -0.50 | 3.51838508 |
|  |  |  |  |  |  |

Table 3.VII - Values of $\delta$ for different values of $\in$

| $z$ | $\epsilon$ | $\delta$ | $z$ | $\epsilon$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2.01 | 0.01 | 4.675260170 | 1.99 | -0.01 | 4.645299095 |
| 2.02 | 0.02 | 4.689811193 | 1.98 | -0.02 | 4.629933778 |
| 2.03 | 0.03 | 4.704047684 | 1.97 | -0.03 | 4.61434967 |
| 2.04 | 0.04 | 4.717950242 | 1.96 | -0.04 | 4.598569856 |
| 2.05 | 0.05 | 4.723840994 | 1.95 | -0.05 | 4.582625646 |
| 2.06 | 0.06 | 4.744680047 | 1.94 | -0.06 | 4.566548998 |
| 2.07 | 0.07 | 4.757478773 | 1.93 | -0.07 | 4.550374359 |
| 2.08 | 0.08 | 4.769875397 | 1.92 | -0.08 | 4.53413879 |
| 2.09 | 0.09 | 4.781858018 | 1.99 | -0.09 | 4.517882072 |
| 2.1 | 0.10 | 4.793413203 | 1.90 | -0.10 | 4.501647019 |
| 2.2 | 0.20 | 4.882918566 | 1.80 | -0.20 | 4.352394078 |
| 2.3 | 0.30 | 4.917969637 | 1.70 | -0.30 | 4.280301067 |

### 3.5 Comments and discussion

The perturbative expansion procedure discussed in this chapter and the preceeding one has certain advantages over existing methods of evaluating universal parameters. Although some amount of computation cannot be avoided in the final steps, the method is an analytic procedure. This approach is algebraically much simple even when $z$ is large. Thus for the quartic map, we note that the $\delta$ values we obtained for the three successive approximations of [h] are, 6.757592744, 7.48537771 and 7.23682924, the last value being the closest to the numerically computed one. It would be interesting to compare this behaviour with that found in an eigenvalue matching RG calculation [65], where in the values $9.31426,8.08956$, and 6.99948 are obtained corresponding to 1-2 cycles, 1-4 cycles and 2-4 cycles renormalisation. We find that the perturbative method yields the best value in a sufficiently small number of steps.
4. FRACTAL DIMENSIONS OF THE FEIGENBAUM ATTRACTOR

For one dimensional maps of the form considered in the previous chapters, the period doubling cascade accumulates at $\lambda_{\infty}$, where the system possesses a $2^{\infty}$ orbit. The associated universal behaviour is characterised by the function $g(x)$ that satisfies (2.13). The iterates of $g(x)$ form a nearly self-similar Cantor set, called the Feigenbaum attractor. The nature of the selfsimilarity of such an attractor for one hump maps was studied in detail by Hu [66]. He derives analytic approximations for the first three dimensions $D_{0}, D_{1}$ and $D_{2}$. But in the actual calculations, an approximate $g(x)$ is used. We discuss the analytic expressions obtained using the $g(x)$ obtained by solving (2.13) by the perturbative scheme and given in (2.32). The generalised dimensions $D_{q}$ for quadratic maps have been studied in detail by Jensen et al [67], and the $D_{0}$ and $D_{1}$ for attractors obtained by
period multiplications other than period doublings were calculated by Chang and McCown [68].

### 4.1 Self-similarity of the Feigenbaum attractor

The attractor consists of a set of points $\left(x_{i}\right)^{k}$ generated by the map

$$
\begin{equation*}
x_{i+1}=g\left(x_{i}\right) \tag{4.1}
\end{equation*}
$$

Starting from $x_{0}=0$. This set consists of two subsets, the even subset $\left(x_{i}\right)_{\text {even }}^{k}$ and the odd subset $\left(x_{i}\right)_{\text {odd }}^{k}$

$$
\begin{equation*}
\left(x_{i}\right)^{k}=\left(x_{i}\right)_{\text {even }}^{k} \bigcup\left(x_{i}\right)_{\text {odd }}^{k} \tag{4.2}
\end{equation*}
$$

with

$$
\left(x_{i}\right)_{\text {even }}^{k}=\left(x_{i}, i=2,4, \ldots 2^{k}\right) \quad \ldots \text { (4.3) }
$$

and

$$
\left(x_{i}\right)_{o d d}^{k}=\left(x_{i}, i=1,3,5, \ldots 2^{k}-1\right) \ldots(4.4)
$$

Thus for $k=1,2,3 \ldots$ the set is shown in the figure


From the normalisation condition $g(0)=1$ and from (2.13) we find,
$x_{1}=1 ; \quad x_{2}=-\frac{1}{\alpha} ; \quad x_{3}=g\left(\frac{1}{\alpha}\right) ; \quad x_{4}=\frac{1}{\alpha^{2}}$
$x_{5}=g\left(\frac{1}{\alpha^{2}}\right) ; \quad x_{6}=-\frac{1}{\alpha} g\left(\frac{1}{\alpha}\right) ; \quad x_{7}=g\left(\frac{1}{\alpha}\left(g\left(\frac{1}{\alpha}\right)\right)\right.$
$x_{8}=-\frac{1}{\alpha^{3}} \ldots$
... (4.5)

The whole set lies in the interval $\left(-\frac{1}{\alpha}, 1\right)$. It is possible to rescale the set such that the new set
$\left(x_{i}^{\prime}\right)^{k}$ lies in the interval $(0,1)$; using the transformation [66]

$$
\begin{equation*}
x_{i}^{\prime}=\frac{1}{(1+1 / \alpha)}\left(x_{i}+\frac{1}{\alpha}\right) \tag{4.6}
\end{equation*}
$$

It is proved in [66] that the even subset is exactly similar to the whole set while the odd subset is only approximately so and we have the relation

$$
\left(x_{i}\right)^{k} \approx-\frac{1}{\alpha}\left(x_{i}\right)_{\text {even }}^{k-1} \bigcup \frac{1}{\alpha},\left(x_{i}\right)_{\text {odd }}^{k-1} \quad \ldots \text { (4.7) }
$$

where $\alpha^{\prime}=-\alpha g^{\prime}(1)$. Each subset can be further divided into two subsets similar to it and so on. Thus the Feigenbaum attractor can be divided into $2^{m-1}$ subsets with $m \geqslant k$, as $S_{1}, S_{2}, \ldots S_{2^{m-1}}$ each having the same structure but rescaled by a different factor $1 / S_{j}$, Here

$$
\begin{equation*}
s_{j}=\frac{1}{x_{2 j}^{\prime}-x_{2 j-1}^{\prime}} \tag{4.8}
\end{equation*}
$$

with the ( $x_{i}^{\prime}$ ) ordered such that

$$
0=x_{1}^{\prime}<x_{2}^{\prime}<x_{3}^{\prime}<\ldots<x_{2^{m-1}}^{\prime}=1 \quad \ldots(4.9)
$$



The iterates given in (4.5) after the rescaling using equation (4.6) and the ordering mentioned in (4.9) become
$x_{1}^{\prime}=0 ; \quad x_{2}^{\prime}=\frac{1}{\alpha} \quad ; \quad x_{3}^{\prime}=\frac{1}{\left(1+\frac{1}{\alpha}\right)}\left[g\left(\frac{1}{\alpha}\right)+\frac{1}{\alpha}\right] ;$

$$
\begin{equation*}
x_{4}^{\prime}=1 \ldots \tag{4.10}
\end{equation*}
$$

The universal function $g(x)$ is obtained by solving (2.13). This has been done in Chapter 2 using the perturbative expansion method. Using the first few coefficients $S_{n m}$ given in (2.37) in the expression for $g(x)$ in (2.32), we find the universal function for any general $z$ in the form,

$$
\begin{align*}
g(x)= & 1-|\alpha|^{z}\left[\frac{1}{z \alpha}+\frac{(z-1)}{z^{2} \alpha^{2}}\right]|x|^{z} \\
& +\frac{\alpha^{z}(z-1)}{2 z^{2} \alpha^{2}}|x|^{2 z}+\ldots \tag{4.11}
\end{align*}
$$

The behaviour of $g(x)$ for some typical values of $z$ is shown in Fig. 4.1.
4.2 The Capacity dimension $D_{0}$

Considering the first four iterates given in (4.10)
we find the set consists of two subsets, that are scaled by $S_{1}$ and $S_{2}$ respectively. From (4.8) we get

$$
\begin{equation*}
S_{1}=\frac{1}{x_{2}^{\prime}-x_{1}^{\prime}}=\alpha \tag{4.12}
\end{equation*}
$$

and

$$
\begin{align*}
S_{2} & =\frac{1}{x_{4}^{\prime}-x_{3}^{\prime}} \\
& =\frac{\left(1+\frac{1}{\alpha}\right)}{\left(1-g\left(\frac{1}{\alpha}\right)\right)} \tag{4.13}
\end{align*}
$$

If it takes $N(\epsilon)$ steps of width $\epsilon$ to cover the whole set, then

$$
\begin{equation*}
N(\epsilon)=N\left(S_{1} \epsilon\right)+N\left(S_{2} \epsilon\right) \tag{4.14}
\end{equation*}
$$

For small $\in$,

$$
\begin{equation*}
N(\epsilon) \propto \epsilon^{-D_{0}} \tag{4.15}
\end{equation*}
$$



Fig. 4.1 - The universal function $g(x)$ computed using (4.11) for a) $z=1.2$, b) $z=2$,
c) $z=5, d) z=10$
from the definition $D_{o}$ given in (1.44). Substituting (4.15) in (4.14)
ie

$$
\begin{align*}
\epsilon^{-D_{0}} & =\left(S_{1} \epsilon\right)^{-D_{0}}+\left(S_{2} \epsilon\right)^{-D_{0}} \\
1 & =S_{1}^{-D_{0}}+S_{2}^{-D_{0}} \tag{4.16}
\end{align*}
$$

If we consider the set after m iterations, there will be $R=2^{m-1}$ subsets and then (4.16) can be generalised to $[66]^{\prime}$ :

$$
\begin{equation*}
\sum_{j=1}^{R}\left(s_{j}\right)^{-D_{0}}=1 \tag{4.17}
\end{equation*}
$$

As a first approximation, we use (4.16) to derive an expression for $D_{0}$. Substituting for $S_{1}$ and $S_{2}$ from (4.12) and (4.13)

$$
\begin{equation*}
\left(\frac{1}{\alpha}\right)^{D_{0}}+\left[\frac{1-g\left(\frac{1}{\alpha}\right)}{1+\frac{1}{\alpha}}\right]^{D_{0}}=1 \tag{4.18}
\end{equation*}
$$

From (2.39) we have

$$
\begin{equation*}
\frac{1}{\alpha}+1=\frac{|\alpha|^{z}}{z \alpha}\left[1-\frac{(z-1)}{2 z \alpha}\right]^{-1} \tag{4.19}
\end{equation*}
$$

Using (4.11)

$$
g\left(\frac{1}{\alpha}\right)=1-\left[\frac{1}{z \alpha}+\frac{(z-1)}{z^{2} \alpha^{2}}\right]+\frac{(z-1)}{2 \alpha^{z+2} z^{2}} \ldots(4.20)
$$

Then (4.18) can be simplified as,

$$
\begin{equation*}
\frac{1}{\alpha^{D_{0}}}+\frac{\left[1+\frac{(z-1)}{2 z \alpha}\right]^{D_{0}}}{\alpha^{z D_{0}}}=1 \tag{4.21}
\end{equation*}
$$

This is a transcendental equation for $D_{0}$. For a given $z, \alpha$ is computed using (4.19) and (4.21) is solved by the successive bisection method [80] to get $D_{0}$. The results are given in Table 4.I. The variation of $D_{0}$ with $z$ is given in Fig. 4.2. The numerical values for $z=2,3,4$ and 5 [66] are also shown for comparison. Our calculations give $D_{0}=0.5366545$ for $z=2$, very close to the numerical value 0.538 [67].

We find that the expression (4.18) has been recently derived by Bhattacharjee [69]. He derives an interpolation formula for $D_{0}$. The values of $D_{0}$ calculated using his equation do not agree with our computed values for higher values of $z$.
4.3 The information dimension $D_{1}$

Using similar scaling arguments, we derive an expression for $D_{1}$. The information entropy defined

```
Table 4.I - The values of the capacity
    dimension Do for different
        z values. Available numeri-
                                cal values are also given [66].
```

| $z$ | $\alpha$ | $D_{0}$ <br> (computed) | $D_{0}$ <br> (numerical) |
| :---: | :---: | :---: | :---: |
| 1.1 | 7.978673 | 0.3185205 |  |
| 1.2 | 5.390312 | 0.3766027 |  |
| 1.5 | 3.405767 | 0.4653759 |  |
| 2.0 | 2.517021 | 0.5366545 | $0.538 \pm 0.01$ |
| 2.5 | 2.149665 | 6.5774682 |  |
| 3.0 | 1.940393 | 0.6050853 | $0.601 \pm 0.01$ |
| 3.5 | 1.802739 | 0.6253683 |  |
| 4.0 | 1.704310 | 0.6410400 | $0.640 \pm 0.09$ |
| 4.5 | 1.629944 | 0.6535812 |  |
| 5.0 | 1.571511 | 0.6638768 | $0.661 \pm 0.08$ |
| 5.5 | 1.524224 | 0.6725070 |  |
| 6.0 | 1.485068 | 0.6798533 |  |
| 6.5 | 1.452041 | 0.6861959 |  |
| 7.0 | 1.423759 | 0.6917333 |  |
| 7.5 | 1.399233 | 0.6966110 |  |
| 8.0 | 1.377734 | 0.7009468 |  |
| 8.5 | 1.358715 | 0.7048263 |  |
| 9.0 | 1.341753 | 0.7083248 |  |
| 9.5 | 1.326520 | 0.7114913 |  |
| 10.0 | 1.312754 | 0.7143796 |  |
| 100.0 | 1.047940 | 0.7759078 |  |

: 99 :
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Fig. 4.2 - The values of the capacity dimension $D_{0}$ calculated using (4.21) for different $z$ values. The triangles indicate the numerical values [66].
in (1.45) can be expressed as the sum of the contributions from the subsets $S_{1}$ and $S_{2}$ ie.

$$
\begin{equation*}
I(\epsilon)=I_{1}(\epsilon)+I_{2}(\epsilon) \tag{4.22}
\end{equation*}
$$

If the probability for the iterates to be in $S_{1}$ is $p_{1}$ and that to be in $S_{2}$ is $p_{2}$ we have $p_{1}+p_{2}=1$. Taking $N(\epsilon)$ to be the number of steps of widtheto cover the whole set, we require the same number to cover the subset $S_{1}$ at resolution $\epsilon / S_{1}$. Thus [31],

$$
\begin{align*}
& I_{1}(\epsilon)=p_{1} \ln \frac{1}{p_{1}}+p_{1} I\left(\epsilon S_{1}\right)  \tag{4.23}\\
& I_{2}(\epsilon)=p_{2} \ln \frac{1}{p_{2}}+p_{2} I\left(\epsilon S_{2}\right)
\end{align*}
$$

Then (4.22) gives,

$$
\begin{align*}
I(\epsilon)= & p_{1} \ln \frac{1}{p_{1}}+p_{2} \ln \frac{1}{p_{2}}+p_{1} I\left(\epsilon S_{1}\right) \\
& +p_{2} I\left(\epsilon S_{2}\right) \tag{4.25}
\end{align*}
$$

For small $\in$, we have from (1.47)

$$
\begin{equation*}
I \quad(\epsilon) \propto D_{1} \ln \left(\frac{1}{\epsilon}\right) \tag{4.26}
\end{equation*}
$$

Then (4.25) can be written as,

$$
\begin{align*}
D_{1} \ln \left(\frac{1}{\epsilon}\right)= & p_{1} \ln \frac{1}{p_{1}}+p_{2} \ln \frac{1}{p_{2}}+p_{1} D_{1} \ln \left(\frac{1}{\epsilon S_{1}}\right) \\
& +p_{2} D_{1} \ln \left(\frac{1}{\epsilon S 2}\right) \tag{4.27}
\end{align*}
$$

Since $p_{1}$ and $p_{2}$ are equal in the present context,
$p_{1}=p_{2}=\frac{1}{2}$
Thus (4.27) gives,

$$
D_{1} \ln \left(\frac{1}{\epsilon}\right)=\ln 2+\frac{1}{2} D_{1} \ln \left(\frac{1}{\epsilon S_{1}}\right)+\ln \left(\frac{1}{\epsilon S_{2}}\right) \ldots(4.28)
$$

ie. $\quad D_{1}=\frac{2 \ln 2}{\ln \left(S_{1} S_{2}\right)}$

In general if we are considering $R$ subsets we get, [66]

$$
\begin{equation*}
D_{1}=\frac{R \ln R}{\sum_{j=1}^{R} \ln S_{j}} \tag{4.30}
\end{equation*}
$$

Using (4.12), (4.13), (4.19) and (4.20) in (4.29) and simplifying,

$$
\begin{equation*}
D_{1}=\frac{2 \ln 2}{(z+1) \ln \alpha-\ln \left[1+\frac{(z-1)}{2 z \alpha}\right]} \tag{4.31}
\end{equation*}
$$

Thus $D_{1}$ can be computed for a given $z$. For $z=2$, the value is 0.5183, while the numerical value is 0.5171. The variation of $D_{1}$ with $z$ is shown in Fig.4.3 while the computed values are given in Table 4.II. The computed values given in [66] are also plotted in Fig. 4.3 for comparison.

Table 4.II - The values of the information dimensions $D_{1}$ calculated using (4.31). Available numerical values are included for comparison [66].

| $z$ | $D_{1}$ <br> (computed values) | $D_{1}$ <br> (numerical values) |
| :---: | :---: | :---: |
| 1.1 | 0.3182830 |  |
| 1.2 | 0.3756095 |  |
| 1.5 | 0.4596621 | $0.517 \pm 0.08$ |
| 2.0 | 0.5183313 |  |
| 2.5 | 0.5440816 | $0.557 \pm 0.01$ |
| 3.0 | 0.5560675 |  |
| 3.5 | 0.5609948 |  |
| 4.0 | 0.5619522 |  |
| 4.5 | 0.5605657 |  |
| 5.0 | 0.5577611 |  |
| 5.5 | 0.5540956 |  |
| 6.0 | 0.5499165 |  |
| 6.5 | 0.5454470 |  |
| 7.0 | 0.5408324 |  |
| 7.5 | 0.5361673 |  |
| 8.0 | 0.5315165 |  |
| 8.5 | 0.5269203 |  |
| 9.0 | 0.5224089 |  |
| 9.5 | 0.5179980 |  |
| 10.0 | 0.5136993 |  |
| 100.0 | 0.3192317 |  |

: 103 :


Fig. 4.3 - The information dimension $D_{1}$ vs $z$ as given by (4.31). The available numerical values are shown by triangles.

$$
: 104:
$$

4.4 The correlation dimension $D_{2}$

The generalised dimensions $D_{q}$, other than $D_{o}$ and $D_{1}$ can be computed by defining the partition function discussed in Chapter 1. From (1.52) we have the partition function

$$
\begin{equation*}
\Gamma=\frac{p_{i}^{q}}{l_{1}^{\tau}}+\frac{p_{2}^{q}}{l_{2}^{\prime c}} \tag{4.32}
\end{equation*}
$$

Equation (1.53) gives

$$
\begin{equation*}
D_{q}=\frac{\tau}{(q-1)} \tag{4.33}
\end{equation*}
$$

It is clear from (4.8) that

$$
\ell_{1}=\frac{1}{s_{1}} \quad \text { and } \quad \ell_{2}=\frac{1}{s_{2}}
$$

and in this case $p_{1}=p_{2}=\frac{1}{2}$. Thus (4.32) can be modified as,

$$
\begin{equation*}
s_{1}^{\tau}+s_{2}^{\tau}=2^{q} \tag{4.3.4}
\end{equation*}
$$

If we consider in general R subsets for greater accuracy, we write

$$
\begin{equation*}
\sum_{j=1}^{R} S_{j}^{c}=R^{q} \tag{4.35}
\end{equation*}
$$

The correlation dimension is given by $q=2$ and so (4.33) gives $\tau=D_{2}$. Thus (4.3.4) implies
$S_{1}^{D_{2}}+D_{2}=4$

The explicit expressions for $S_{1}$ and $S_{2}$ given in (4.12) and (4.13) modify (4.36) as
$\alpha^{D_{2}}+\left[\frac{\left(1+\frac{1}{\alpha}\right)}{1-g\left(\frac{1}{\alpha}\right)}\right]^{D_{2}}=4$

This can be simplified further using (4.19) and (4.20) to yield

$$
\begin{equation*}
\alpha^{D_{2}}+\frac{\alpha^{z D_{2}}}{\left[1+\frac{(z-1)}{2 z \alpha}\right]^{D_{2}}}=4 \tag{4.38}
\end{equation*}
$$

This equation can be solved by the successive bisection method to get $D_{2}$ for different values of $z$. The results are tabulated in Table 4.III. The $D_{2}$ vs $z$ relationship is plotted in Fig. 4.4.
4.5 Discussion

It is found that the variation with $z$ is significantly different for the three dimensions studied

Table 4.III - The values of the correlation dimension $D_{2}$ for different values of $z$. The numerical values available in [66] are also given.

| $z$ | $D_{2}$ <br> (computed values) | $D_{2}$ <br> (numerical values) |
| ---: | :---: | :---: |
| 1.1 | 0.3180460 |  |
| 1.2 | 0.3746270 |  |
| 1.5 | 0.4542183 | $0.501 \pm 0.02$ |
| 2.0 | 0.5022655 |  |
| 2.5 | 0.5172233 | $0.509 \pm 0.02$ |
| 3.0 | 0.5197161 |  |
| 3.5 | 0.5166886 | $0.498 \pm 0.05$ |
| 4.0 | 0.5110947 |  |
| 4.5 | 0.5043395 |  |
| 5.0 | 0.4971327 |  |
| 5.5 | 0.4898491 |  |
| 6.0 | 0.4826857 |  |
| 6.5 | 0.4757461 |  |
| 7.0 | 0.4690801 |  |
| 7.5 | 0.4627077 |  |
| 8.0 | 0.4566326 |  |
| 8.5 | 0.4508471 |  |
| 9.0 | 0.4453420 |  |
| 9.5 | 0.4401018 |  |
| 10.0 | 0.4351122 |  |
| 100.0 | 0.2548094 |  |
|  |  |  |



Fig. 4.4 - The variation of the correlation dimension as a function of $z$ expressed in (4.38). The numerical values [66] are indicated by triangles.
here. Thus $D_{0}$ increases with $z$ and shows almost saturation for very large $z$ values, while $D_{1}$ increases first and then shows a dip at larger values of $z . \quad D_{2}$ also decreases, as $z$ increases beyond a certain value. Thus the asymptotic values of the three dimensions are well separated while for small $z$ values, they are very close. For each $z$ value we have $D_{0}>D_{1}>D_{2}$. The available numerical values agree well with the values computed here.

Our method has the advantage that an analytic $g(x)$ is used and the accuracy of the values can be improved by including more terms in $g(x)$. The dimensions for any $z$, including fractions, can be calculated in a straight-forward manner.

## 5. ONSET OF CHAOS IN DISSIPATIVE SYSTEMS

```
Methods for establishing chaos in dissipative
systems have special significance since such
systems, unlike conservative systems, need not
necessarily show stochastic behaviour. There-
fore it is important to predict under what
conditions chaos first appears in nonintegrable
systems with dissipative perturbation. The
origin of chaos in such systems can be traced
to the motion of the system near its unperturbed
homoclinic orbit or separatrix. Melnikov's
method [70] introduces an integral function which
measures the separation between the perturbed
stable and unstable manifolds of a separatrix,
using calculations involving the unperturbed
orbits. If this function has a simple zero, then
the two manifolds intersect transversally. This
implies that the structure of a horseshoe is
```

embedded in their neighbourhood [71]. Holmes and Marsden developed this method for a two degree of freedom hamiltonian system [1]. They further extended it to higher dimensional systems where Arnold diffusion occurs [72].

### 5.1 The Melnikov-Holmes method

We consider a two dimensional autonomous system that has a single hyperbolic fixed point and is perturbed by a periodic function of time. Such a system is described by

$$
\dot{x}=f_{0}(x)+\in f_{1}(x, t) \quad \ldots(5.1)
$$

where $x=\binom{x_{1}}{x_{2}} \in \mathbb{R}^{2}$ and

$$
\begin{aligned}
& f_{0}=\left(\begin{array}{ll}
f_{O 1} & \left(x_{1}, x_{2}\right) \\
f_{\mathrm{O} 2} & \left(x_{1}, x_{2}\right)
\end{array}\right) \text { and } \\
& f_{1}=\left(\begin{array}{ll}
f_{11} & \left(x_{1}, x_{2}, t\right) \\
f_{12} & \left(x_{1}, x_{2}, t\right)
\end{array}\right)
\end{aligned}
$$

$\mathrm{f}_{\mathrm{O}}$ and $\mathrm{f}_{1}$ are sufficiently smooth functions and $f_{1}$ is T-periodic in $t$.

The unperturbed system corresponding to $\epsilon=0$ in (5.1), is hamiltonian and integrable so that
a real valued function $H$ exists and
$\mathrm{f}_{\mathrm{O} 1}=\frac{\partial H}{\partial \mathrm{x}_{2}} \quad ; \quad \mathrm{f}_{\mathrm{O} 2}=-\frac{\partial H}{\partial x_{1}}$

The system is assumed to possess a hyperbolic fixed point $X_{0}$ and an integrable separatrix orbit $x_{0}(t)=X_{0}$ such that
$\lim _{t \rightarrow+\infty} x_{0}(t)=\lim _{t \rightarrow-\infty} x_{0}(t)=x_{0}$

The stable and unstable branches $x_{0}^{s}(t)$ and $x_{0}^{u}(t)$ join smoothly and in general, there is an elliptic fixed point within the separatrix.

When the system is perturbed, the phase space may be extended to three dimensions ( $x_{1}, x_{2}, t$ ), and we view the motion in a surface of section $t=$ constant (mod.T). The stable and unstable orbits in the surface of section do not join smoothly. For a dissipative perturbation, three possibilities arise and these are indicated below in diagramatic form:


It is only in the last case that chaotic motion appears. To obtain the conditions for the intersections, we write the stable and unstable orbits as,
$x^{s, u}\left(t, t_{0}\right)=x_{0}\left(t-t_{0}\right)+\epsilon x_{1}^{s, u}\left(t, t_{0}\right) \quad \ldots(5.4)$
where $t_{0}$ is an arbitrary initial time, which fixes the particular Poincaré section chosen. From equation (5.1)
$\dot{x}_{0}\left(t-t_{0}\right)=f_{0}\left(x_{0}\left(t-t_{0}\right)\right)$
The total time derivate of (5.4) is thus,
$\dot{x}^{s, u} \quad=f_{0}\left(x_{0}\left(t-t_{0}\right)\right)+\epsilon \dot{x}_{1}^{s, u}$

$$
\begin{align*}
& \text { From (5.1) } \\
& \begin{aligned}
\dot{x}^{s, u} & =f_{0}(x)+\epsilon f_{1}(x, t) \\
& =f_{0}\left(x_{0}\left(t-t_{0}\right)+\epsilon x_{1}\left(t, t_{0}\right)+\epsilon f_{1}\left(x_{0}\left(t-t_{0}\right)\right.\right. \\
& \left.+\epsilon x_{1}\left(t-t_{0}, t\right)\right)
\end{aligned}
\end{align*}
$$

The right hand side can be expanded to first order in $\epsilon$. Then

$$
\begin{align*}
\dot{x}^{s}, u= & f_{0}\left(x_{0}\left(t-t_{0}\right)\right)+\epsilon J\left(x_{0}\right) x_{1}^{s, u} \\
& +\epsilon f_{1}\left(x_{0}\left(t-t_{0}\right), t\right) \tag{5.8}
\end{align*}
$$

Comparing (5.8) with (5.6) we get [4],

$$
\begin{equation*}
\dot{x}_{1}^{s, u}=J\left(x_{0}\right) x_{1}^{s, u}+f_{1}\left(x_{0}\left(t-t_{0}\right), t\right) \tag{5.9}
\end{equation*}
$$

Here $J\left(x_{0}\right)$ is the Jacobian matrix of $f_{0}$ evaluated at $x_{0}\left(t-t_{0}\right)$. Thus
$J\left(x_{0}\right)=\left(\begin{array}{cc}\frac{\partial f_{01}}{\partial x_{01}} & \frac{\partial f_{01}}{\partial x_{02}} \\ \frac{\partial f_{02}}{\partial x_{01}} & \frac{\partial f_{02}}{\partial x_{o 2}}\end{array}\right)$
Equation (5.9) can be solved for $x^{s}$ for $t>t_{0}$ and for $x^{u}$ for $t<t_{o}$ with the condition that
$x^{s}(t \rightarrow \infty)=x^{u}(t \rightarrow-\infty)=X_{p}$
where $X_{p}$ denotes the position of the hyperbolic fixed point in the perturbed system.

The distance between the two solutions is, $d\left(t, t_{0}\right)=x_{1}^{s}\left(t, t_{0}\right)-x_{1}^{u}\left(t, t_{0}\right)$

The Melnikov function $M\left(t, t_{o}\right)$ is defined as the projection of $d$ along a normal $N$ to the unperturbed orbit $x_{0}$ at $t$.
ie. $M\left(t, t_{0}\right)=N . d$


From (5.5)

$$
N=\binom{-f_{o 2}\left(x_{o}\right)}{f_{o l}\left(x_{o}\right)}
$$

Therefore (5.13) becomes

$$
\begin{align*}
M\left(t, t_{o}\right) & =f_{o 1} d_{2}-f_{o 2} d_{1} \\
& =f_{o n d} \tag{5.14}
\end{align*}
$$

where $\Lambda$ denotes the antisymmetric wedge product defined by,
$x_{1} \wedge x_{2}=x_{10} x_{21}-x_{11} x_{20}$

We write
$M\left(t, t_{o}\right)=M^{s}-M^{u}$
where

$$
\begin{align*}
M^{s, u}\left(t-t_{0}\right) & =f_{o} \wedge x_{1}^{s, u}  \tag{5.16}\\
\dot{M}^{s} & =\dot{f}_{0} \wedge x_{1}^{s}+f_{0} \wedge \dot{x}_{1}^{s} \\
& =J\left(x_{0}\right) \dot{x}_{0} \wedge x_{1}^{s}+f_{0} \wedge \dot{x}_{1}^{s} \\
& =J\left(x_{0}\right) f_{0} \wedge x_{1}^{s}+f_{0} \wedge J\left(x_{0}\right) x_{1}^{s}+f_{0} \wedge f_{1} \\
& =\operatorname{Tr} J\left(x_{0}\right) f_{0} \wedge x_{1}^{s}+f_{0} \wedge f_{1} \tag{5.17}
\end{align*}
$$

Since the unperturbed system is assumed to be hamiltonian, $\operatorname{Tr} J=0 . \quad$ This gives,

$$
\dot{M}^{s}=f_{0} \wedge f_{1}
$$

By integrating this, it can be shown that

$$
\begin{equation*}
M^{s}\left(t_{0}\right)=-\int_{t_{0}}^{\infty}\left(f_{o} \lambda f_{1}\right) d t \tag{5.18}
\end{equation*}
$$

Similarly for the unstable orbit, we have

$$
\begin{equation*}
M^{u}\left(t_{0}\right)=-\int_{-\infty}^{t_{0}}\left(f_{0} \wedge f^{\prime}\right) d t \tag{5.19}
\end{equation*}
$$

Combining (5.18) and (5.19), we get

$$
\begin{equation*}
M\left(t_{0}\right)=-\int_{-\infty}^{\infty}\left(f_{o} \wedge f_{1}\right) d t \tag{5.20}
\end{equation*}
$$

The behaviour of $M\left(t_{0}\right)$ is crucial in determining the possibility of chaotic motion near the separatrix. If $M\left(t_{0}\right)$ has a simple zero ie. $\frac{\partial M}{\partial t_{0}} \neq 0$ and is independent of $\epsilon$, then the local stable and unstable manifolds intersect transversally [73]. This implies the Poincaré section has Smale-horseshoe chaos[74]. A Smale-horseshoe, shown in the figure, though not an attractor, can influence the behaviour of orbits
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which pass close to it. These orbits therefore display an extremely sensitive dependence on initial conditions and exhibit a chaotic transient before stabilising to orbits of all periods, including a strange attractor. Thus Melnikov's method predicts the lowest boundary of chaotic threshold [75].

The boundary of the horseshoe region is given by $M\left(t_{0}\right)=0$ and $\frac{\partial M}{\partial t_{o}}=0$ while $\frac{\partial^{2} M}{\partial t_{o}^{2}} \neq 0$. Then if $\left.\frac{\partial M}{\partial \lambda} \right\rvert\, \lambda_{B} \neq 0$, then $\lambda_{B}$ is the bifurcation value at which quadratic homoclinic tangencies occur.

In general one cannot always get explicit expressions exactly for $x_{0}(t)$. So a numerical calculation of $x_{0}(t)$ is inevitable [76]. We note that the

Melnikov method is the only analytic method available for predicting the appearence of chaos in a dynamical system. The method has been extended to predict the appearence of a heteroclinic tangency by Ling [77] and generalised to deal with regions of chaos in the parameter space of quasiperiodically forced two degree of freedom dissipative systems by Wiggins [78].
5.2 Transition to chaos in a driven pendulum with nonlinear dissipation

A driven pendulum with dissipation is known to have phase locked states as well as chaotic behaviour [79]. If the pendulum is moving through an inhomogeneous medium, the damping may be $x$-dependent. Here we consider one such situation where the damping is nonlinear and of the van der Pol type. The equation of motion of such a pendulum is,
$\ddot{x}+\sin x=A \sin \omega t-\beta \dot{x}\left(x^{2}-1\right)$
where $A$ and $\omega$ are the amplitude and frequency of the driving term while $\beta$ is the damping constant. In the spirit of the previous section, this equation can be written as,
$\dot{x}=v$
$\dot{v}=-\sin x+\epsilon\left[\beta\left(1-x^{2}\right) \dot{x}+A \sin \omega t\right]$
where $\epsilon$ is a small parameter.

The Melnikov analysis described in $\oint 5.1$ is used to analyse the onset of chaos in this pendulum. The unperturbed system corresponding to $\epsilon=0$ is integrable and its hamiltonian is
$H_{0}=\frac{v^{2}}{2}-\cos x$

The unperturbed homoclinic orbits are given by [1]
$x_{0}(t)=2 \tan ^{-1}(\sinh t)$
$v_{0}(t)=2 \operatorname{sech} t \quad \ldots(5.25)$

The Melnikov function $M\left(t_{0}\right)$ defined in (5.20), for the system given in (5.22) is then,
$M\left(t_{0}\right)=-\int_{-\infty}^{\infty}\left[\beta\left\{1-x_{0}^{2}\left(t-t_{0}\right)\right\} v_{0}^{2}\left(t-t_{0}\right)\right.$
$\left.+A v_{0}\left(t-t_{0}\right) \sin \omega t.\right] d t$

Changing the variables to $\tau=t-t_{0}$ and using the explicit forms for $x_{0}$ and $v_{0}$ from (5.24) and (5.25), $M\left(t_{0}\right)$ can be split into four integrals as

$$
\begin{align*}
M\left(t_{0}\right)= & -4 \beta \int_{-\infty}^{\infty} \operatorname{sech}^{2} \tau d \tau \\
& +16 \beta \int_{-\infty}^{\infty} \operatorname{sech}^{2} \tau\left[\tan ^{-1}(\sinh \tau)\right]^{2} d \tau \\
& -2 A \cos \omega t_{0} \int_{-\infty}^{\infty} \operatorname{sech} \tau \sin \omega \tau d \tau \\
& +2 A \sin \omega t_{0} \int_{-\infty}^{\infty} \operatorname{sech} \tau \cos \omega \tau d \tau \tag{5.27}
\end{align*}
$$

The first integral is easily evaluated while the third vanishes and we get
$\int_{-\infty}^{\infty} \operatorname{sech}^{2} \tau\left[\tan ^{-1}(\sinh \tau)\right]^{2} d \tau=\frac{\pi^{2}}{2}-4$
$\int^{\infty} \operatorname{sech} \tau \cos \omega \tau d \tau=\pi \operatorname{sech}\left(\frac{\pi \omega}{2}\right)$
$-\infty$

Using these in (5.27)
$M\left(t_{0}\right)=-\left(72-8 \pi^{2}\right) \beta+2 \pi A \operatorname{sech}\left(\frac{\pi \omega}{2}\right) \sin \omega t_{0}(5.30)$

We define a function $R(\omega)$ as
$R(\omega)=\frac{\left(8 \pi^{2}-72\right)}{2 \pi} \cosh \left(\frac{\pi \omega}{2}\right)$
Thus for $\frac{A}{\beta}>R(\omega)$, equation (5.30) shows that $M\left(t_{0}\right)$ oscillates between positive and negative values.

This indicates transverse intersections of the stable and unstable manifolds resulting in local stochasticity. Fig. 5.1 shows the variation of $R(\omega)$ with $\omega$. For values of $A$ and $\beta$ lying above the curve, the system can exhibit chaotic behaviour.

$$
\text { It is clear from (5.30) that at } A=A_{c} \text { given }
$$

by
$A_{c}=R(\omega) \beta=\frac{\left(8 \pi^{2}-72\right)}{2 \pi} \cosh \left(\frac{\pi \omega}{2}\right)$
$M\left(t_{o}, A_{c}\right)$ has a quadratic zero, in the surface of section.
ie. $M\left(t_{o}, A_{c}\right)=\frac{\partial M\left(t_{0}, A_{c}\right)}{\partial t_{0}}=0$
while $\left.\frac{\partial M}{\partial A}\right|_{A_{c}} \neq 0$
Then $A_{c}$ corresponds to a bifurcation value at which homoclinic tangency occurs. It has been shown by Holmes that the homoclinic bifurcation is the limit of a countable sequence of subharmonic bifurcations that take place inside the separatrix [74].


Fig. 5.1 - The threshold for chaos in the parameter plane as predicted by the Melnikov-Holmes criterion (5.31). Chaos can exist for parameter values corresponding to points above the curve.

However it is found that in many situations, the numerically observed threshold lies above the Melnikov prediction [75]. This is because, the Melnikov criterion does not imply that the trajectories will be asymptotically chaotic. In some cases there can be transient chaos followed by asymptotically periodic trajectories [80]. So we carried out a detailed numerical analysis of the above system.

### 5.3 Numerical Analysis

To investigate the occurence of chaotic attractors in the van der Pol pendulum, we have to rely heavily on numerical studies involving phase portraits, Poincare' maps, power spectra and computation of maximum Lyapunov exponent. We carried out a numerical integration of (5.22) using fourth order Runge-Kutta-Gills Scheme [81]. The integration was carried out in general at time steps of $\frac{1}{100}$ th of a drive period and the trajectory watched for 20 to 30 periods. There are three control parameters for the problem, namely the damping constant $\beta$, the driving frequency $\omega$ and the driving amplitude $A$.

In our studies we kept $\beta$ mostly at 0.2. A plot of the output values of $x$ and $\dot{x}$ gives the phase portraits corresponding to the chosen values of $A, \omega$ and $\beta$. To observe the Poincare' map, we plot the outputs obtained after an interval of time equal to the period of the driving force.

To explore the chaotic region in its complexity and variety, we analysed the power spectra using the Fast Fourier Transform (FFT) technique [82]. These help to distinguish chaotic bands from periodic orbits and observe the fine structure of periodic orbits embedded in bands. In the algorithm for FFT we write the $x_{k}$ values which are the outputs of the numerical integration of (5.22) as
$x_{k}=\sum^{N-1} \quad a_{l} e^{-2 \pi i k l / N}$

There is a lot of redundancy involved in the evaluation of (5.34) and FFT takes advantage of these to reduce substantially the number of operations required. To eliminate spurious frequency components, a cosine bell or some other tapering function is
applied to the output before FFT is applied [83].

The computation of the maximum Lyapunov exponent $\sigma_{\max }$ can be used as a test for chaos. To compute $\sigma_{\text {max }}$, we write (5.21) as an autonomous system of first order differential equations as
$\dot{x}_{1}=x_{2}$
$\dot{x}_{2}=-\sin x_{1}+\beta\left(1-x_{1}^{2}\right) x_{2}+A \sin x_{3}$
$\dot{x}_{3}=\omega$

The variational system of equations for the tangent vector $w$ is given by
$\dot{w}_{1}=w_{2}$
$\dot{w}_{2}=-\left(\cos x_{1}+2 \beta x_{2} x_{1}\right) w_{1}+\beta\left(1-x_{1}^{2}\right) w_{2}$
$+\left(A \cos x_{3}\right) w_{3}$
$\dot{w}_{3}=0$
We take $w_{3}=1$ and for an initial $w_{0}$ and $x_{0}$ soive the above two sets of equations. $w$ is normalised to a norm of unity every $\tau$ seconds [84,30]. Thus
$d_{k}=\left\|w_{k-1}(\tau)\right\|$
with $w_{k}(0)=\frac{\left\|w_{k-1}(\tau)\right\|}{d_{k}}$

Then from (1.26),
$\sigma_{\max }=\lim _{n \rightarrow \infty} \frac{1}{n \tau} \sum_{j=1}^{n} \ln d_{i}$

A positive value for $\sigma_{\max }$ is the signature of chaos.

The prominent features of our numerical studies are summarised below.

## Chaotic attractor at low frequencies

Because of the nonlinear dissipative term, the system in (5.22) would always enter into a limit cycle behaviour, which makes it difficult to trace the region near the separatrix. For small values of $\omega$, the phase portraits below the Melnikov threshold $A_{c}$, show periodic orbits near the separatrix. For $\omega=0.04$ and $\beta=0.2, A_{c}=0.22$. Fig. 5.2 shows the phase portrait for $A=0.1$. The Poincare' map corresponding to this value reveals a periodic 5 cycle. The system becomes chaotic for $A>0.25$. The chaotic attractor for $A=0.6$ and the corresponding $F F T$ are given in Fig. 5.3. We computed $\sigma_{\max }$ at this frequency and found it to be equal to $-2.5 \times 10^{-2}$ for $A=0.1$,


Fig. 5.2 - Phase portrait of the van der Pol pendulum for $\omega=0.04, \beta=0.2$ and $A=0.1$.


Fig. 5.3.a. - Phase portrait of the chaotic attractor of the system corresponding to $\omega=0.04, \beta=0.2$ and $\mathrm{A}=0.6$.


Fig. 5.3.b. - The power spectrum using FFT for the chaotic attractor given in Fig.5.3.a. Log (power) is plotted along the Y-axis with frequency along the X-axis.
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Fig. 5.3.c. - The Poincare map of the chaotic attractor for parameter values $\beta=0.2, \omega=0.04$ and $A=0.6$.
while it is $9.8 \times 10^{-2}$ for $A=0.6$. This confirms the existence of a chaotic attractor for $A=0.6$.

Qualitatively the same type of behaviour exists for frequencies upto $\omega=0.06$.

## Band formation and period-doubling sequence

 inside the bandFor values of $\omega$ lying in the range $0.08<\omega<1$, the system shows a tendency towards the formation of a thick or band-like limit cycle. For a pendulum with a dissipation of the usual type ie. $\beta \dot{x}$, the limit cycle forms the stable attractor of the system. However, here because the dissipation has a quadratic dependence on $x$, the system has to adjust continuously as $x$ changes along the trajectory and this repeated attempt to approach a limit cycle leads to a thick band like limit cycle. We observe that this occurs below the Melnikov criterion, but near escape from the potential well. Thus for $\omega=0.4$, the band exists for A lying between 0.1 to 0.28 . Fig. 5.4 shows such a band for $A=0.2$.

The FFT analysis for these values reveals some hidden periodicity inside the band. For A<O.2, FFT


Fig. 5.4 - The band-like limit cycle in the phase space for $\omega=0.4, \beta=0.2$ and $A=0.2$.
shows only four fundamental modes while at $A=0.21$, a period-doubling takes place producing peaks on either side of the original modes. The next two period doublings occur at $A=0.217$ and 0.218 . This sequence of period-doublings are clear from the FFT given in Fig. 5.5. These, we presume, are subharmonic bifurcations that take place inside the separatrix. The sequence is found to accumulate near $A \approx 0.27$. This accumulation point should correspond to the homoclinic bifurcation value. Using (5.32) this works out to be $A_{c} \approx 0.2667$, very close to the value obtained using the FFT analysis.

For slightly higher values of $A$, ie $A>0.27$, the trajectory extends from $-\pi$ to $+\pi$ spending most of the time near $\pm \pi$. When $A$ increases beyond 0.29 , the system either jumps to a nearby fixed point or diverges to $\infty$. This type of behaviour usually coincides with a homoclinic tangency of the separatrix [85].

The maximum Lyapunov exponent computed for different values of $A$ corresponding to the band are given in Table 5.I. We find that $\sigma_{\max }$ is small but negative for low values of $A$. However just before


Fig. 5.5.a. - The FFT of the band shown in Fig. 5.4 for $\beta=0.2$, $\omega=0.4$ and $A=0.2$, revealing four fundamental modes.
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Fig. 5.5.b. - The FFT at $A=0.21$. The additional peaks on either side of the four fundamental modes, indicate a perioddoubling has taken place inside the band
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Fig. 5.5.c. - The FFT corresponding to $A=0.217$, when a second period-doubling takes place.
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Fig. 5.5.d. - The FFT for $A=0.218$, after the third period-doubling.


Fig. 5.5.e. - The FFT corresponding to $A=0.27$, at the accumulation point of the period-doubling bifurcations.

Table 5.I - The maximum Lyapunov exponent computed for $\omega=0.4, \beta=0.2$

| $A$ | $\sigma_{\max }$ |
| :---: | :---: |
| 0.18 | $-6.14 \times 10^{-6}$ |
| 0.2 | $-5.73 \times 10^{-6}$ |
| 0.26 | $+3.88 \times 10^{-7}$ |
| 0.3 | $+1.61 \times 10^{-5}$ |
| 0.35 | $+1.79 \times 10^{-5}$ |

```
escape from the well, \sigmamax acquires small positive
values.
```

For higher values of $\omega$, the same type of behaviour is generally observed. However at $\omega=1$, the band which exists for A<O. 3 , splits into periodic trajectories. Thus at $A=0.3$, we observe asymptotically a periodic 4 cycle, as given in Fig. 5.6. When $A$ is increased further, the driving force predominates and the system tends to a onecycle having the same periodicity as the external force. However we observe some transient chaos in this region before the trajectory settles down to the one-cycle (Fig. 5.7).

## Instability of the centre

For the unperturbed system, the centre $(0,0)$ is an elliptic fixed point. But for sufficiently large values of the perturbation, the centre is unstable and trajectories starting near it, spiral away. We find that the stability of the centre is determined by the parameter $\beta$ and that the stability is lost through a bifurcation. Fig. 5.8 shows a two-cycle at $\beta=0.0005$.


Fig. 5.6.a. - The periodic four cycle observed at $\beta=0.2, \omega=1$ and $A=0.3$.
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Fig. 5.6.b. - The FFT of the trajectory given in Fig. 5.6.a. revealing a periodic four cycle.


Fig. 5.7. - The asymptotic one cycle observed with the periodicity of the driving term, at $A=0.5, \beta=0.2$ and $\omega=1$.


Fig. 5.8. - The periodic two cycle existing near the centre ( 0,0 ) just before it becomes unstable corresponding to $\beta=.0005$, $\omega=0.4$ and $\mathrm{A}=0.01$.

### 5.4 Effect of external noise

External noise is an unavoidable factor in actual experiments. So a full understanding of a physical system necessitates the inclusion of external noise in the theory. Though chaotic behaviour is possible and quite common in nonlinear dynamical systems without external noise, the response of the system to noise is interesting especially near bifurcation points. In general, noise plays a rather constructive role in the theory of chaotic phenomena [86]. In the case of one dimensional maps, it is found that external noise will wash out all details in higher order bifurcation sequences [87]. This results in a truncation of the infinite sequence and chaos sets in earlier at $\lambda_{\infty}(\rho)<\lambda_{\infty}(0)$, where $\rho$ is the noise strength. Thus noise acts as a disordering field here [88]. There are situations where noise destabilises the chaos and produces some kind of order. The transition to order is characterised by a sharpening of the power spectrum, abrupt decrease of entropy and
appearence of negative Lyapunov exponent etc [89].

It is of considerable interest to study how the presence of noisy perturbations can affect the variety of dynamical behaviour observed in the system, discussed in §5.3. Noise is usually modelled by the addition of a random term to the deterministic dynamical equations. The equations of motion (5.22) modify as

$$
\begin{align*}
& \dot{x}=v \\
& \dot{v}=-\sin x+\left[\beta\left(1-x^{2}\right) \dot{x}+A \sin \omega t\right] \\
&+\Gamma(t) \tag{5.39}
\end{align*}
$$

We take $\Gamma(t)$ to be amplitude limited or rectangular noise with amplitude $\Gamma_{0}$. This corresponds to finite power fluctuations in an actual system.

For small values of $\omega$, we find noise levels upto 0.01 have no significant effect on the trajectories. But for $\Gamma_{0} \approx 0.1$, the onset of chaos is earlier. For $A=0.6$ we study the effect of noise for various levels of noise amplitudes. The number of frequencies $N$ within a power range, is plotted against the noise level $\Gamma_{0}$ in Fig. 5.9. It is clear that noise reduces $N$ considerably thus


Fig. 5.9. - The number of peaks $N$ lying within a definite power range is plotted against noise level $\Gamma_{0}$. It is clear that N is reduced considerably for non zero values of $\Gamma_{0}$.
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Fig. 5.10. - The FFT for $\omega=0.4, \beta=0.2$ and $A=0.6$, in the presence of an external noise of amplitude $\Gamma_{0}=10-6$.

```
indicating a tendency towards order. This is also
evident from the peaking of the whole spectrum
about a definite frequency (Fig. 5.10). Such
noise-induced order was observed earlier by
Matsumoto and Tsuda [89].
```

The period-doubling inside the band takes place earlier in the presence of noise. Thus when $\Gamma_{0}=0.01$, even at $A=0.2$, the FFT looks like that at $A=0.218$ with $\Gamma_{0}=0$. This is given in Fig. 5.11. At higher frequencies, the introduction of noise clears away the transient chaos observed earlier. So the periodic nature of the trajectory is established quite early in time, whereas without noise the periodicity is observed only asymptotically (Fig. 5.12).

Thus we find external noise reduces the randomness of the strange attractor at low frequencies and speeds up the bifurcation sequence inside the band while at higher frequencies, it wipes out the transient chaos.


Fig. 5.ll.a. - The FFT in the presence of a noise of amplitude $\Gamma_{0}=0.01$, for $\omega=0.4, \beta=0.2$ and $\mathrm{A}=0.2$. This is to be compared with the FFT given in Fig. 5.5.d. with $\Gamma_{0}=0$ and $A=0.217$.


Fig. 5.11.b. - The FFT with noise of amplitude $\Gamma_{0}=0.01$ at $\omega=0.4, \beta=0.2$ and $A=0.22$.


Fig. 5.12 - The phase portrait for $\omega=1$, $\beta=0.2, A=0.3$ and $\Gamma_{0}=0.01$. The periodic four cycle is established very soon in the presence of noise while without noise, the periodicity is evident only asymptotically.
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[^0]:    The Feigenbaum Scenario
    This is the most commonly occuring and consequently the most widely explored route to chaos. In this, the mechanism is a pitch fork bifurcation, an infinite cascade of such period-doublincs leading

