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ABSTRACT

In the recent years protection of information irgiwl form is
becoming more important. Image and video encrypkias applications in
various fields including Internet communicationsultimedia systems,
medical imaging, Tele-medicine and military comnuations. During
storage as well as in transmission, the multimedfarmation is being
exposed to unauthorized entities unless othervwdsguate security measures
are built around the information system. There rasny kinds of security
threats during the transmission of vital classifiedormation through
insecure communication channels. Various encryeiremes are available
today to deal with information security issues. tdDancryption is widely
used to protect sensitive data against the sedtrgat in the form of “attack
on confidentiality”. Secure transmission of infotioa through insecure
communication channels also requires encryptiothatsending side and
decryption at the receiving side. Encryption af&atext message and image
takes time before they can be transmitted, causorgsiderable delay in
successive transmission of information in real-titneorder to minimize the
latency, efficient encryption algorithms are neededAn encryption
procedure with adequate security and high throughigu sought in
multimedia encryption applications. Traditional syetric key block ciphers
like Data Encryption Standard (DES), Advanced Eption Standard (AES)
and Escrowed Encryption Standard (EES) are natiefii when the data size
is large. With the availability of fast computingots and communication
networks at relatively lower costs today, thesegrton standards appear to
be not as fast as one would like. High throughmatgption and decryption
are becoming increasinglynportant in the area of high-speed networking.

Fast encryption algorithms are needed in these ftaykigh-speed secure



communication of multimedia data. It has been shdhat public key
algorithms are not a substitute for symmetric-kéyoathms. Public key
algorithms are slow, whereas symmetric key algor#lgenerally run much
faster. Also, public key systems are vulnerablehosen plaintext attack.

Symmetric-keycryptography has been and still is extensively used
solve the traditional problem of communication owaer insecure channel.
The communication technology has advanced overdbtent years and as a
consequence communication over networks has bedaster demanding
fast cryptographic transformations for high-speeduse communications.
This has been the motivation behind the researchk u@ading to the
development of an efficient encryption scheme tisapresented in this
thesis.

In this research work, a fast symmetric key endoyptscheme,
entitled “Matrix Array Symmetric Key (MASK) encryipin” based on matrix
and array manipulations has been conceived andapeee Fast conversion
has been achieved with the use of matrix table-lgolsubstitution, array
based transposition and circular shift operatidret tare performed in the
algorithm.  MASK encryption is a new concept in syairic key
cryptography. It employs matrix and array manigalattechnique using
secret information and data values. It is a blapker operated on plain text
message (or image) blocks of 128 bits using a s&ere of size 128 bits
producing cipher text message (or cipher imagegksiof the same size.
This cipher has two advantages over traditiondteip. First, the encryption
and decryption procedures are much simpler, andezprently, much faster.
Second, the key avalanche effect produced in thleeciext output is better
than that of AES.



The thesis is organized in six chapters. Chapiisdusses potential
security issues involved in the storage and trassiom of digital data in and
around an information system and briefly explaingptography and the
various types of cryptographic tools available foformation security
services. Different mechanisms to deal with seguaitacks on digital data
transmitted over communication networks are alsesgmted. Comparison
between the various types of cryptography, thamitdtions and their
applications where they are most suited are gilteis. also discussed how
the available tools in combination can addressouarisecurity issues that
exist in communication of digital data over insecwhannels. String and
block ciphers are discussed and a list of popularygtion algorithms is also
presented. The need for symmetric key encryptiorséoure transmission of

information over insecure communication channeledgcated.

Chapter 2 explores the history and earlier devetogai work on
cryptography. The cryptography prevailed since \Wownar-1l has been
reviewed in brief. Some of the symmetric key cighand the popular
encryption standards such as DES and AES are dmsgusStandard

references for classical cryptanalysis are alswated.

Chapter 3 describes in detail the concept and zegan of the
proposed MASK encryption technique. The encrypadgorithm, based on
matrix and array manipulations, using secret kay sub keys is discussed.
Three major functional blocks of the encryption estle viz. matrix
initialization, key schedule, substitution and dgion are explained. Basic
test results obtained using plaintext messages images are presented.
Characteristics of the proposed encryption schenteAES are compared.
Results showing improvement on the key avalancfezteproduced in AES

by replacing the key schedule of AES with that ASK are also included.



Chapter 4 presents the detailed tests and anagaducted on the
cipher MASK, with gray scale and colour images. tiStigal analysis
including histogram analysis, adjacent pixel catieh analysis and mean
value analysis have been carried out and the sesale presented.
Comparison of the results obtained frdASK and AES is also presented.
Measurements of encryption quality and encryptipeesl are carried out

with different image sizes and the values are ttidl

Chapter 5 presents security analysis of MASK erntaypscheme.
Security attacks such as statistical attack, cipleronly attack, known
plaintext attack, chosen plaintext attack, linead aon-linear attacks are
considered. Statistical data using images and tehdinare obtained and
presented. Results obtained from AES are also slomwsomparison.

Chapter 6 gives the conclusions and scope fordurgsearch work.
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Chapter 1

Introduction

This chapter discusses potential security issues involved in the
storage and transmission of digital data in and around an information
system. Different mechanisms to deal with security attacks and various types
of cryptographic tools available for information security services are
discussed. The need for symmetric key encryption for secure transmission of
information over insecure communication channels is indicated. The
chapter also discusses how the available tools in combination can address
various security issues that exist in communication of digital data over

insecure channels.







1.1Security Issues in Data Storage and Transmission

In the recent past information is being handleddigital format
because it is easy to store, process and transgithlddata over long
distances without loss of quality. Advances in catep science and
communication technology have enabled easy acaessfdrmation and
facilitated electronic commerce around the worldhe Tamount of trade
conducted electronically has grown extraordinanith widespread Internet
usage. There are various activities happening girooetworks such as
electronic money  transfesupply  chain managemeitternet
marketing,online transaction processirglectronic data interchanggeDI),
inventory managemeslstems and automated data collection systemdl. In a
these applications the security of information exuaed through networks is
very critical and information security has beconsedous matter of concern
in recent times [1]Cryptography is an important tool in modern electronic
security technologies to protect valuable inforim@atresources on intranets,
extranets, and the Internet [2]. It has been usstbritally as a means of
providing secure communication between individugs/ernment agencies

and military forces.

Over the centuries, an elaborate set of protocots mechanisms
have been created to deal with information secuisigues while the
information was being conveyed by physical docusebturing the last
century, mathematical algorithms have been devdldpesncrypt classified
and sensitive information. The objectives of infatman security cannot be
achieved fully through mathematical algorithms gndtocols alone, but
requires procedural techniques and abidance of tavexhieve the desired
result. The way information has been stored didaimainge much over the

time in the past. Information has been typicallgratl and transmitted on



paper. Much of the information presently residesneagnetic, optical or

electronic media and is being transmitted via mi@munications systems.
During these days, with digital systems, it hasobee very easy to copy and
alter information as one would like. Thousandsdehtical copies could be
made from a piece of information stored electrdiycand each of them is
indistinguishable from the original. This has beeery difficult when

information was stored on paper. So it has becoetessary to incorporate
some means to ensure information security thatngdependent of the
physical medium of recording or transmission. Tw@uld ensure that the
objectives of information security rely solely oigital information itself.

One of the fundamental tools used in informatiocusigy is the signature.
It has been (and still is) a building block for mpaother services such as
non-repudiation, data origin, authentication, ifes#tion and witnessing to
mention a few. With electronic information, thencept of signature is
different in a way that it cannot simply be somethunique to the signer and
independent of the information signed. Electroreplication of it is so

simple that appending a signature to a documensigoed by the originator
is almost a triviality. For dealing this in eleatio format, analogues of the
paper protocols currently in use are required. @hee many aspects to
information security associated with applicatiomanging from secure
commerce, payments through network communicationd protecting

passwords. Cryptography has been an essentialdlomiformation security

during storage and communication.

The objective of modern cryptosystems is not tovigle perfect or
risk-free security. Rather, the objective of cryptphy-based security is to
protect information resources by making unauthdrizequisition of the

information or tampering with the information marestly than the potential



value that might be gained. Because the value tdrimation usually
decreasesver time, good cryptography-based security pretedormation
until its value is significantly less than the cosillicit attempts to obtain or
tamper with the information. Good cryptography, wheproperly

implemented and used, makes attempts to violatgisgcost-prohibitive.
1.2 Aspects of Information Security

An information system is said to be secure if thieguirements are
satisfied. First, the system (hardware and all irequsoftware) should be
made available to the authorized users whenevsrraquired (this implies
Availability). Second, the information should be available dalgputhorized
users of the system (this impli€onfidentiality). Third, the information
available in a system should be authentic (thislisspntegrity). These

security aspects in an information system are shawAgure 1.1.

Secure

J

Figure 1.1. Security Aspects of an Information 8yst

1.2.1 Security Attacks

A security attack is an act that compromise on sheurity of
information owned by an organization. The attaabsla be launched when

the information exists in a system or while theomniation is being



transmitted over any communication networks or aoe&s When

information is transmitted over networks, theresexertain security threats.
Different security attacks during the transmissadrinformation over open
networked systems are illustrated in Figure 1.2 amtussed in the

following sections.
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Figure 1.2. Security Attacks on Information Systef@) Attack on Availability
(b) Attack on Confidentiality (c) Attack on Integriand (d) Attack on Authenticity.

1.2.1.1 Interruption

It is a kind of attack launched by an opponengnded to block the
communication of information between legitimate rasen a networked
system. The opponent tries to make the communitat@nnel unavailable
by tampering the communication line or by making tthannel busy by
continuously transmitting unwanted messages. Figjl#@) depicts this kind

of attack. In this Figure, an entity (person orciriae) sending information



is denoted as A, the intended receiving entitynefinformation is denoted as
B and H represents man-in-the-middle who is tryimgaunch an attack on

the information system.
1.2.1.2 Interception

This is a kind of attack on confidetitya by which a message
transmitted by a person (or organization), oveetvork is being intercepted
by a hacker H, for the purpose of releasing thesags contents to other
parties. The attacker would also be able to maktafic analysis and find
the parties with whom the originator of the messagemmunicates. The
intention of the hacker is to provide such inforimatto an opponent
(a company or organization) of the originator af thessage in order to gain
monitory benefits. Figure 1.2(b) depicts this kofdattack.

1.2.1.3 Modification

This is a kind of attack on integrity of messageerehby an opponent
modifies the contents of a message sent by areg# user. The opponent
intercepts a message sent by a legitimate usemakeés modifications on
the message. Then the modified message is forwardethe intended

recipient. Figure 1.2(c) depicts the attack oegnity of message.
1.2.1.4 Fabrication

This is a kind of attack on authenticity.message is created by the
attacker and the same is being sent to recipierduch a way that the
recipient believes that the message has been atggirfrom an authorized
sender. Thus the receiver of the message is béiegted and the attacker
could manage to gain monitory benefits or any ofhensonal gains using
this kind of attack. Sometimes the attacker mayvbeking as an agent of

some organization. This kind of attack is depidteBigure 1.2(d).



1.2.2 Security Mechanisms

In a networked environment, security meddras should be
incorporated into the appropriate protocol layeorder to provide some of
the Open Systems Interconnect (OSI) security sesviSome of the services

are discussed in the following sections.
1.2.2.1 Data Encryption

Encryption is a tool that uses mathematical algorg to transform
data into a form that is not readily intelligiblEhe attack on confidentiality

could be effectively addressed by the use of erinyf information.
1.2.2.2 Digital Signature

Digital signature is a kind of cryptographic tramshation of a data
unit that allows a recipient of the data unit toy® the source and integrity
of the data unit and protect against forgery. Tite@ck on authenticity could

be addressed by the use of digital signature.
1.2.2.3 Access Control

There are many mechanisms such as the use of passwammetric
information etc. to enforce access rights to infation resources. This could

be used to address the issues of unauthorizedsaiccggormation system.
1.2.2.4 Data I ntegrity

A variety of methods could be used to check thegrity of data unit
or stream of data units in an information packdgessage digest or hash
value of message generated using MAC/Hash algositbould be attached
to a message before transmission. At the receisidg the MAC code or
hash value could be computed from the message amgpazed with the

received MAC code or Hash value to ensure integifityformation.



1.2.2.5 Authentication Exchange

Authentication exchange is a mechanism intendecertsure the
identity of an entity by means of information exofa. This could be
facilitated by the use of User ID and Passwords Tker or entity upon
request submits the user ID and password to theeraybefore entering a

transaction.
1.2.2.6 Notarization

Digital certificate obtained from austed third party (TTP) could be
used to ensure the identity of a person or enfityequired before the

communication.
1.2.2.7 Traffic Padding

It is a method of insertion of bits into gaps andata stream to
frustrate traffic analysis attempts by an oppondinis would confuse the
opponent by making the opponent think that actwh dransactions are

going on in the channel.
1.3 Cryptography and Information Security

The proliferation of computers and communicatiogstems in the
1960s have brought with it a demand from the peiv&ctor for means to
protect information in digital form and to providsecurity services.
Beginning with the work of Feistel at IBM the early 1970s and culminating
in 1977 with the adoption as a U.S. Federal InfdromaProcessing Standard
for encrypting unclassified information, DES, that® Encryption Standard
[3], has become the most well known cryptographegchanism in history.
It remained the standard means for securing el@ctmommerce for many

financial institutions around the world. Achievingormation security in an
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electronic society requires a vast array of teciniand legal skills.

The technical means is being provided through ogy@iphy.

Many organizations today have computerized infdimnasystem,
where all the computers in one department are beomgected to a server
via some kind of local area network (LAN). Furthdifferent departments
are also being provided with computer connectigty that information
exchanges could be made between the departmeraisdashen required.
Some large organizations have offices spread overnda territory and
computers in these offices have been interconnaedtewide area network
(WAN). Large organizations could use public netvgoflar the connectivity
outside its premises and could also depend onniettdor its data transfer
requirements. These public networks or the Intedeethot guarantee any
security of information being communicated over sthe networks.
Individuals using internet for online business #&ahking applications also
encounter security problems leading to diversiorfuoids and confidential
information such as user ID, passwords etc. Anyehe has access to these
public networks could (if intended) intercept th#ormation being sent
through them. Further, anyone can alter the costemd forward the
message to the intended recipient or anyone cagueesle as someone else
and send messages to cheat people. Thus, it cauldebn that many
organizations and individuals depend upon openipuietworks that are not
secure for information transfer. The informatioeirty transmitted over
these networks are subject to various kinds of ritgcrisks as discussed
earlier. To counteract these security risks, sgcurechanisms have to be
introduced and security services have be provideidewnessages are being

created and transmitted over insecure communicatannels.
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Cryptography is central to managing these kirfdss&s involved in
information communication over insecure networks aymmunication
channels. Information exchange plays a vital ral@lmost every aspect of
human activities. To achieve this, there are seceenputers and networks
through which all other systems are interconnedttye amounts of data
are moving over these kinds of communication nekwiorSecurity of
information stored in computer system’s storagasuas well as that which
is being transferred through the communication nétvwhave to be ensured
so that the information does not reach unauthorimetts for misuse. In the
recent years, protection of information in digifarm has become more
important as there are many kinds of security kt@an information systems.
Image and video encryption have applications inowar fields including
Internet communications, multimedia systems, medicianaging,
Tele-medicine and military communications [4]. Ancgyption procedure
with adequate security and high throughput is sbugh multimedia
encryption applications. Traditional block ciphdike Data Encryption
Standard, Advanced Encryption Standard [5] and dwged Encryption
Standard [6] are not efficient encryption scheméigh throughput
encryption and decryption are becoming increasimgjyortant in the area of
high-speed networking [7]. Fast encryption aldons are needed these days
for high-speed secure communication of multimedsdad8]. Public-key
cryptographic algorithms are slow, whereas Symmwiely cryptographic
algorithms generally run much faster [9]. Symnuekey cryptography has
been and still is extensively used to solve thalitial problem of
communication over an insecure channel [10]. Durcgmmunication,
information is being received and misused by adw@s by means of
facilitating attacks at various nodes as well as tba lines used in
communication [11]. Data encryption using cryptgra methods is the
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most effective means to counteract the securigchst[12] launched against
any information system. The goals of cryptograplhg given in the

following section.
1.3.1Cryptographic Goals

As mentioned earlier, in Section 1.2, there are foasic security
objectives upon which any other objectives coulddeeived. These are
1) Privacy or confidentiality 2) Data integrity 3Authentication and
4) Non-repudiation. A fundamental goal of cryptquma has been to
adequately address these four areas in both theony practice.
Cryptography is about the prevention and detectibcheating and other
malicious activities. Cryptography, over the adess been an art practiced
by many who have devised ad-hoc techniques to rseate of the
information security requirements. The last twefitye years have been a
period of transition as the discipline moved fromaat to a science. There
are now several international scientific conferendevoted exclusively to
cryptography and also an international scientificgamization, the
International Association for Cipher Research (IACRimed at fostering
research in the area. Many research papers hawaarmgobin international
journals and conference proceedings. Diffie andirrbat [13] introduced
trapdoor one-way functions. Merkle [14] describedm@ans to obtain
public-key encryption schemes. The basic conceptsrygptography are
being treated quite differently by various auth@@ne being more technical
than others. Brassard [15] provided a concise authnically accurate
account. Schneier gave a less technical but vecgsadle introduction.
Saloma [16], Stinson [17] and Rivest [18] presentedre mathematical
approaches. Diffie and Hellman [19] makes a conspariof encryption

scheme with a resettable combination lock. Kercafesiderata [20] had
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been originally created in French and the trarstathade available by Kahn
[21]. Shannon [22] suggested desirable featuregyadd cryptographic

transformations.
1.3.2Cryptographic Transformations

A cryptographic transformation is a procedure tlchanges an
intelligible message (or data) into an apparenthyniglligible message
(or data) by using logical and/or arithmetic operasd. Usually, the
transformation is performed in association withreemformation calledkey.
Let K denote a set called tley space. An element oK is called &ey. Each
elemente ¢ K uniquely determines a bijection frokt (Message spagé¢o C
(ciphertext space), denoted IBg, is called an encryption function or an
encryption transformationEe must be a bijection if the process is to be
reversed and a unique plaintext message recovesededch distinct
ciphertext. For eacH ¢ K, Dd denotes a bijection fror@ to M thenDd is
called a decryption function or decryption transfation. The process of
applying the transformatioBe to a messagm ¢ M is usually referred to as
encrypting m or the encryption ofm. The process of applying the
transformationDd to a ciphertext is usually referred to adecrypting c or
the decryption of c. An encryption schemeonsists of a setHe: e ¢ K} of
encryption transformations and a corresponding {d&t: d ¢ K} of
decryption transformations with the property thatdéach ec¢ K there is a
unique keyd € K such thaDd=(Ee)™ that is,Dd(Ee(m)) = m for all me M.
An encryption scheme is referred to asipher. The keyse andd in the
preceding definition are referred to akegt pair and sometimes denoted by
(e, d), eandd can be same also. To constrantencryption scheme requires
one to select a message spllca ciphertext spacg, a key spacg, a set of

encryption transformationsEg: e ¢ K}, and a corresponding set of
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decryption transformationsDd: d ¢ K}. An encryption scheme could be
used as follows for the purpose of achieving canftdhlity. Two partiesX
and Y first secretly choose or secretly exchange a kay @ d). At a
subsequent point in time, K wishes to send a messages M to Y, X
computesc = Eg(m) and transmits this t§. Upon receiving cY computes
m = Dd(c) and hence recovers the original messag¥sing transformations
that are similar and characterized by keys, if sorparticular
encryption/decryption transformation is revealednttone does not have to
redesign the entire scheme but simply change the keis a sound
cryptographic practice to change the keys (enayfutecryption
transformation) frequently. A fundamental premisecryptography is that
the setdV, C, K, {Ee: ec K}, {Dd: d ¢ K} are public knowledgeNhen two
parties wish to communicate securely using an guicny scheme, the only
thing that they keep secret is the particular kay (@ d) which they plan to
use, and which they must decide in advance. Ongaanadditional security
by keeping the class of encryption ahetryption transformations secret but
one should not base the security of the entire mehen this approach.
History has shown that maintaining the secrecyefttansformations is very
difficult indeed. An encryption scheme is said eéolveakable if a third party,
without prior knowledge of the key paie,d), can systematically recover
plaintext from corresponding ciphertext within soapgporopriate time frame.
It is possible to break an encryption scheme bingrall possible keys so as
to find out the actual key used by the communicpparties (assuming the
class of the encryption functions is public knovgell This is called an
exhaustive search of the key space. It follows titve the possible number
of keys (i.e. the size of the key space) shouldabge enough to make this
approach computationally infeasible. It is the obye of designer of an
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encryption scheme to make sure that exhaustiveskaych method wilhot

help crypt analysis that yield plaintext from ciptest.

1.3.3 Types of Cryptographic Transformations

There are several ways of classifying cryptograjlgorithms. They
are categorized based on the number of keys thateanployed for
encryption and decryption, and further defined lgirt application and use.

The three types of algorithms being used are lisedaw.

1) Symmetric Key Cryptography (SKC) using a single Key both

encryption and decryption.

2) Public Key Cryptography (PKC) using separate keyseincryption

and decryption

3) Hash Functions that use a mathematical transfoomatid

irreversibly ‘encrypt’ information without using grkey.

1.3.3.1 Symmetric Key Cryptography (SKC)

With symmetric key cryptography, a single ke used for both
encryption and decryption. A sender uses the keysdme set of rules) to
encrypt the plaintext and sends the ciphertexh&receiver. The receiver
applies the same key (or rule set) to decrypt tlessage and recover the
plaintext. With this form of cryptography, it is @bus that the key must be
made known to both sender and receiver of inforonatand that the key

must be kept secret.

The biggest difficulty with this approach, ajurse, is the distribution of
the key. Symmetric key cryptographic schemes anemgdly categorized as

being either stream ciphers or block ciphers. &tregphers operate on a
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single bit (byte or computer word) at a time anglement some form of
feedback mechanism so that the key is constantdipging. The symmetric

key cryptosystem is illustrated in Figure 1.3.

SKC
(Encryption)

SKC
(Decryption)

! !

0% Symmetric keys °%

Figure 1.3. Symmetric Key Cryptosystem.

A block cipher is so-called because the schemgyptscone block of
data at a time using the same key on each bloclgemeral, the same
plaintext block will always encrypt to the samehgpext when using the
same key in a block cipher whereas the same pkintdl encrypt to

different ciphertext in a stream cipher.

Stream ciphers come in several types but two amhwoentioning
here. 1) Sdf-synchronizing stream ciphers calculate each bit in the key
stream as a function of the previomdits in the key stream. It is termed
“self-synchronizing” because the decryption process stay synchronized
with the encryption process merely by knowing haw ihto then-bit key
stream it is. One problem here is error propagat@ngarbled bit in
transmission will result inn garbled bits at the receiving side.
2) Synchronous stream ciphers generate the key stream in a fashion
independent of the message stream but by usingsdinee key stream
generation function at sender and receiver. Whiteasn ciphers do not
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propagate transmission errors, they are, by theure, periodic so that the

key stream will eventually repeat.

A block cipheris an encryption scheme that breaks up the pldintex
messages to be transmitted into strings, calledkbl@f a fixed length and
encrypts one block at a time. Most well-known syrtrioekey encryption
techniques are block ciphers. Two important clasdeblock ciphers are
substitution ciphers and transposition ciph@m®duct ciphers combine these
two operations in the procedure. Symmetric key lblaphers are the most
prominent and important element in many cryptogi@plsystems.
Individually, they provide confidentiality. As aridamental building block,
their versatility allows construction of pseudoramd number generators,
stream ciphers, and hash functions. They coulthéunore serve as a central
component in message authentication techniques,intayrity mechanisms,
entity authentication protocols and digital sigmatisschemes. No block
cipher is ideally suited for all applications, eube one offering a high level
of security. This is a result of inevitable tradésorequired in practical
applications considering speed requirements, menlonytations and
constraints imposed by implementation platforms.atidition, efficiency

must typically be traded off against security.

A block cipher can be operated in Electronic Codébi@&CB) mode,
Cipher Block Chaining (CBC) mode, Cipher FeedbaCkHK) mode and
Output Feedback (OFB) mode. ECB mode is the simpfasst obvious
application. The secret key is used to encryptpllaetext block to form a
ciphertext block. Two identical plaintext blockbeh, will always generate
the same ciphertext block. Although this is the homenmon mode of block
ciphers, it is susceptible to a variety of brutezéoattacks. CBC mode adds a

feedback mechanism to the encryption scheme. In,GBE€ plaintext is
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XOR-ed with the previous ciphertext block prioraiacryption. In this mode,

two identical blocks of plaintext never encrypthe same ciphertext.

CFB mode is a block cipher implementation as a®sgithronizing
stream cipher. CFB mode allows data to be encryjptedits smaller than
the block size, which might be useful in some agpions such as
encrypting interactive terminal input. If we werging 1-byte CFB mode, for
example, each incoming character is placed intafaregister the same size
as the block, encrypted, and the block transmitt¢dhe receiving side, the
ciphertext is decrypted and the extra bits in tloelo(i.e., everything above

and beyond the one byte) are discarded.

OFB mode is a block cipher impleta¢éion conceptually similar
to a synchronous stream cipher. OFB prevents tme ggaintext block from
generating the same ciphertext block by using awrnal feedback
mechanism that is independent of both the plainexd ciphertext bit
streams. The most popular SKC algorithms are DEHSS,ADEA, CAST
128, RC5, RC6 and Blowfish.

DES [3] is the most common SKC scheme used foryption for
nearly a quarter century. DES was designed by IBMthe 1970s and
adopted by the National Bureau of Standards (NB&skntly the National
Institute for Standards and Technology (NIST)] 871 for commercial and
unclassified government applications. DES is a Weldpher employing a
56-bit key that operates on 64-bit blocks. AES 4k become the official
successor to DES in December 2001. AES uses an Sik€me called
Rijndael, a block cipher designed by Belgian crgpaphers Joan Daemen
and Vincent Rijmen. The algorithm can use a vaedidbck length and key

length; the latest specification allowed any comabon of keys lengths of
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128, 192, or 256 bits and blocks of length 128,, 182256 bits. CAST-128
[76, 77] is a DES-like substitution-permutation iy algorithm, employing
a 128-bit key operating on a 64-bit block. CAST-288-C 2612) is an
extension of CAST-128, using a 128-bit block sirel @ variable length
(128, 160, 192, 224, or 256 bit) key. CAST is nanfiedits developers,
Carlisle Adams and Stafford Tavares and is avalaiviternationally.
International Data Encryption Algorithm (IDEA) [4lis a secret-key
cryptosystem written by Xuejia Lai and James Masse$992 a 64-bit SKC
block cipher using a 128-bit key. RC5 [43] is adi-cipher supporting a
variety of block sizes, key sizes and number ofrgston passes over the
data. RC6 [80] is an improvement over RC5. RC6 wa® of the
submissions for selection to AES. Blowfish [48risymmetric 64-bit block
cipher invented by Bruce Schneier optimized fol82rocessors with large
data caches, it is significantly faster than DESadPentium / PowerPC-class
machine. Key lengths can vary from 32 to 448 hitsength. Blowfish,
available freely and intended as a substitute faBSr IDEA, is in use in

over 80 products.

Advantages of SKC can be summarized as follows:

1) Symmetric-key ciphers could be designed to havé ligoughput.
Some hardware implementations achieve encryptioes raf few
megabytes per second, while software implementatioay attain

throughput rates in the kilobytes per second range.
2) Keys for symmetric-key ciphers are relatively short

3) Symmetric-key ciphers could be employed as priregito construct
various cryptographic mechanisms including psew@om number
generators, hash functions and computationallyciefit digital

signature schemes.
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4) Symmetric-key ciphers could be composed to prodsitenger
ciphers. Simple transformations which are easynalyae, but on
their own weakness, could be used to constructngtrproduct

ciphers.

Disadvantages of SKC can be summarized as follows:

1) In atwo party communication, key must remain seatr®oth ends.

2) In a large network, there are many key pairs to nb@naged.
Consequently, effective key management requires ube of an

unconditionally Trusted third party (TTP).

3) In a two-party communication between entities A a@hdsound
cryptographic practice dictates that the key bengkd frequently and
perhaps for each communication session.

4) Digital signature mechanisms arising from symmekgg encryption
typically require either large keys for the publirification function

or the use of a TTP.
1.3.3.2 Public Key Cryptography

Public-key cryptography (PKC also referred as Assymmetric key
cryptography, has been said to be the most sigmifioew development in
cryptography in the last 300-400 years. Stanford/éhsity Professor Martin
Hellman and his graduate student Whitfield Diffle8] have first described
modern Public key cryptography publicly in 1976.eirhpaper described a
two-key crypto system in which two parties couldgage in a secure
communication over a non-secure communications reawithout having
to share a secret key. PKC depends upon the exéstdnso-callecdbne-way
functions, or mathematical functions that are easy to computereas their

inverse function is relatively difficult to compute
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Multiplication vs. factorization: Consider two numbers, 9 and 16, and that
we want to calculate the product; it should takeadt no time to calculate
the product, 144. But in the contrary if we haveumber, 144, and we need
to find which pair of integers we have to multiglygether to obtain that
number. It eventually come up with the solution balculating the product
takes milliseconds, factoring will take longer besa first it is necessary to
find the eight pairs of integer factors and thetedaine which one is the
correct pair.

Exponentiation vs. logarithms: If we want to take the number 3 to the 6th
power; again, it is easy to calculafs=3729. But if we have the number 729
and want to find the two integers that we usedndy so that log, 729 =y,

it will take longer time to find all possible salois and select the pair that
we used. While the examples above are trivial, theyepresent two of the
functional pairs that are used with PKC namely, tiplitation and

exponentiation.

Generic PKC employs two keys that are mathemayicedlated
although knowledge of one key does not allow soradoreasily determine
the other key. One key is used to encrypt the f@atnand the other key is
used to decrypt the ciphertext. The important pbte is that it does not
matter which key is applied first, but that bothy&eare required for the
process to work as illustrated in Figure 1.4. Beeaa pair of key is required,

this approach is also called asymmetric cryptogyaph

In PKC, one of the keys is designated fhublic key and may be
advertised as widely as the owner wants. The ditkgris designated the
private key and is never revealed to another party. If ante@tiwants to

send a message to entigythenA encrypts the message usid'g public key
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and send the encrypted message (ciphertextB.t can decrypt the
ciphertext usingB’'s private key. PKC could also be used to prove the
identity of a sender of message. Message encryptell usingA’s private
key and then decrypted usiAs public key proves that the message is
originated byA.

PKC PKC
(Encryption) (Decryption)
@E Asymmetric keys @E
Public / private key Private / Public key

Figure 1.4. Public Key Cryptosystem.

Advantages of PKC can be summarized as follows:
1) Only the private key must be kept secret

2) The administration of keys on a network requires ginesence of
functionally Trusted Third Party (TTP).

3) Depending on the mode of usage, a private kélipliey pair may
remain unchanged for considerable periods of time.

4) Many public-key schemes yield relatively effitiedigital signature
mechanisms. The key used to describe the publidfioation
function is typically much smaller than for the syetric-key

counterpart.
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5) In a large network, the number of keys necgsseaty be considerably

smaller than that of symmetric key encryption sceem

Disadvantages of PKC can be summarized as follows.

1) Throughput rates for the most popular public-keycrgption
methods are several orders of magnitude slowertti@best-known

symmetric schemes.

2) Key sizes are typically much larger than those iregu for
symmetric key encryption, and the size of publig-lsggnatures is
larger than that providing data origin authentimatfrom symmetric

key techniques.

3) No public key scheme has been proven to be setheeséme can be
for block ciphers). The most effective public-keyceyption scheme
found to date has its security based on the predufiféculty of

small set of number-theoretic problems.

4) PKC does not have as extensive a history as SK@ylsscovered
only in the mid 1970s. Symmetric key and public lancryptions
have a number of complementary advantages. Currgptographic

systems exploit the strengths of each.

1.3.3.3 Hash Functions

Hash functions, also called message digests andvapencryption,
are algorithms that, in some sense, use no keteddsa fixed-length hash
value is computed based upon the plaintext thateshak impossible for
either the contents or length of the plaintext & recovered. Figure 1.5
illustrates the functionality of hash function. Haalgorithms are typically
used to provide a digital fingerprint of a file'sntents. It could be used to
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check the integrity of a message. Often it is useehsure that an intruder or
a virus has not been able to modify a file. Hasicfions provide a measure

of the integrity of a file.

Hash
Function

Message digest

Figure 1.5. Hash Function.

1.3.4 Combined Encryptions for Information Security

Most of the information security issuésscussed earlier, could be
solved by the use of SKC, PKC or hash functionmyr @mbination of these.
Each of these encryption schemes is optimized fomes specific
application(s). Hash functions, for example, ard sited for ensuring data
integrity because any change made to the contémrtsn@ssage will result in
the receiver calculating a different hash valuenttize one placed in the
transmission by the sender. Since it is highly ket)i that two different
messages will yield the same hash value, datarititeg ensured to a high
degree of confidence. SKC, on the other hand,dalig suited to encrypting
messages. The sender can generate a session leegesrmessage basis to
encrypt the message. The receiver needs the sasiers&ey to decrypt the
message. Key exchange is key application of PK&ymmetric schemes
could be used for non-repudiation. If the receiv@n obtain the session key
encrypted with the sender's private key, then, ahiy sender could have
sent the message. A hybrid cryptographic schemebic@® all of these
functions to form a secure transmission comprigiigital signature and

digital envelope as shown in Figure 1.6.
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In this case, the sender of the message is ‘Ahoel the receiver is

‘Bob’. Alice uses secret key cryptography to entrypr message using the
session key, which she could generate at randoim @&th session. Alice
then encrypts the session key using Bob’s publc Kae encrypted message
and encrypted session key form the digital enveldpen Alice generates
the fingerprint of the message (Message digestash lvalue) using a hash
function and encrypts the fingerprint of the megsasging her private key to
form the digital signature which she attaches édigital envelope.

,,,,,,

Alice's Public key Digital
Private Key Crypto Signature
Digital
Alice's R Hash Envelope
Message "\ Function Sent
to Bob
—>

rondon | Seeier)y [
Session Key 'Q/ 9

. Encrypted
Bob's Public key » Session
Public Key Key

Figure 1.6. Combined Cryptographic Schemes forrimédion Security.

Upon receipt of the digital envelope, Bob recovés session secret
key using his private key and then decrypts theygtied message. Bob then
computes the hash value or fingerprint of the detey message using the
same hash function. He also recovers the finget pfithe message sent by
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Alice by decrypting the encrypted hash value ughige’s public key. He
then compares both the finger prints and can make that both the finger
prints are matching. Now, if the finger prints anatching, Bob can ensure
that the message received is originated by Ali@xdhse the fingerprint of
the message is obtained by decrypting the encryjibgér of the original
message using Alice’s public key) and that the mgs$ias not been altered
during the transmission (because both the fingertgprare same). Thus,
combined use of PKC, SKC and Hash function can rensanfidentiality,

integrity and authenticity of information.
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Chapter 2

Review of Earlier Work on Cryptography

This chapter explores the history and earlier developmental work on
cryptography. The cryptography prevailed since World war-I1 has been
reviewed in brief. Some of the symmetric key ciphers and the popular
encryption standards such as Data Encryption Standard and Advanced
Encryption Standard are discussed. Sandard references for classical

cryptanalysis are also indicated.
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2.1 Historical Development of Ciphers

By World War Il, mechanical and electromechanigaher machines
came in to existence. Since then great advances made in both cipher
design and cryptanalysis, all in secrecy. The Gasrtzave used different
versions of an electromechanical rotor machine knmas/Enigma. Kahn [21]
provided a historical reference for classical cighend machines up to 1967.
The selection of classical ciphers presented, harf@lowed Shannon’s
1949 paper [22]. Vernam Cipher [23] has been deezlofor telegraph
encryption. Poly-alphabetic ciphers have been itegrby the Florentine
architect Alberti, who devised a cipher disk witthaeger outer and smaller
inner wheel, respectively indexed by plaintext amphertext characters.
Recent contributions on homophonic substitution due to Gunther [24]
and Massey [25]. Beker and Piper [26] provided mémdd details of the
Hagelin M-209. Hill [27] proposed matrix cipher Ipyoviding a practical
method for poly-alphabetic substitution. Diffie ardellman [28] have
presented an instructive overview of rotor machinesed in World War |l
by the Americans in their high level systems. Davind Price [29]

discussed Enigma, the encryption used by Germavsoitd War II.
2.2 History of Symmetric Key Block Ciphers

Block ciphers are encryption algorithms that perfdransformation
on blocks of input data. The history and developneésome of the popular

symmetric block ciphers are presented in the fahgvsections.
2.2.1 Data Encryption Standard (DE$

DES is a block cipher having a block size of 64 lsihd key size of
56 bits. The original specification of DES is th®7X U.S. Federal

Information Processing Standards Publication 46. [BBuntless papers have
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analyzed various properties of DES. Subsequenthw discovery of
differential cryptanalysis (DC) by Biham and Shan@oppersmith et. al
[31] explain how DES was specifically designed Earg earlier to counter
DC. Matsui [32] suggested that DES can be stremgttheagainst DC and
Linear Cryptanalysis (LC) by re-arranging the ordér8 S-boxes. Matsui
and Yemagishi [33] have actually recovered DES keing LC under
experimental conditions using “*2known-plaintext pairs from randomly

generated plaintexts running twelve 100 MHz machmeer 50 days.
2.2.2 Advanced Encryption StandardAES)

The Rijndael cipher was developed by two Belgiayptagraphers,
Joan Daemen and Vincent Rijmen, and submitted leyntho the AES
selection process. U.S. government selected thisecias a symmetric-key
encryption standard and adopted as Advanced EnenyStandard (AES) in
the year 2002 [34]. AES comprises three block aiphAES-128, AES-192
and AES-256. Each of these ciphers has a 128duklsize, with key sizes
of 128, 192 and 256 bits, respectively.

The AES ciphers have been analyzed extensivelyaamehow used
worldwide, as was the case with its predecessor.D¥ES is based on a
design principle known as a Substitution Permuta{®P) network. Unlike
its predecessor, DES, AES does not use a Feidigbrie AES operates on
a 4x4 matrix of bytes, termed tisw@ate (versions of Rijndael with a larger
block size have additional columns in the statestMAES calculations are
done in a special finite field. The AES cipher mesified as a number of
repetitions of transformation rounds that convkee input plaintext into the
final output of ciphertext. Each round consistsseferal processing steps,

including one that depends on the encryption kegefof reverse rounds is
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applied to transform ciphertext back into the avadi plaintext using the

same encryption key.

2.2.3 Fast Data Encryption Algorithm (FEAL)

FEAL stimulated the development of a sequence ofalced
cryptanalytic techniques of unparalleled richness atility. While it appears
to remain relatively secure when iterated a sudfitinumber of rounds
(e.g., 24 or more), this defeats its original obyerof speed. FEAL-4 was
found to have certain vulnerabilities by ShimizudaMiyaguchi [35].
Miyaguchi et. al [36] published FEAL-N witN rounds, and its extension
FEAL-NX with 128-bit key and ascertained that st plaintext attacks on
FEAL-8 were not practical threats. Langford andliah [37] introduced
Differential Linear Cryptanalysisoy combining linear and differential
cryptanalysis to allow a reduced 8-round versioDBES to be attacked with
fewer chosen-plain texts than previous attacks.i Aokl Ohta [38] refined
these ideas for FEAL-8 yielding a differential-laveattack requiring only

12 chosen texts and 35 days of computer time.
2.2.4 International Data Encryption Algorithm (IDEA)

The primary reference for IDEA is Lai [39]. A pnalinary version
introduced by Lai and Massey [40] was named PESp@&ed Encryption
Standard). The analysis of Meier [41] revealed neimdf attacks feasible
against full 8- round IDEA, and supports the cosin of Lai that IDEA

appears to be secure against DC after 4 of itsi8d=
2.2.5 Secure And Fast Encryption Routine (SAFER)

Massey and Safer [42] introduced SAFER K-64 wiB¥#abit key and
initially recommended 6 rounds, giving a referemoplementation and test
vectors. Massey then published SAFER K-128, difigronly in its use of a



32

non-proprietary key schedule accommodating 128«biis. Massey gave

further justification for design components of SAFK-64.
2.2.6 RC5

RC5 was designed by Rivest [43] and published alenigp a
reference implementation. The constants used ialteithm were based on
the base of natural logarithms. The data-dependwsations (which vary
across rounds) distinguish RC5 from iterated ciphitiat have identical

operations in each round.
2.2.7 Other Block Ciphers

LOKI-91 was proposed as a DES alternative withrgda64 bit key,
a matching 64 bit block size and 16 rounds. Itedgffrom DES mainly in
key schedule and the F-function. It was introdubgdBrown et. al [44].
After the discovery of weaknesses in it they introed LOKI-91 in the year
1993 [45].

CAST is a design procedure for a family of DES-likghers,
featuringm x 7 1bit S-boxes based on bent functions. Adams an@rés
[46] examined the construction of large S-boxedstast to differential
cryptanalysis and give a partial example (with @block length and 8 x 32
bit S-boxes) of a CAST cipher.

BLOWEFISH is a 16-round DES-like cipher due to Saan§7] with
64-bit blocks and keys of length up to 448 bits.e Ttomputationally
intensive key expansion phase creates eighteernt 32 keys plus four
8 x 32 bit S-boxes derived from the input key, éototal of 4168 bytes.
Preliminary analysis of BLOWFISH is given in Vauadgr{48].



33

3-way is a block cipher with 96-bit block size akely size due to
Daemen [49]. Daemen et. al [50] have introducesl afong with a reference
C implementation and test vectors. It was desigf@dspeed in both
hardware and software, and to resist differential Bnear attacks. It's core
is a 3-bit nonlinear S-box and a linear mappingesented as polynomial

multiplication.

SHARK is an SP-network block cipher due to Rijménag[51] that
may be viewed as a generalization of Safe And Eastyption Routine
(SAFER) employing highly nonlinear S-boxes and ithea of MDS codes

for diffusion to allow a small number of roundsstaffice.

BEAR and LION of Anderson and Biham [52] are 3-rdun
unbalanced Feistel networks, motivated by the exadonstruction of Luby
and Rackoff [53] which provides a provably secumnder suitable
assumptions) block ciphers from pseudorandom fanstiusing a 3-round
Feistel structure. SHARK, BEAR and LION all remdm be subjected to
independent analysis in order to substantiate twojectured security levels.

SKIPJACK is a classified block cipher whose sfiegiion is
maintained by the U.S. National Security Agency ANSFIPS185 [54]
noted that its specification is available to orgatibns entering into
a Memorandum of Agreement with the NSA, and inctuggerface details
(e.g. it has an 80-bit secret key). Roe [55] gidesails regarding curious
results on the cyclic closure tests on SKIPJACK awidence related to the

size of the cipher key space.

COST 28147-89 is a Soviet government encryptioonrédlym with a
32-round Feistel structure and unspecified S-bdye£harnes et. al [56].
WAKE is a block cipher due to Wheeler [57] emplayia key-dependent
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table, intended for fast encryption of bulk data pmocessors with 32-bit
words. TEA (Tiny Encryption Algorithm) is a blockipbher proposed by
Wheeler [58].

Zhang Yun-Peng et. al [59] described a digital immamcryption
algorithm based on chaos and Sai Charan et. aljé@ proposed another
method of chaos based image encryption. Dang afesigned an image
encryption scheme for secure Internet multimedigliegtions [61].
Hua Zhong proposed an image encryption based ontichmaps [62].
Alireza Jolfaei and Abdolrasoul Mirghadri suggested image encryption
approach using Chaos and Stream cipher [63]. Dawsaal described strict
key avalanche criterion in block ciphers [64]. AditGautam et. al described
a new image encryption approach using block bagsadsformation
algorithm [65]. Zhang Yun-peng et. al have desigredligital image

encryption algorithm based on chaos and improve8 [@6].
2.3 Crypt Analysis

Standard references for classical cryptanalysisidgcFriedman [67],
Gaines [68] and Sinkov [69]. The most significangptanalytic advances
over the 1990-1995 period was Matsui's linear @wyalysis, and the
differential cryptanalysis of Biham and Shamir [78xtensions of these
included the differential-linear analysis by Langfand Hellman [81], and
the truncated differential analysis of Knudsen. iBakeories on various
linear cryptanalysis methods are given by Matsuil &famagishi [79].
Friedman taught how to crypt-analyze running-keghers in his Riverbank
Publication No. 16,Methods for the Solution of Running-Key Ciphers.
Additional background on differential cryptanalysss provided by many
other authors including Lai, Massey, Murphy and @apmith. Although
more efficient 6-round attacks are known, Stins@@] [provided detailed
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examples of attacks on 3-round and 6-round DESskiand Yin [71] give
an elaborate description regarding both linear diffdrential cryptanalysis.
Regarding text dictionary and matching ciphertextacks, a vivid
description is given by Coppersmith et. al [72].eTIO77 exhaustive DES
key search machine proposed by Diffie and Hellmantained 10 DES
chips, with estimated cost US$20 million (1977 temlbgy) and 12-hour
expected search time. Diffie and Hellman noted fthasibility of a
ciphertext-only attack, and found that attemptiogpreclude exhaustive
search by changing DES keys more frequently, deuthle expected search
time before success. Subsequently Wiener [73] peavia gate-level design
for a machine (1993 technology) using 57600 DES<hwith expected
success in 3.5 hours. Comparable key search nescbirequivalent cost by
Eberle [74] and Wayner [75] are respectively 55 &@@ times slower,
although the former does not require a chip desigd the latter uses a
general-purpose machine. Wiener also noted adapsatof the ECB
known-plaintext attack to other 64-bit modes (CBQEB and CFB) and
1-bit and 8-bit CFB.

2.4 Summary

The literature indicates many cryptographic aldong that have
been developed for information security servicdge €ryptographic systems
prevailed since World War Il has been surveyed. P&@orithms are
computationally intensive and hence very slow wagr8KC algorithms are
faster. PKC is, therefore, used for key exchanged digital signature
applications and not used for message encryptiphcapions. SKC is used
for message encryption applications as it is fasteconversion. In SKC,
there are different standard algorithms based oastéli networks,
substitution and permutation (SP) networks and tha&oaps. Among these
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DES and AES are most popular encryption standami$ are used
worldwide. DES with its 56 bit key size has becomsecure in the light of
availability of high performance computational fas at reduced cost.
AES with its 128 bit key size has become a bencknaday and it has
withstood all known security attacks. Thereforethis research work, AES
has been chosen as a reference. Development offiaierg encryption

scheme that has higher conversion speed than AEPuisued while
maintaining the security level of AES.
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Chapter 3

Matrix Array Symmetric Key Encryption
Development

In this chapter the concept and development of the Matrix Array
Symmetric Key (MASK) Encryption scheme is presented. The encryption
algorithm, which is based on matrix and array manipulations using secret key
and sub keys, is discussed. The three major functional blocks of the encryption
scheme viz. matrix initialization, key schedule, substitution and diffusion are
explained. Basic test results of this scheme obtained using plaintext messages
and images are presented. Characteristics of MASK encryption scheme
developed in this thesis work and Advanced Encryption Standard (AES) are
compared. Results indicating improvement on the key avalanche effect
produced in AES by replacing the key schedule of AES with that of MASK
encryption are also discussed.
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3.1 Introduction

This chapter describes a new, efficimymmetric key block
encryption scheme “Matrix Array Symmetric Key (MApkencryption”.
The proposed encryption scheme, is based on nsthigtitution mapping and
array based diffusion operations depending on #ta dnd key values. It is a
block cipher operating on blocks of plaintext mgesgor image) using a
secret key producing blocks of ciphertext messagecipher image). The
block size is 128 bits and the key size is alsoldiZ3

This encryption algorithm incorporates substitutiand diffusion
operations in 16 iterative rounds using sub keysegsed from a complex key
schedule algorithm. The key schedule incorporateMASK encryption has
been capable of producing a strong key avalancfeztein the ciphertext
output of the cipher. Fast conversion, of plaintelsta and images into
ciphertext data and cipher image, is achieved witdirix based non-linear
poly-alphabetic substitution, sub key additions aatla based circular shift
operations performed in the algorithm. In the faollog sub sections, the
concept and realization of the proposed efficieginmetric cipher is
described. Internal parameters, intermediate ieanidl other characteristics of
the cipher are obtained and compared with AES. Tesilts show that the
characteristics of the proposed encryption scheompares well with the
characteristics of AES. However, MASK encryptiorcegpable of converting
text messages and images faster than AES. Thiseismiain advantage of
MASK over AES. A case study also has been conductesee if there is any
improvement in AES by incorporating the MASK keyhedule in AES.
Enhanced key avalanche effect has been observAa&with MASK key

schedule. The enhanced key avalanche obtainedAifis also discussed.
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3.2 Nomenclature

P(i) —i™ plain text character in input plain text charadterck
C(i) —i"™ cipher text character in output cipher text chamablock

Me(i,j) — Element of encryption matrMe with rowi and columrj
Mq(i,j) — Element of decryption matriMy with rowi and column
Ke(i) —i™ character of encryption kelfe

Kq(i) —i™ character of decryption kel

E(Ke,P) — Encryption of plain tex® with secret keKe

D(Kg,C) — Decryption of cipher tex@ with secret keKq

Kge(n) , Keoe(n) —n™ round encryption sub keys

Kad(n) , Keog(n) —n™ round decryption sub keys
3.3 The Encryption Process

The MASK encryption algorithm consists of three dtional sections. The
first section, “Matrix initialization”, creates ancryption matrixMg (of size
16 x 256 bytes) with numbers ranging from O thro@db, arranged in 16
rows in an order depending on the decimal valueh®fcharacters of secret
key selected. The columns of this matrix are skdffising a table look-up
procedure. This matrix is being used for two pugsosFirst, it is being
referred by the key schedule algorithm for genegatiub keys to be used in
diffusion round operations. Second, it is beirfgmed by the substitution and
diffusion section for substituting a value obtairfemm a selected row of the
matrix to a given input data byte. The second sactey schedule”, is being
used to generate 16 pairs of sub ké{se, andKe, referring to the matrix, to
be used by 16 diffusion round operations in therygtmon transformation.

The third section, “Substitution and Diffusion”atrsformation converts the
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plaintext (or image) data into ciphertext (or ciplreage) data in blocks of 16

bytes. Figure 3.1 shows these functional blockhefencryption algorithm.

( Plaintext Data ) ( Encryption Key )
P K,
Y Y
b Matrix M
Substitution i
and
Diffusion Ko y
:Ksze Key Schedule
VC = E(K,P)

( Ciphertext Output)

Figure 3.1. Functional blocks of MASK Encryption.

3.3.1Matrix Initialization

A matrix Mgg, having 16 rows and 256 columns with element values
ranging between 0 and 255 is created. These valepsesent ASCII
characters of plaintext and pixel gray scale (isiig values. The values are
stored in the columns of each row of the matrisuich a way that it depends
on the encryption keile. Further, the elements in the columns of every row
are shuffled so that the numbers represented bgléimeents arrange itself in a

non-linear fashion.
3.3.1.1 Matrix Creation

A matrix Mgy, is created with columns of every row of the matilied
with numbers between 0 and 255 (both the numbeaisidaed) in an order

depending on the characters of secret key. Thedisimn in thei™ row of
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the matrix is filled with integer value @f character of the secret kiy. The
subsequent columns of tif8 row of the matrix are filled with numbers that
have increments of 1 from the previous value bi# humber becomes 255.
Remaining columns are filled with numbers startirgm O and ends with

integer value of thé" character of secret key minus 1.

The distribution of numbers (or equivalent charextén the columns

of all the sixteen rows of the matrix thus becorkeg dependent. Without
knowing the secret key the element in a columnngfraw of the matriXVig

cannot be determined by an adversary. Plate 3.lwsshthe matrix
initialization pseudo code. The matrikg initialized with secret key

‘Godiseternalyes! looks like the one shown in FigG8.2.

Fori € 1to 16 // rows
Forj €« 1to 256 // columns

Me(i,]) = int(Ke(i)) + (-1)
If Mea(i,j) > 255
{ Mea(i,)) =Men(i,j) —256}
EndFor // columns

EndFor // rows

Plate 3.1. Matrix initialization pseudo code.
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Columns -

1 2 3 4 5 6 78 9 10 11 . . . . 256

H I J K L{M]|]N 0] P Q R . . . F
o| p| ¢ r s t ul v| wl x| y| z n
d e f g h i i k I m| n 0 c
i i k I m | n (o] p q r s t h
s t ul| v| w| x| yl| z| { | o r
e f g h i i k I m| n 0 p d
t u v | w| X y z { | } ~ S
e f g h i i k I m| n 0 p d
rf{s| tful| v|w| x| vyl z| {] || } q
n| ol p| g r s t ul v w| x| vy m
a b c d e f g h i i k |
I m | n o} p q r s t u vl w k
ylz| {1 ]} ]~ X
e f g h i i k I m| n 0 p d
S t u V| w| X y z { | } ~ r
| # | S| | & ( ) | * + :

Figure 3.2. MatriXxVlg; created using secret key ‘Godiseternalyes!’.

3.3.1.2 Matrix Column Shuffling

The matrix already initializedVlg;, is further subjected to column

shuffling in order to achieve non-linearity in stitgion. The non-linearity

could present confusion to the crypt analyst whiteempting to decrypt an
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encrypted message, by linear crypt analysis. Thesbstored in the columns
of each row are mixed according to a pre-definetfepa using a look-up

table. The pseudo code of shuffling operationvegiin plate 3.2.

Ai=[31016214161581291341157]
fori €1 tol6

for k < 1 to 256 step 16
nl=1;

forj € kto (k+15)

Me(i,j) = Mea(i, (Ai(n1)+(k-1)))
nl=nl+1

EndFor

EndFor

EndFor

Plate 3.2. Matrix shuffling pseudo code.

An indexing arrayi, of 16 elements with decimal values ranging from
1 to 16 with no values repeatedl €[310162 1416158129134 1157])

is created. The element values in this array aesl s index to select 16

columns of the matrix. Another matrM, of size 16 x 256 is created such that
columns 1 through 16 of each row of the maklfiy, are copied to columns 1

through 16 of each row of the matii. using elements ofAi as column

index. Figure 3.3 illustrates the column shufflprgcedure.
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Columns 17 through 32 of each row of the mallix, are copied to columns
17 through 32 of each row of the mathf using decimal value of elements
of Ai + 16 as column index. In this way, blocks of 16uoms of every row of

the matrixMg, are copied to corresponding blocks of 16 columngwadry

row of matrixMg This operation facilitates a shuffling effect dre telements

stored in the columns of matrix.
3.3.2 The Key Schedule

Sub key matriceskKge andKge used in diffusion round operations are
generated by the key schedule procedure. In tluseplure the two sub key
matricesKge and Kgpe Of size 16 x 16are derived from the matride.

It is desirable that the key schedule be a complecedure so that an
adversary must find it extremely difficult to degithe sub-keys during crypt
analysis. Another desirable feature of key scheduldat a small change in
the secret key should get well diffused into thb kays. One bit change in
secret key should cause many bits of sub keys &mgsh (key avalanche

effect). The key schedule procedure is explainesteps as follows:

1) Transpose (T) the secret k&, to getKy. This is achieved by a
byte-level transposing operation where by the lsagtificant (LS) byte
takes the place of most significant (MS) byte posiand the MS byte
takes the LS byte position after the transposeatioer.

2) XOR Ky with K to getKgp. This operation can cause up to two bits
change irK;» when 1 bit is changed in secret key

3) XOR Left half (LH) 8 bytes oK, and right half (RH) 8 bytes a4, to
getKys.

4) XOR transposed LH o5, and transposed RH &t to getK 4.



5)

6)
7

8)

9)

10)

11)

a7

Concatenat&K 3 and K4 to getKgs. With this operation, a one bit
change in secret kel{e, can cause up to 4 bits to chang&igs.
CalculateSum of integer values of bytesKis to getL

CalculateKs such thaKg; = L % 23. When the secret key has a one
bit changeKg can have up to 4 counts change.

K2 IS calculated such that Kgep = L % 15.

When secret key has 1 bit changgyp can have up to 4 counts change
and Ks1 + Kgep) can have up to 8 counts change.

Derive two matrice&geand Ky, 0f size 16 x 16 from the base matrix
Me, asKge(row,column)=Mg(row, (Kge1+ Ko+ column))

K 2€(row,column)= Me(row, K «e(row,column))

Columns ofKg e matrix are chosen from the base maiMixdepending
uponKe1, Kep Values. Here, an element i§f;e can have up to eight
counts change with one bit change in secret key.

Columns ofKge matrix are chosen from the base malfixdepending
upon element values of columns K§e matrix. An element oKge
can have up to eight counts change with one binghan secret key.
Rotate vertically dowr{"i column of matrix<g¢e number of times equal
to ((int(Ke(i)) % 12) + Kger).

Rotate vertically down"l column of matrixkee number of times equal
to ((int(Ke(i)) % 10) + Kgp). The rotations shuffle the elements of sub-
key matrices thereby providing more changes in dhle-key values

while one bit change is applied on the originarsekey,Ke.

Plate 3.3 shows the pseudo code of the key schedutedure.
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Ka1 = Ke Transposed ; Kao= Kz XOR Ke
Ka1= Left 8 characters of Ke

Ka2=Right 8 characters of K¢

Kasz= Ka1 XOR Kg2

Ka1= Ka1 Transposed; K4 = Ky transposed
Kaz = K2 XOR Kga1

Kaz = K4 and K3 concatenated

SUM = Integer sum of Elements of K43
Ke= UM % 23, Kg = SUM % 15

For r €<0to15

For i €0to15

Ksieli,F) = Meli,(KsetKse 1))
Kee(ir) = Meli, int (Ksie(i.r)))
Ksie(i,r) = Me(i, int (Keg(i r)))
Q(i) = int(Ke(i)) % 12

EndFor

EndFor
Fori €0to15

Circlar shift downi™ column of Kge & Kee

number of times equal to K1+ Q(i)

EndFor

Plate 3.3. Key schedule pseudo code
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The two sub keyKge and Kge (16 bytes each) generated from an
encryption keyKe, for each of 16 rounds using the key schedulegasen in

plate 3.4 and plate 3.5.

Secret keyKe= 4C 69 66 65 27 73 20 62 65 61 75 74 69 66 75 6C

Key scheduleKgie):

6D 6A 49 40 6D 52 F2 49 40 3D 83 67 6E 34 3D 3
68 6F 35 3E 32 6E 6B 4A 41 6E 53 F34A 41 3E 8
3F 33 6F 6C 4B 42 6F 54 F4 4B 42 3F 85 69 70 36
3470 6D 4C 43 70 55 F5 4C 43 40 86 6A 71 37 40
6E 4D 44 71 56 F6 4D 44 41 87 6B 723841 3571
39423672 6F 4E 45 72 57 F7 4E 45 42 88 6C 73
74 3A 43 37 7370 4F 46 73 58 F8 4F 46 43 89 6D
5047 7459 F95047 44 8A6E 753B443874 71
3975725148 755A FA 51 48 45 8B 6F 76 3C 45
: 4976 5B FB 52 49 46 8C 70 77 3D 46 3A 7623 5
: 71 783E473B 777453 4A 77 5C FC 53 4AB7 8
: 793F483C 78 7554 4B 78 5D FD 54 4B 48 8E 7
: 73 7A 4049 3D 79 76 55 4C 79 5E FE 55 4CH9 8
: 4AA3E 7TA 77 56 4D 7TA5F FF 56 4D 4A 90 74 7B 4
. 7157C 42 4B 3F 7B 78 57 4E 7B 60 00 57 4E 4B 9
: 7C6101584F4C 9276 7D 434C 40 7C 79/R8 4

e v ~ S N Y S
o 00 N W N P O

Plate 3.4. Secret kd{,, and Sub ke for 16 rounds.

Each byte of the secret key and sub keys genefatedl6 diffusion
rounds are shown in hexadecimal values. It may bdthat the key
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schedule generates distinct sub keys for all theolids from a given secret

key value.

Secret keyKe = 4C 69 66 65 27 73 20 62 65 61 75 74 69 66 75 6C
Key scheduleKge):

1: D8 DO F8 F6 EO DA F8 E6 A6 EO DA D8 5C F4 4E D2
2. DIFOF7/E1DBF9 E7 A7 E1 DB D9 5D F5 4F D3 D9
3: E2 DC FA E8 A8 E2 DC DA 5E F6 50 D4 DA D2 FA 8
4: DD FB E9 A9 E3 DD DB 5F F7 51 D5 DB D3 FB F9 E3
5: F8 52 D6 DC D4 FC FA E4 DE FC EA AA E4 DE DC 60
6: D5 FD FB E5 DF FD EB AB E5 DF DD 61 F9 53 D7 DD
7: E6 EO FE EC AC E6 EO DE 62 FA 54 D8 DE D6 FE FC
8: 55 D9 DF D7 FF FD E7 E1 FF ED AD E7 E1 DF 63 FB
9: E2 00 EE AE E8 E2 EO 64 FC 56 DA EO D8 00 FE E8
10: DBE1 D901 FFE9 E3 01 EFAFE9E3 E165HD 5
11: DCE2 DA 0200 EAE402 FOBOEAE4 E266 RES
12: E3DB 0301 EBE503 F1B1 EBE5 E3 67 BIO®

13: DC 04 02 EC E6 04 F2 B2 EC E6 E4 68 00 FAH

14: EDE705F3 B3 EDE7E569015BDFE5DDG50
15: EO E6 DE 06 04 EE E8 06 F4 B4 EE E8 E6 850

16: SDE1E7DFO0705EFE9 07 F5SB5EFE9E7 8

Plate 3.5. Secret kd{,t and Sub-keYK e for 16 rounds.

3.3.2.1 Key Avalanche Effect on Sub-keys and Round Outputs

A desirable feature of any block cipher is thatreals change either in the
plaintext data or in the secret key should producggnificant change in the
output ciphertext data block. This is called avelen effect. The key
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avalanche is achieved using a complex key genergiiocedure and data
avalanche is achieved by using powerful encryptipimitives in

cryptographic transformation algorithms. Even tHouge Data Encryption
Standard, with its key size of 56 bits, is not sedienough today due to small
key size, it exhibits strong avalanche propertieat tany good cipher is

expected to have.

Tests conducted to obtain the effect of 1 bit cleaimgsecret key on
sub-keys (sub key avalanche) would give an indhcatif the effectiveness of
the key schedule. In this test, first the key sciegrocedure was executed
with a given secret key and the sub-keys gener&iedl6 rounds were
recorded. Then, another secret key with a diffezesfconly 1 bit (one count)
from the first key was used to execute the key dwleeprocedure and the
sub-keys generated for 16 rounds were recorde@. nimber of bits changed
in sub-keys, in each round, was calculated fromréicerdings and the results
were plotted. Figures 3.4 and 3.5 show the numbbit@hanges in sub-keys

KgeandKge in various rounds due to one bit change in theetday. It can

be seen that one bit change in secret key valugesadD to 60 bits to undergo
changes in the sub-keys (128 bit size) of evermdouThe sub-key avalanche
in turn can cause many bits to toggle in the cigx¢routput block of the
cipher called key avalanche effect. The key avdlaneffect of MASK

encryption and AES encryption have been evaluatddoeesented.

Figures 3.6 and 3.7 show the number of bit changelse ciphertext
output, due to one bit change in the secret keydymmed in MASK compared
with DES and AES, respectively. It can be seen omat bit change in secret
key brings many bit changes in the sub keys. Ne&abBb of the bits in the
cipher output change with one bit change in sdagt This indicates a strong
key avalanche effect on output data that enhameesecurity of the cipher.
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Figure 3.4. Sub-key Avalanche igKsub-key
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Figure 3.5. Sub-key Avalanche igJ§Sub-key
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Figure 3.6. Key Avalanche produced on output da2&S and MASK.
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Figure 3.7. Key Avalanche produced on output datagS and MASK.
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3.3.3Substitution and Diffusion Rounds

The transformation of plaintext data kloconsisting of 16 bytes
(128 bits) into ciphertext block is carried outtire substitution and diffusion
round operations. There are up to 16 user selectwyhtions of substitution
and diffusion in the cipher. The simplified blockagram of the substitution

and diffusion round is shown in Figure 3.8.

<<< I‘\

Input data block Encryption Key
R S
! Substitution  {«—L— Matrix M,
! T '
e o = Kk
| L':FIR—‘ ;
. ® '
N i
I I
| L & | i Key
| | T | | | schedule
! Diffusion v I
! (&) le— ] KoM
I L
' <<<
! I
I
a

- /
N _*  Substitution and
v Diffusion Round

output data block #n

Figure 3.8. Simplified block diagram of Substitutiand Diffusion.

The input data block is applied to the substitutieection. The
substitution section converts the data block imtermediate ciphertext data
block using the contents of matrikle. This forms the input to the diffusion

section. The diffusion section scrambles the ineghiate ciphertext block
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using sub keys obtained from the key schedule progand produce diffused
output data block. This function (substitution atitfusion) is performed up
to 16 times before the final ciphertext data blegkproduced. The initial
round input data to the substitution and diffusimund operation is the
plaintext input data block for encryption and tiaf round output data is the

ciphertext output data block.
3.3.3.1 Substitution Section

The substitution incorporated in the algorithmesret key dependent,
non-linear and poly-alphabetic. The block schematicthe substitution
process is shown in Figure 3.9. Recollect thatntiagrix Mg(i,j) has 16 rows
(row 1 through row 16) and 256 columns (columnrbuigh column 256). An
input data blockP, consisting of 16 byte$(1)-P(16), is applied at the input
of substitution section. The input byte can hade@mal value between 0 and
256, both numbers included. Data byR@) is taken and the decimal value of

(P(i)+1) is used as column numberof thei™ row of matrixMe to read the

value M(i,j). (Here, 1 is added t®(i) to ensure that the column number
obtained falls in the range 1 through 256 that dlused as column index to
read the content of that column of therow). This value is taken as the
substitute forP(i). For example, for the byt®(1) in a block,i = 1 and

] = decimal valueR(1)+1) is used to find the valuil(1,)) as substituteC(1),
for P(1). For the bytd?(2) in a block, i = 2 and j = decimal value(R)+ 1)are
used to find the valuBl(2,)) as substituteC(2), forP(2). In this way, all the
16 bytes of data in a block are substituted by laevéaken from selected
column and row of the matrix depending on the pasiof data in the block
and the data value. Figure 3.10 depicts the gubeti procedure and Plate
3.6 shows the substitution pseudo code. The sutistit section has been

tested with a block of input data having all bytalues equal to 97
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(corresponding to the ASCII character ‘a’) and eliéint secret key values.
The substitution section output data block is atgdiand printed in decimal

format. Plate 3.7 and 3.8 show these test results.

Input Data ) ( Secretkey )

P K,
A 4 Y
Substitution Matrix
C

A 4

( Output data )

Figure 3.9. Block schematic of substitution proagssag matrix.

Block of 16 input data bytes s

%
P(2)-P(16)
16 input data bytes—s 97 98 ... 112
+1 1 e +1

Column numbef —> 12+-987256 12~ 99--256 12~ 113 256

rows of mainy, VL[ [$ L[] .. ELIL T3 « O
2 16

Rownumbei — 1 128 bit
key
16 substitute bytes—> 115 3 T 33
Block of 16 output data bytes
— —>
C(1)-C(16)

Figure 3.10. Substitution process using matrix.



57

Fori < 1to 16
j= P@)+1
C(i) = Me (i ,j)
EndFor

Plate 3.6. Substitution pseudo code.

It can be seen that the substitution procedureolg-giphabetic in
nature as the same plaintext character ‘a’ througlloe input data block
given to the substitution section has producedraity different substitute

characters at the output data block.

Input (char)> aaaaaaaaaaaaaaaa

Secret key> Godiseternalyes!

Output> 167 207 196 201 211 197 212 197
210 206 193 204 217 197 27D

Plate 3.7. Substitution result with input data aadret key ‘Godiseternalyes!’.

Input (char)> aaaaaaaaaaaaaaaa

Secret key> Whenthewindblows

Output-> 183 200 197 206 212 200 197 215
201 206 196 194 204 207 218

Plate 3.8. Substitution test with input data andetekey ‘Whenthewindblows'.
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Figures 3.11 and 3.12 show the plot of input dataocutput data for

different key values produced by the substitutientisn. The substitution is

key dependant as the output changes when the kiamnged.

230
OlInput Data ®Output Data
200
: I
T>cs 170 -
L
S
M 140
SHHHEHEHEHEHEE
Jadddddddddddddd:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Byte Number
Figure 3.11. Substitution output vs. input withadand key 1.
230
Olnput Data  ®WOutput Data
200
T
: 11
Q
= 140 |
° L
ddddd;
iEhnnhnn

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Byte Number

Figure 3.12. Substitution output vs. input withalahd key 2.
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The results indicate that the substitution is palphabetic. For the
same character ‘a’ throughout the input data bldlok, substitute characters
produced at the output block are distinctly difféereTo check non-linearity
property of the substitution, test has been coretliatith a block of 16 input
data bytes. Starting with value 97 (ASCII charatérfor the first byte and
the successive bytes with linear increments of thigsen. Then, a key is
selected such that each character of the key is,san, ‘A’ (the byte value is
65). This is to ensure that the elements in eatlmuo of all the rows of the
matrix Me, are identical. This arrangement would provide esaobstitute byte
for same input byte at any location in the inputeblylock. As the input byte
values linearly increase from first byte to thet lagte in the input block, the
output block of substitution is expected to have-hoear variation in byte
values starting from the first byte to the lastebythis has been achieved as a
result of shuffling of columns of matrix in the matcolumn shuffling

procedure. Figure 3.13 clearly indicates that thesstution is non-linear.

200
B nput Byte @ Substitute Byte
180

160 1 ——— -

Byte value

T

5 6 7 8 9 10 11 12 13 14 15 16
Byte Number

Figure 3.13. Non-linear Substitution Chagaistic.
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3.3.3.2 Diffusion Section

The diffusion section facilitates data avalanchey kvalanche and
random differential data and differential key prgagon characteristics in
addition to encryption transformation of input ddtlock. Data avalanche
means many bits in the output ciphertext block ugole€hange when one bit
change is introduced in the input data block. Keglanche means many bits
in the output block undergo change when one bihggas introduced in the
secret key. The data avalanche is achieved mayntiata bifurcation and data
based rotation (>>>) operations. Key avalanche dsiexed by addition
(XOR) of sub-keys to data in each round. The difeial data propagation
refers to how a difference in data value propag#tesugh the diffusion
rounds in a cipher. The differential key propagatrefers to how difference
in secret key value propagates through the diffugiounds in a cipher.
The diffusion section consists of key based XORa desed XOR, transpose
(T) and data based rotation (>>>) operations. ditmplified block diagram of
the diffusion section is shown in Figure 3.14. Tipgut data to this section is
a data block DB (16 bytes long)«&n) andKe«(n) the n round sub keys.
The operations performed on an input data to #utien is described in steps

as follows:

1. The input data block, DB, is XOR-ed with sub kiy¢(n) and the
resulting data block is bifurcated into left haltd block (LHDB) and
right half data block (RHDB), each 8 bytes long.

The LHDB is XOR-ed with RHDB to get RHDBL1.

The LHDB is transposed (byte level transpose omrato get LHDBT.
The LHDBT is XOR-ed with RHDB1 to get LHDBI1.

LHDB1 and RHDBL1 are concatenated to get the datekdDB1.

o b~ 0N
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. The data block DBL1 is transposed to get DB1T andOf ed with sub
key Kge(N) to get DB2.

. DB2 is bifurcated to left half data block, LHDB2 camight half data
block, RHDB2.

. The RHDB2 is rotated right number of times equaltite sum of
decimal value of bytes of LHDB2 MOD 6 to get RHDBZRhis number
lies in the range O to 5. The value of this intedgpends on the decimal
value of left half data block LHDB2. Left half datdock LHDB2 is
rotated right number of times equal to the sumexfial value of bytes
in RHDB2 MOD 6 to get LHDB2R.

. LHDB2R and RHDB2R are concatenated to get DB, wisdhe output

data block generated from the diffusion section.

Input data block

¢ DB
O b |<\"—Ks1e(n)
LHDB RHDB
2]
T RHDB1
BT
D <
LHDBT v DBl
| T
Diffusion Section2B1T Ko.(n)
) 2e
RHDB2
LHDB2
>>>
v RHDB2R
>>> ‘
LHDB2R
DB
A

Output data block

Figure 3.14. Simplified block diagram of diffusisaction.
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Key avalanche effect on ciphertext block: An important property for a
secure block cipher is the key avalanche effedblokk cipher satisfies the
key avalanche effect if for a fixed plaintext bloglsmall change in the key
causes a large change in the resulting ciphertexk{64]. To determine
how a small change (usually 1 bit change) in sda@gtgets diffused in the
data blocks in each round output, we perform theakalanche test. Here, a
block of plaintext data is applied as input to thigusion section and with a

given secret keyKe, and the derived sub keys, the diffusion section is

executed for 16 rounds. Then, with the same bldckput plaintext, a
secret key value that differs by one bit is use@xecute the section. The
number of bit changes that occur in each roundbeas determined. The
number of bit changes, in each round due to onehaibge in the secret key
value is plotted in Figure 3.15. It can be seat #round 50 bits undergo
changes in each data output in round for one laihgh in secret key.

70

40 -

Bit change

30 -

20

10 |

3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 2
Round Number

Figure 3.15. Key Avalanche in 16 rounds for a cleaimgone bit in secret key.
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This indicates the ability of the diffusion sectidm produce a good key
avalanche effect. In a good block cipher, for agiplaintext input block, it is
desirable that up to 50% of the bits in a blockdefa in the output of the
cipher undergo changes due to one bit change retdezy [64].

Data avalanche effect on ciphertext block: Another important property for a
secure block cipher is the plaintext avalancheceff& block cipher satisfies

the plaintext avalanche effect if for a fixed kaysmall change in the plaintext
causes a large change in the resulting ciphertegklj64]. To determine how

a small change (usually 1 bit change) in input déddak gets diffused in the

data blocks in each round output, we perform thi&a @daalanche test. The
number of bit changes, in each round, due to oheHhange in input data
block has been obtained and shown in Figure 3.16.
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Figure 3.16. Data Avalanche in 16 rounds for anglkan one bit in plaintext data.
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With a given secret kele the cipher has been executed and the output block
produced in each round has been recorded. Theh, Whit change in the
input data block and with the same key, the ciphas been executed.
The number of bit changes that occur in each rdussl been determined.
Around 40% bits undergo changes in output data kblmc each round
indicating data diffusion effect of the cipher. dnblock cipher, for a given
secret key, it is desirable that up to 50% of the im the output data block
undergo changes due to one bit change in inputldatk [64]. The MASK
encryption algorithm is shown in plate 3.9. Blockagtam of MASK

encryption scheme is shown in Figure 3.17.

MASK ENCRYPTION ALGORITHM

Input: Plaintext block placed in 128 - bit register

Number of rounda (maximum 16), Secret kd¢,. 128 bits
Output: Ciphertext block placed in regisfar
Procedure:

Initialize Matrix M using secret kelfe

Run Key schedule to generate Sub-key mathes Ksye

for r=1ton do

A; = f(K,A) ; Key dependant Poly-alphabetic substitution
A; = As(+) Kadr) ; bit-wise XOR, key dependent

Air= Ag (+) Air ; Left half of A; & Right half of A;bit-wise XOR
Aw = (A ) " Transpose Left half of A; . byte-wise transpose
A = A (+) Ag ; bit-wise XOR, data dependent

Ar= A || Ar A= (A)' : Transpose bytes

A= Ap(+) Keodr) ; bit-wise XOR, key dependent

Air= Air >>> (sumof integer value of bytes of A;. % 6)
AL = Ay >>> (sumof integer value of bytes of Ajr % 6)
A= Al ” Air ; Concatenatdy and AR

Plate 3.9. MASK encryption algorithm.
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3.4 The Decryption process

In order to obtain plaintext data blocks from ciptbet data blocks,
inverse of encryption, E(KeP))?, is performed. The encryption
transformation produced ciphertex@ = E(K,P). Thus the decryption of
yields P such thatP = (E(Ke,P))™* = D(Kg, E(Ke,P)). Note that in symmetric
key encryption K. = Kg. At the decryption site, it is necessary to hawe t
same matrix,Mq = Mg, initialized using the same secret k&y = K for the

correct decryption of the message.

Thus we have the same number of sections in theypuplem
algorithm. These sections are Matrix formation isectKey schedule section,
Inverse diffusion and Inverse substitution sectiohBe block diagram of

decryption process is given in Figure 3.18.

( Ciphertext Data ) ( Decryption Key )
C Kd
| Matrix M,
Inverse Diffusion 1
and
Inverse Substitution | ¢ Y
<|<52 . Key Schedule
P=EK,C
Y (Ke:C)

( Plaintext Data )

Figure 3.18. Block diagram of Decryption process.
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3.4.1 Matrix Initialization (Decryption)

A matrix, Mq1, with 16 rows and 256 columns is created using the
decryption key,Kq, in the same way as the matiy had been created.
The matrix,Mqi, is further shuffled in the same way as the mattix had
been shuffled to obtain another matii.

3.4.2 Decryption Key Schedule

Sub-keys used in decryption round operations amemgted by a key
scheduling procedure exactly similar to the oneduse the encryption
algorithm. In this procedure, sub-key matri¢eg; andKgq (Of size 16 x 16)
are derived from the base matfi4y. These pairs of key are used in the
inverse diffusion operations performed in the blogkher. As the procedure
is same as that of the key schedule in the encnysgction, it is not discussed

again in this section.
3.4.3Inverse Diffusion and Inverse Substitution Rounds

The transformation of ciphertext data block, ¢siirsg of 16 bytes into
plaintext data block is carried out in the invemi#fusion and inverse
substitution round operations. This block perforthe reverse operations
carried out in the substitution and diffusion rousfdthe encryption section.
Since, the sequence of operations carried out tanldack in the encryption
process are substitution and diffusion, in the gaoon process, it has to be
performed in a reverse sequence. Therefore, idebgyption process, the first
operation to be performed on data block is invelifieision and the second
operation performed on data block is inverse suligin. The simplified
block diagram of the inverse diffusion and inversebstitution round

operation section is shown in Figure 3.20.
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Output data block Decryption Key

7 ’ N v
Matrix M

I

Inverse Substitutior

X

I
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| I Decrypti
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I % Inverse Diffusion
I | D le— | KM
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S ' Diffusion and
N o] . - Inverse
Substitution
Input data block Round #n

Figure 3.19. Block diagram of Inverse Substituttml Inverse Diffusion round.

3.4.3.1 Inverse Diffusion Section

The inverse diffusion section performs the reveodeoperations
carried out in the diffusion section describedhe encryption process. Input
data to this section is a 16 byte (128 bits) ddsakoDB. The input data is
manipulated by data based rotations, addition d&f keys, byte transpose
operations and data additions as shown in the kdaayram of one round of
diffusion section given in Figure 3.20. It may h#ed, here, that the sequence
of operations carried out in the inverse diffussaction is in the reverse order
as carried out in the diffusion section of encrgptprocess. These operations

are described in steps as shown below after theefig
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Output data block

e DB N
| S |._=__Ksld(n)
::::::::::1_BH%B3
52
RHDB2T
Round
sub keys
LHDB2T
| T |
Diffusion | DB2
Keq(n)
s2d
| & f———
RHDB1
<<<
LHDB1 RADB
<<<
LHDB
“““ A y
DB

Input data block

Figure 3.20. Block diagram of one round of Inveesiusion.

Input data block DB, is bifurcated to left halfl§gtes BO, B1,.., B7)
data block LHDB and right half (8 bytes B8, B9, .B15) data
block RHDB.

The left half data is left circular shifted numloértimes equal to the
integer value given by the sum of integer valuethefright half data
MOD 6 to get LHDBL1.

The right half data is left circular shifted numhzrtimes equal to
the integer value given by sum of integer valueslbB1 MOD 6
to get RHDBL1.

LHDB1 and RHDB1 are concatenated to get 16 byta dddck
DB1.

DB1 is XOR-ed with th@™ round sub ke syq4(n) to obtain DB2.
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6) DB2 is transposed to get DB2T.

7) DB2T is bifurcated to left half data, LHDB2T andyhmi half data
RHDB2T, each 8 bytes long.

8) LHDB2T is XOR-ed with RHDB2T to obtain LHDB3.

9) LHDB3 is transposed to get LHDB3T.

10) LHDB3T is XOR-ed with RHDBT2 to obtain RHDB3.

11)LHDB3T and RHDB3 are concatenated and XOR-ed witmound

sub key Kqgq(n) to obtain DB which is the output data block oé th

inverse diffusion section.
3.4.3.2 | nverse Substitution Section

The inverse substitution section performs the eoperations
performed in the substitution section of the entioypprocess. The sequence
of operations performed in this section is alsthe reverse ordeC(i) is the
i data byte in the input data block of this sectibigure 3.21 shows the
block diagram of inverse substitution section. Timwerse substitution

operation is described in steps as follows:

1) Leti=1.

2) Search and locate the byte value represented(ipyn thei™ row
of the matrixMg.

3) Obtain the column numbgrin thei™ row where the byt€(i) has
been located.

4) Assign valuejfl) toP(i) which gives inverse substitution @gi).

5) Increment.

6) Go to step 1 till becomes > 16 (the block size is 16).
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For example, let the®byte in the input data block i€(1), in the input data
block be ‘#. We proceed to search ‘# in the matyly to find the column
numberj in the £ row whereC(1) = My(1,j). Then we use the byte value
(-1) as the data outp®(1) corresponding to input data by@€l). It may be
noted that the matrikighas columns 1 through 256 and the byte value ih eac
location is in the range O through 255 only. And tis the reason why we
assign j-1) for the output byte value corresponding torgsut byte in a block

of input data to the inverse substitution secticet.the 2° byte,C(2), in the
input data block be ‘%’. We proceed to search tfothe matrixMy to find

the column numberin the 29 row where C(2) =My(2,)). Then we use the

byte value oft1) as the output dai¥(2) corresponding t&(2).

Q Input Data ) { Secret Key )

C(i) K,

A A

Y

Inverse

Substitution Matrix M,

A

P(i)

A 4
{ Output data )

Figure 3.21Block Diagram of Inverse Substitution.

In this way all input data bytes in a block of inpdata to the inverse
substitution section are converted. Figure 3.22aiephe inverse substitution
procedure. Plate 3.10 shows the inverse substityseudo code. Figure 3.23
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shows the simplified block diagram of decryptioroggdure. The MASK

decryption algorithm is shown in plate 3.11.

<« Block of 16 output data bytes

P(1) thro P(16)
16 output data bytes —— 97 9% ... 112
%-1 %l 113-1
Columnnumber j 512 113 256
Rows of matrix My | v]a|= |s| = [e| V3| = [ = |1 ... |BA] ... Ll | |9| F@E
Rownumber i — 128 bit
key
16 input data bytes— 115 3 33
Block of 16 input data bytes
— C(1) thro C(16) —

Figure 3.22. Inverse Substitution mapping procedure

Fori< 1to 16
j=1
while C(i) not equal toMq(i,})
j=jt1
Endwhile
P@i) = (-1)
EndFor

Plate 3.10. Inverse substitution pseudo code.
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Figure 3.23. Simplified Block Diagram of Decrypti®nocedure.
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MASK DECRYPTION ALGORITHM

Input: Ciphertext block placed in 128 - bit r&tgrA;
Number of rounda (maximum 16)
Secret keYKq 128 bits

Output: Plaintext block placed in regiséar

Procedure:

Initialize Matrix Mgy with secret keyKgy

Run Key schedule to obtaifs,q, Ks;q Sub-key matrices

For r =1ton do

AL = Ay <<< (sumof integer value of bytes of Ajr % 6)

Air= Ajr <<< (sumof integer value of bytes of A;. % 6)

A= Ay || Asr  : Concatenate Ay and Asr

Ar= As(+) Ksy(r) ; bit-wise XOR, key dependent

A = (A)" : Transpose bytes

AL = Ay (+) Air ; bit-wise XOR, data dependent

Ai = (A ) " Transpose Left half of A; . byte wise transpose
Ajr= Aq (+) Ar ; Left half of Ay & Right half of A;bit-wise XOR
A= Ay || Asr  : Concatenate Ay and Asr

A; = A (+) Ksy(r) ; bit-wise XOR, key dependent

A; = f(Kg,A1) ; Key dependant Poly-alphabetic inverse substitution

Plate 3.11. MASK Decryption Algorithm.
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3.5 Testing of Encryption Algorithm

In this section, basic tests results are discus3exts have been
conducted for the qualitative evaluation of thergpton algorithm. Test 1
has been conducted to obtain cipher text generaiedhe encryption
algorithm with different number of diffusion round3est 2 has been
conducted to observe the plain text produced byl&weyption algorithm with
the closest key (one bit difference between enwmgpkey and decryption
key) and to ensure that the decryption is totafintelligible. Test 3 has been
conducted to reveal the poly-alphabetic propertyhefencryption algorithm.
Test 4 has been conducted to measure the numbérabfanges in a block of
ciphertext characters produced with one bit changde encryption key or
plaintext data in various rounds (avalanche charstics). Test 5 has been
conducted to obtain the propagation of key chamgeugh round outputs.
Test 6 has been conducted to obtain the propagefidata change through
round outputs. Test 7 has been conducted to obtairencryption speed for
comparison with AES. Test 8 has been conductedtairoimage encryption

and decryption. They are explained in the followsd sections.
3.5.1Test 1- Ciphertext Generation from Plaintext Messag

In this section, results are generated to showdifierence in cipher text
produced for different number of diffusion roundsng the same plain text
message. For a given plaintext message, the MASK/ption algorithm have
executed with one diffusion round and sixteen diffn rounds and the
ciphertext messages obtained. Plate 3.12 shows tetet message used for
the test and plates 3.13 and 3.14 show ciphernedsages generated with
1 and 16 diffusion rounds. The secret key usedhfese encryptions is ‘Life’s

beautiful’.
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Mystery
O God who dwells in my heart
How wonderful is your art
Thou manifest everywhere
Yet, hard to perceive thee anywhere
For man in delusion
You always seem to be an illusion
For a man of wisdom
Your's is a great kingdom.
Man in his daily affairs
Caught in worldly desires
Runs after objects of pleasure
And never happy for a measure!
How justified is he
To not seek thee
Thou happiness eternal
When he seek thee internal!
But man's search is external
For his happiness eternal
No wonder for man of history

You always remain a mystery!

Plate 3.12. Plain text message used for encryption.
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Plate 3.13. Cipher text message with 1 round ofygrion.

It may be noted that the number of lines of textplaintext and
apparent number of lines of ciphertext generatechat same. It is because of
the fact that in the ciphertext generated, therst®special control characters
such as carriage return and line feed etc. Wherdvere is a linefeed
character in the ciphertext output, it goes to nlegt line in the ciphertext
printout. This can cause more lines in the cipkxénpeintout. Similarly, after

every line of plaintext there is a line feed ché&aand thus the plaintext
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printout will show exact number of lines as foumdthe plaintext message.
But in the ciphertext output, there can have lessi\ver of characters that
represent line feeds. In that case there can lsenember of lines in the
ciphertext message corresponding to a plaintextsages However the
number of characters (including special characterd) be same in both

plaintext message and ciphertext message.
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Plate 3.14. Ciphertext Message with 16 Rounds afygtion.
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3.5.2 Test 2- Decryption with Closest Key

In this section decryption of an encrypted messagdtempted with a
decryption key that is very close to the encrypti@y (difference between
encryption key and decryption key is only one Bit)e aim is to show that the
decrypted message is totally unintelligible eveth# assumed secret key is
closest to the original secret key. It can be sdlearly that the decrypted
message is totally unintelligible without leavingyarace of the words in the
original plain text message. Plate 3.15 and 3.l@wvsHecrypted messages

with one round and 16 rounds of operations, respeygt
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Plate 3.15. Decrypted message with 1 bit differéndey; rounds = 1.
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3.5.3Test 3- Poly-alphabetic Nature Test

Plate 3.16. Decrypted message with 1 bit differéndesy; rounds = 16.

In a block cipher with block size of 128 bits (16acacters), blocks of 16

plain text characters are converted to cipher ¢tbstracters at a time. In this

test the poly-alphabetic substitution capabilitytieé encryption is revealed.

For the same plain text characters within one hlogkpoly-alphabetic

encoding should produce distinct cipher text characin the ciphertext
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output block. To test this feature, a block of plekxt input data with 16
identical characters (‘A’-> Decimal 65, hexadecimal 41) is chosen.
The cipher is executed for 1 to 8 ciphering rouadd output data block of
each round is obtained. The ciphertext output biscghown in hexadecimal

format in plate 3.17.

41 414141414141 41 41 41 41 41 41 41 41 41 < Input data block (hex)

E9 EC C5 F5 D2 D3 DA E6 3A 32 20 17 30 00 3F €61 round o/p data block

2C 0C 22 32 0A 2E 61 65 46 79 56 21 30 31 25 6% 2 rounds o/p data block
B4 B7 33 BF 8D EF F3 2E 70 B7 43 60 C6 30 CB€03 rounds o/p data block
2E 33 66 FD AF 50 A8 BO B3 9F F8 EE C5 5C E9¢3! rounds o/p data block
85 97 D2 5E 0B B8 OE 1A 1E 00 62 50 3A C1 5A €55 rounds o/p data block
F9 4395 7F 74 57 37 DE 45 7B 1A 88 16 4C 41 BB 6 rounds o/p data block
A5 F6 C6 45 F5 28 F2 EO 2F 51 D1 6B E2 2B 66 €07 rounds o/p data block
9D 59 71 D0 23 84 A1 9C 49 70 BF 12 E5 4F 80 & 8 rounds o/p data block

Plate 3.17. Poly-alphabetic test result.

3.5.4Test 4- Avalanche Property Test

In a block cipher that is said to have better aygpaphic strength, a
change of one bit in the key or in the plain teleick affects many bits in the
cipher text output block. This is called avalanditect. The change is
diffused to various parts of the cipher text blacktead of confining only to
one part. DES has a very good avalanche effecttaube expansion and
contraction permutations performed in its varioaands. In the diffusion
test, first a block of plaintext characters is ocemed into cipher text

characters and the corresponding bit pattern iaioed. Then with a change



82

of only one bit in the key and using the same ptaxt character block the
output cipher text character block is obtained &ne corresponding bit
pattern is analyzed. The number of bits changel ame bit change in the
key can be determined. Similarly, a change of ahanlthe plain text block is

introduced to determine the changed number offbitshe same encryption
key. The test is carried out with different numleérrounds of diffusion

operations. Plate 3.18 shows the bit pattern ircipleer text outputs obtained
using two keys that differ by only one bit for oreund of substitution and
diffusion operation. Plate 3.19 shows the bit patia the cipher text outputs
obtained using two keys that differ by only one fuit sixteen rounds of
substitution and diffusion operation. Table 3.1 w&ahe number of bits
changed with one bit change in the key for differenmber of diffusion

rounds compared with the diffusion characteristt&\ES. Plate 3.20 shows
the bit pattern in the cipher text output obtaineging a plain text and
a particular key. Plate 3.21 shows the bit pattetrsined for the same key
but a plain text block that differs by only one lir different diffusion

rounds. Table 3.2 shows the number of bits chamgiédone bit change in the
plaintext for different number of diffusion roundsmpared with the diffusion

characteristics of AES.

10010010101111100110011110010110010111001000010001111100010
00010110010011100000101001001010101001110000110100100001101
Plaintext = abcdefghijkimnop, Key = Godiseternaly@&lumber of rounds = 1
11000110110110101110101000001110001011001001000000011101110
01101110010000101001010001010001111001010100100001001110001
Plaintext = abcdefghijkimnop, Key = Hodiseternalyéumber of rounds = 1

Plate 3.18. Key diffusion test result with one rdwperation.
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111101101101110100100000100100000111101001011100000201011000
1100001011111001110110011000111101011110100010020021000111001
Plaintext = abcdefghijkimnop, Key =Godiseternaly@&imber of rounds = 16

11110000011011000100011010100101100000011001100000010101101
01000111110010101100101010100000010011011101100100001101010
Plaintext = abcdefghijkimnop, Key = Hodiseternalyéumber of rounds = 16

Plate 3.19. Key diffusion test result with 16 rowpkrations.

Table 3.1. Comparison of Key Diffusion Charactéesof AES and MASK.

No. of rounds| No. of bit changes for one bit chaimgeey
AES MASK
1 22 48
2 51 46
3 42 43
4 54 52
5 51 53
6 47 46
7 47 55
8 46 43
9 55 54
10 53 57

10010010101111100110011110010110010111001000010001111100010
00010110010011100000101001001010101001110000110100100001101
Plain text = abcdefghijkimnop,Key = Godiseternalydiimber of rounds = 1

10010110010111001000010011100011111000101001001010101100111
01001010101001110000110101101101000011010001010000000001010

Plaintext = abcdefghijkimnoq, Key = Godiseternaly@&umber of round = 1

Plate 3.20. Data diffusion test result with 1 rowperation.
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11110110110111010010000010010000011110100101110000001011000
11000010111110011101100110001111010111101000100001000111001
Plain text = abcdefghijkimnop, Key = Godiseternaly@&umber of rounds = 16

01010101011000011001110000101010010001111000110000011010010
00110000011110101110110101011100011110001000000010000111100
Plaintext = abcdefghijkimnoq, Key = Godiseternalydumber of rounds = 16

Plate 3.21. Data diffusion test result with 16 rdsioperation.

Table 3.2. Comparison of Data Diffusion Charactessof AES and MASK.

No. of rounds No. of bit changes for one bit chaimgeey
AES MASK
1 10 46
2 46 50
3 54 42
4 57 51
5 53 50
6 46 47
7 44 50
8 49 43
9 49 50
10 50 46

3.5.5 Test 5- Propagation obéelta-K through Data in Rounds

A block of plaintext data (128 bits or 16 charastef plaintext) is used as
input to the diffusion section in this test. Withgaven secret ke, the
section is executed. The output block producedacheround is recorded.
Then, with the same block of input plaintext argkaret key value that differs
by one bit Delta-K) is used to execute the section. The output biwokluced
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in each round is recorded. The difference in bydkies of the data blocks
produced in respective round is calculated. Théemihces in byte values
show how one bit change in secret key propagatesigh data in various
rounds. The differential key propagation is verypartant in connection with
the resistance of the cipher against differentitdcks. If the difference in
byte value between round outputs due to one bihgdgor for a given
difference) in key value is not consistent then tifgher exhibits strength
against differential crypt analysis. Figure 3.240wh the variation of
difference in byte values (only byte 1 and byter@ shown in the graph. All
bytes in a block exhibit similar characteristicé}fte data blocks produced by

each round due to one bit change in secret key.
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Figure 3.24. Propagation Bfelta-K through rounds.

The Figure indicates that the difference propagati® inconsistent,
meaning good differential characteristics, througbunds revealing

resistance against differential attacks on theeagiph



86

3.5.6 Test 6- Propagation oDelta-P through Data in Rounds

The differential data Delta-P) propagation is also important in
connection with the resistance of the cipher agalifferential attacks. With a
block of plaintext data and a given secret ki€y,the diffusion section is
executed in 16 rounds. The output block produceelaich round is recorded.
Then, with the same key, and a plaintext block thr by 1 bit Delta-P) is
used to execute the diffusion section. The outpatkoproduced in each
round is recorded. The difference in byte valuethefdata blocks produced in
respective round is calculated. The differencebyite values show how one
bit change in plaintext data block propagates thhodata in various rounds.
If the difference in byte value in round outputsedi® one bit change in
plaintext data block is not consistent then thénerpexhibits strength against
differential crypt analysis. Figure 3.25 shows t@pagation ofDelta-P
through the two bytes of data blocks produced chaaund due to one bit
change in plaintext data.
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Figure 3.25. Propagation Bfelta-P through Rounds.
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The Figure indicates that the difference propagai® random, through

rounds, revealing resistance of the cipher agadiiffstrential attacks.
3.5.7 Test 7- Throughput Comparison

Throughput of an encryption algorithm is the numbé bytes of
plaintext data it can convert to ciphertext dataome second. The
throughput refers to encryption speed. In any gutesg scheme, higher
conversion speed is an advantage while remainiogreeThe encryption
speed of MASK is compared with AES while both alfons running
with a plaintext message having size 45,612 byted secret key
Godiseternalyes!. The throughputs of these algosthare recorded.
Table 3.3 shows the comparison of performance ofSKAand AES. It
can be seen that MASK encryption algorithm is 8esnfiaster than AES.
The tests have been conducted using Turbo C intahAtom 1600 MHz

processor with Windows-XP operating system.

TABLE 3.3. Comparison of throughput of MASK and ABS an Intel Atom
1600 MHz processor.

Encryption

Algorithm AES MASK
Throughput

Bytes/sec 16,941 103,767

3.5.8 Test 8- Image Encryption and Decryption

An encryption scheme should be capable of encrgpplaintext
messages and images to generate ciphertext mesaagesipher images
without leaving any trace of the plaintext or theage in the encrypted output.
An image contains redundant information and therestrong correlation
between adjacent pixels in horizontal, vertical amtjonal directions of the

image. A weak encryption may not be able to hides¢haspects of the
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original image in the ciphered image. Thereforeerevf the ciphertext
message generated from a plaintext message by aypéon scheme is
secure, the cipher image generated from a plairgenmaay not be hiding
certain characteristics of the original image. Téa® give some clues to the
crypt analyst regarding the nature of the originege there by making crypt
analysis easier. Therefore, it is important thaeacryption scheme should be
analyzed using images. Moreover, encrypted andypdtst images facilitate
statistical analysis viz. histogram analysis, agljaqixel correlation analysis
cross correlation analysis and key space analgsisss correlation analysis,

between input and output is also made easily plesgiibh images.

The encryption algorithm has been implemented inTMAB7 for
testing the algorithm using images. Different staddimages available in
MATLAB were used as input and the encrypted images decrypted images
were obtained. These images have different sizetextdre besides having
different background illuminations, histograms atjacent pixel correlation
values. Encryption quality measurement and enagpsipeed measurement
using images were also carried out for comparisidh WES. The following
image encryption and decryption results are preseftr the observation on
the outcome of encryption and decryption procesBesailed analysis, with
images, is presented in chapter 5. Figure 3.26 shtiv input image
“Lifting body”, the cipher image and the decryptedage. The secret key
used for encryption and decryption operation isdiSeternalyes!. Similarly,
Figure 3.27 and Figure 3.28 shows the input ima@ameraman” and
“Saturn” along with their corresponding cipheredd atecrypted images for

the same secret key.
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(@) (b) (©)

Figure 3.26. Encryption and decryption of imagdtihg body’.
(a) Original image (b) cipher image and (c) decryptedge.

(b)

Figure 3.27. Encryption and decryption of imagertf@aaman’.
(a) Original image (b) cipher image and (c) decryptedge.

(b)

Figure 3.28. Encryption and decryption of imagett®al.
(a) Original image (b) cipher image and (c) decrypiedge.
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3.6 Improved Performance of AES using MASK Key Schade

Encouraged by observing faster encryption and giony
performance of MASK encryption algorithm, an attémjas made to see if
the key avalanche and differential key propagatbaracteristics of AES

could be improved by using MASK key schedule in AES

As a case study AES algorithm has been modifiedejacing the
original AES key schedule with the matrix based keyeration procedure
used in MASK. It may be noted, here, that AES usly one set of 10 sub
keys for the 10 diffusion rounds when the secrgtdiee chosen is 128 bits.
Using sub key setKy of MASK, AES has been tested to evaluate the

following performance criteria.

» Effect of 1 bit key change on sub-keys
» Key avalanche characteristics of AES

» Propagation obDelta-K through data in AES

It has been shown that, the key avalanche effedt differential key
propagation characteristics of AES have improveddpfacing the AES key
schedule with the Matrix based key generation pioce

3.6.1 Effect of 1 bit Key Change on Sub-keys

Tests conducted to obtain the effect of 1 bit cleaimgsecret key on
sub-keys would give an indication of the effectiess of the key scheduling
procedure. The number of bit changes in sub-kegstdwne bit change in
secret key, called sub key avalanche, has beemvellseThe Matrix based
key schedule of MASK encryption has been execubedbtain the sub key
values. Then the values are compared with the syls broduced in the

original AES. First, the key scheduling procedues lbeen executed with a
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given secret key and the sub-keys generated foroldds have been
recorded. Then, with another secret key, with deddhce of only 1 bit
(one count) from the first key, has been used &xete the key schedule and
the sub-keys generated for 10 rounds has beendestorThe number of bits
changed in sub-keys, in each round, has been attdufrom the recordings
and the result has been plotted. Figure 3.29 shibavgomparison of the bit
changes in sub-keys generated by the MASK key stbeadth the number of
bit changes produced in sub-keys in AES.
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Bit changes

Figure 3.29. Effect of 1 bit change in secret keysab-keys.

It can be seen from the plot that the sub key achla is more
prominent in MASK key schedule. This feature carmilifate stronger
diffusion of key in to the ciphertext. The key auathe produced in AES due
to MASK key schedule is discussed in the followsagtion.
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3.6.2 Key Avalanche Characteristics

In this test, a block of plaintext data (128 bits1& characters of
plaintext) has been used as input to the cipheth &/igiven secret kely, the
cipher has been executed. The output block produrcedch round has been
recorded. Then, with the same block of input p&ittand a secret key value
that differs by one bit has been used to execwecifpher. The output block
produced in each round has been recorded. The muofll®@t changes that
occurred in each round has been calculated totpébokey avalanche in the
case of original AES and AES modified with Matriaded key generation
procedure. Figure 3.30 shows the change of bits ltock of output data in
each ciphering round for one bit change in key poed in AES and the same
in AES with Matrix based key generation.
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Figure 3.30. Key Avalanche in AES with Matrix keghgdule.

It can be seen that AES with Matrix based key gaiar procedure has an

enhanced key avalanche characteristics in thalimtid final round outputs.
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3.6.3 Improvement in Propagation oiDelta—K through Data in Rounds

In this test, the differential propagation of keydugh diffusion
rounds of original AES and modified AES with MASKek schedule is
obtained. If the difference in byte value in roundputs due to one bit change
(or for a given difference) in key value is not smtent then the differential
crypt analysis will not yield decryption of encrgpt message by the crypt
analyst. Figure 3.31 shows the variation of diffee in byte values of the
data blocks produced by each round due to oneHhaibhge in secret key.
The results indicate that the differential key @gation is better in AES with

matrix based key schedule.
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Figure 3.31. Propagation Bielta—K through data block in rounds.
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Chapter 4

MASK Encryption:
Results with Image Analysis

This chapter discusses the tests conducted and analysis made on
MASK encryption, with gray scale and colour images. Statistical analysis
including histogram analysis, adjacent pixel correlation analysis and mean
value analysis have been carried out and the results are compared with AES
Encryption quality and encryption speed are obtained with images of different

sizes and the values are presented.
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4.1 Results with Image Analysis

Tests have been conducted using images of diffsizes and textures
for statistical analysis and comparison with AE8e3e include 1) Encryption
of gray scale images and colour images, 2) Histagaaalysis, 3) Adjacent
pixel correlation analysis, 4) Mean value analy&¥, Encryption quality,
6) Key space analysis and 7) Encryption speed cosgma

4.1.1 Image Encryption and Decryption

Image encryption and decryption tests have beenedaout using
standard images of different sizes in gray scalé @lour. Encrypted and
decrypted outputs have been obtained from MASK #&kS and are
presented in the following figures. Figures 4.14t8 show the original gray
scale images and the cipher images and decryptedesnby MASK and

AES, respectively.

Figure 4.1. Encryption and decryption of Image &Rioy MASK and AES.
(a) Original Image ‘Rice’, (b) MASK cipher imagg) AES cipher Image,
(d) MASK decrypted image and (e) AES decrypted ienag
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Figure 4.2. Encryption and decryption of Image ‘@aaman’ by MASK and AES.
(a) Original Image ‘Cameraman’, (b) MASK cipher ima@e), AES cipher
Image, (d) MASK decrypted image and (e) AES deagpinage.

(d)

Figure 4.3. Encryption and decryption of Image tBatby MASK and AES.
(a) Original Image ‘Saturn’, (b) MASK cipher image) &ES cipher Image,
(d) MASK decrypted image and (e) AES decrypted ienag
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Figures 4.4 and 4.5 show the original colour imaged the corresponding
cipher images and decrypted images by MASK and AdsBectively. It may
be noted that in all the encrypted images obtainea MASK and AES no

trace of original image is visible.

(b) (€)

Figure 4.4. Encryption and decryption of Colour g@aOnion’ by MASK and AES.
(a) Original Colour image ‘Onion’, (b) MASK cipher imag(c) AES cipher Image,
(d) MASK decrypted image and (e) AES decrypted ienag

@) T © d)

Figure 4.5. Encryption and decryption of Colour tfedlLena’ by MASK and AES.
(a)Original Colour image ‘Lena’, (b) MASK cipher image) AES cipher Image,
(d) MASK decrypted image and (e) AES decrypted imag

4.1.2 Statistical Analysis

Digital images, accounting for 70% of the infornoatitransmitted on
the Internet, are important parts of network exgesn[61]. However, the
image information, which is different from text sage, has larger scale of
data, higher redundancy and stronger correlatiotwdsn pixels [63].
Statistical analysis of encrypted images provideshmnformation about the
security of a cipher with reference to statistatihcks that could be launched
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against the cipher. There are two important metladdstatistical analysis of
encrypted images. The first is histogram analysid ¢he second is the
adjacent pixel correlation analysis. In the follagrisection, analysis carried
out on MASK and AES based on these two methodscuissed.

4.1.2.1 Histogram Analysis

In image processing context, the histogram of aagennormally
refers to a histogram of the pixel intensity valu€Bis histogram is a graph
showing the number of pixels in an image at eadferéint intensity value
found in that image. For an 8-bit grayscale imadlgere are 256 different
possible intensities, and so the histogram willpbreally display 256
numbers showing the distribution of pixels amontsise grayscale values.
The image is scanned in a single pass and a rummomgt of the number of
pixels found at each intensity value is kept. Tisishen used to construct a

suitable histogram.

Histograms can also be taken of color images -eeitindividual
histogram of red, green and blue channels cankentar a 3-D histogram
can be produced, with the three axes represeniiaged, blue and green
channels, and brightness at each point represetiimgixel count. For a
good encryption, the distribution of gray scaleshi@ encrypted image should
be fairly uniform [65]. Using gray scale imagesddferent sizes and textures,
histograms of encrypted images obtained from MASISrgption and AES
encryption have been analyzed. It has been obsé¢hatdhe histograms of
encrypted images have fairly uniform distributidrpoxel gray values and are
significantly different from the histograms of theriginal images.
Figure 4.6 shows original gray scale image ‘Oniand its image histogram
and Figure 4.7 shows the corresponding histogramdASK cipher image
and AES cipher image.
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Figure 4.6. Image ‘Onion’ and Histogram. (a) Oralilmage and (b) Histogram of
image.
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Figure 4.7. Histograms of cipher images of ‘Onida). Histogram of MASK Cipher
image of ‘Onion’ and (b) Histogram of AES Cipherage of ‘Onion’.
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Figure 4.8 shows original gray scale image ‘Lenad ats image
histogram. Figure 4.9 shows the corresponding ¢matas of MASK cipher
image and AES cipher image.
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(b)
Figure 4.8. Image ‘Lena’ and Histogram. (a) Origiimaage and (b) histogram of the

image.
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Figure 4.9. Histograms of cipher images of ‘Leifa). Histogram of MASK cipher
image of ‘Lena’ and (b) Histogram of AES cipher geeof ‘Lena’.
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Figure 4.10 shows original gray scale image ‘Satamd its image

histogram. Figure 4.11 shows the correspondingdiams of MASK cipher
image and AES cipher image.
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Figure 4.10. Image ‘Saturn’ and Histogram. (a) @aglmage and (b) histogram of
the image.
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Figure 4.11. Histograms of cipher images of ‘Sdtya) Histogram of MASK cipher
image of ‘Saturn’ and (b) Histogram of AES ciphaaige of ‘Saturn’.
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It is clear from the above histograms of the en@gpimages by
MASK and AES, that the distribution of gray scal@ues is uniform, and
significantly different from the respective histagrs of the original images.
In the original image some gray-scale values inrdimge 0 to 255 do not exist
but every gray-scale values in the range 0 to 265t @nd are uniformly
distributed in the encrypted image. So, the eneypinage does not provide
any clue to employ statistical attack on MASK emptign procedure.
This gives MASK encryption high security againsttistical attacks.

4.1.2.2 Adjacent Pixel Correlation Analysis

Correlation is a measure of the relationship betwseo variables.
If the two variables are the two neighboring pixelsn image, then there is a
very close correlation between them. This is calldfhcent pixel correlation
in an image. The correlation coefficie@t is computed using the equation
(4.1) given in [63].

NI K Y-S, X« 20, Y,

JEI - @ X v s v - (2]

C, = 4.1

where X and Y are gray values of two adjacent pixels in the oaagiand

encrypted image amd is the total number of adjacent pixels selectethfthe

image. The correlation coefficienC, has beencomputed using direct
MATLAB command. The adjacent pixel correlation gladre obtained by
using 512 randomly selected pairs of adjacent pyxay scale values of two
standard images and the corresponding cipher imggesrated by MASK
and AES. Figures 4.12 to 4.17 show adjacent piagktation plots of images
‘Onion’” and ‘Lena’, adjacent pixel correlation pobf corresponding MASK
cipher images and AES cipher images along horitomatical and diagonal

directions.
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Figure 4.12. Adjacent pixel correlation plots ofige ‘Onion’. (a) Horizontal
direction, (b) Vertical direction and (c) Diagomtiection.
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Figure 4.13. Adjacent pixel correlation plots of MK cipher image of ‘Onion’.
(a) Horizontal direction, (b) Vertical directionéic) Diagonal direction.
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Figure 4.14. Adjacent pixel correlation plots of Eipher image of ‘Onion’.
(a) Horizontal direction, (b) Vertical direction and @iagonal direction.
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Figure 4.15. Adjacent pixel correlation plots ofige ‘Lena’. (a) Horizontal

direction, (b) Vertical direction and (c) Diagomtdection.
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Figure 4.16. Adjacent pixel correlation plots of MK cipher image of ‘Lena’.
(a) Horizontal direction, (b) Vertical directioncifc) Diagonal direction.
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Figure 4.17. Adjacent pixel correlation plots of &Eipher image of ‘Lena’.

(a) Horizontal direction, (b) Vertical directionéic) Diagonal direction.
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In the above plots, gray scale values of selecteelpare applied as
X axis input data and adjacent pixel gray scaleeslare applied ag axis
input data of the plotting procedure. If the caaten is very high, then the
plot appears like a concentration of points aldreggdiagonal of the-y plane.
However, if the correlation is very weak, the plepresents scattered points
throughout the«-y plane. In the case of an encrypted image, thecadjaixel
correlation should be very small if the encryptiprocess is successful in
hiding the details of the original image [63} can be seen that in the
correlation plots of the encrypted images by MASKI &AES the correlation
is very low in all the three directions as the plepresents scattered points
throughout thex-y plane. The correlation between the adjacent pixekhe
original image is strong as there is concentratibpoints along the diagonal
of thex-y plane. Comparison of correlation coefficientsefested images and
their cipher images obtained from AES and MASK gption is given in
Table 4.1.

Table 4.1. Adjacent Pixel Correlation Coefficientfriginal Images and Cipher
Images Generated by MASK and AES.

Correlation Coefficien€,
Image Direction . MASK cipher AES cipher
Name Plain Image . .
image image
Horizontal 0.973 0.053 0.072
Onion Vertical 0.989 0.032 0.007
Diagonal 0.988 0.016 0.043
Horizontal 0.943 0.006 0.004
Lena Vertical 0.897 0.101 0.026
Diagonal 0.966 0.012 0.054
Horizontal 0.997 0.247 0.209
Saturn Vertical 0.997 0.059 0.019
Diagonal 0.999 0.014 0.106
Horizontal 0.918 0.020 0.046
Rice Vertical 0.890 0.079 0.032
Diagonal 0.954 0.079 0.076
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4.1.2.3 Mean Value Analysis

This test is intended to verify the distributionroéan pixel gray value
in every vertical line of an image. This gives tneerage intensity of pixels
along the horizontal direction in the image. Inlairppimage, the mean value
will vary along the horizontal direction and apgeas a signal with wide
variations in the mean across the width of the nagyhereas in a well
encrypted image the mean value along the horizah@lld remain more or
less consistent, indicating uniform gray level wlgttion along all vertical
lines of the encrypted image. Mean value data le&s lzollected from the
encrypted images obtained from MASK and AES usiifterént images.
Figures 4.18 to 4.21 show the mean values obtdmedthe gray scale image
‘Lena’, ‘Cameraman’, ‘Galaxy’ and, ‘Saturn’ alongtiwv the mean values of
the encrypted images obtained from MASK and AESrgimon schemes.
In all the mean value plots of encrypted images, riean value across the
image remains nearly consistent. Also it can b $leat the mean values of

the encrypted images generated by MASK and AESlase to each other.
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Figure 4.18. Mean value plots of imdgma’ and encryptions.
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Figure 4.19. Mean value plots of image ‘Cameranaemt encryptions.
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Figure 4.20. Mean value plots of image ‘Galaxy’ amdryptions.
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Figure 4.21. Mean value plots of image ‘Saturn’ andryptions.
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4.1.3 Key Sensitivity Analysis

This test reveals how much change isyed in the encrypted output
of a cipher due to a small change (1 bit) in theretekey. To determine this
we first run the encryption program, MASK, with gxput imagel and secret

key Ke1 and obtain the cipher imag€;. Then we run the program with the
same input image and another secret Key that is different by one bit
(closest key) with respect # and obtain the cipher imag€;. Using the

two encrypted images we obtain the difference im#@s-C,)|. Figure 4.22
shows the encryption on an original image ‘Liftihgdy’ using closest keys
by MASK and AES and the difference images.

(€) (f) (9)

Figure 4.22. Encryptions using closest keys by MASid AES.
(a) Original image ‘Lifting body’, (b) MASK cipher imagusing ke (c) MASK
cipher image using kel., . (d) MASK difference image, (e) AES cipher image
using keyKe (f) AES cipher image using kd§, and (g) AES difference image.
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The percentage intensity differendg, using the encrypted images

generated by MASK and AES encryptions is given by

Ol N nG) -3 B a0}

0,
i Sy I IR)

X 100, (4.2)

whereM andN are the dimensions of encrypted image in pixetslaandl,

are the pixel gray scale values in encrypted imd&geand C, respectively.

It has been observed that the image encrypted dyitst key has 33.63%
difference from the image encrypted by the secandik terms of pixel gray
scale values in the case of MASK although themnily one bit difference in
the two keys. Whereas the image encrypted usindinstekey has 33.72%
difference from the image encrypted by the secandik terms of pixel gray

scale values in the case of AES.
4.1.4 Measurement of Encryption Quality

The encryption quality, expressed in terms of tokelnges in pixel gray

values between the original image and the encryiptede, is given by [65]

X H(F) - Hu(F)
Q - 256 ) (43)

whereL is the pixel gray leveH (F) the number of pixels having gray level
in the original image antl (F’) the number of pixels having gray levelin
the encrypted image. The encryption quality valoleIASK and AES have
been evaluated, using images of different sizes temtures, for all the
ciphering rounds. Tables 4.2 to 4.4 show comparisoBncryption quality
measured in AES and MASK using three different iesagf sizes 128 x 128
pixels, 256 x 256 pixels and 512 x 512 pixels respely. Table 4.5 shows
comparison of encryption quality measured in AES MASK using same
image having three different sizes (128 x 128, 25856 and 512 x 512

pixels).
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Table 4.2. Encryption Quality Measured in AES an3K with Different Images
having Dimension 128 x 128 Pixels.

Encryption Quality of AES and MASK using Differelmages of Size 128 x 128 Pixels
Image name
Ciphering Rice Liftingbody Cameraman
rounds Algorithm type
AES MASK AES MASK AES MASK
1 58.26 61.72 78.60 80.30 63.88 69.33
2 58.11 58.65 79.68 81.18 63.69 64.73
3 57.41 57.69 79.80 79.15 63.03 63.86
4 58.01 57.93 79.58 79.84 63.24 62.83
5 58.19 58.17 80.07 79.17 63.87 63.51
6 58.08 58.10 78.64 78.99 63.75 63.55
7 57.55 57.29 79.00 79.40 64.54 62.88
8 56.87 58.26 79.67 79.00 63.66 62.54
9 57.56 58.03 78.69 79.30 63.94 62.83
10 58.44 58.48 79.11 79.06 63.55 64.10
Average| 57.848 58.432 79.284 79.539 63.715 64.016

Table 4.3. Encryption Quality Measured in AES an3K with Different Images
having 256 x 256 pixels.

Encryption Quality of AES and MASK using Differelmages of Size 256 x 256 Pixels

Image name
Ciphering Rice ‘ Liftingbody ‘ Cameraman
rounds Algorithm type
AES MASK AES MASK AES MASK
1 230.191 229.77 318.1 320.99 253.34 253.23
2 230.98 228.48 318.25 321.45 250.83 253.70
3 230.789 229.38 316.77 317.73 252.59 250./8
4 229.832 230.41 317.72 317.19 251.47 250{4
5 230.41 230.61 317.86 316.95 249.25 249]8
6 230.48 230.43 316.21 317.0 251.99 250.42
7 229.312 231.02 316.87 318.95 249.83 252.88
8 229.543 229.7 317.17 318.09 250.7 251.89
9 230.101 230.13 317.65 317.2 251.24 251.16
10 230.902 227.61 318 316.36 249.36 250.85
Average| 230.254 229.754 317.46 318.191 251.06 2815
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Table 4.4. Encryption Quality Measured in AES an3K with Different Images
having Dimension 512 x 512 Pixels.

Encryption Quality of AES and MASK using Differelmages of Size 512 x 512 Pixels
Image name
Ciphering Rice Liftingbody Cameraman
rounds Algorithm type
AES MASK AES MASK AES MASK
1 761.08 761.95 1265.9 1268.7 847.77 852.19
2 755.46 759.26 1267.8 1269.3 844.46 851.11
3 759.75 758.65 1268.6 1262.5 842.67 842.47
4 755.55 755.32 1265.9 1269.5 843.79 846.25
5 759.59 759.91 1268.8 1269.3 848.70 844.54
6 755.51 751.97 1271.0 1266.6 843.15 845.30
7 754.05 757.56 1268.4 1265.3 842.79 845.37
8 760.15 759.04 1266.4 1268.6 846.91 845.87
9 756.35 753.66 1270.3 1269.0 843.04 846.18
10 757.06 757.77 1269.1 1266.2 844.80 846.26
Average| 757.455 770.409 1268.22 1270.8 844.808 861.954

Table 4.5. Encryption Quality Measured in AES and3K with Same Image having
Different Dimensions.

Encryption Quality of AES and MASK using Same Imagéh Different Sizes
Image: Liftingbody
Ciphering Size 128 x 128 Pixels Size 256 x 256 Pixels SiZ2% 512 Pixels
rounds Algorithm type
AES MASK AES MASK AES MASK
1 78.6 80.3 318.1 321.99 1265.9 12867
2 79.68 81.18 318.25 321.45 1267.8 1284(3
3 79.8 79.15 316.77 317.73 1268.6 12625
4 79.58 79.84 317.72 317.19 1265.9 12695
5 80.07 79.17 317.86 316.95 1268.8 12693
6 78.64 78.99 316.21 317.0 1271.0 1266}6
7 79 79.40 316.87 318.95 1268.4 12653
8 79.67 79 317.17 318.09 1266.4 12686
9 78.69 79.3 317.65 317.2 1270.3 1269|0
10 79.11 79.06 318 316.36 1269.1 12662
Average 79.284 79.539 317.46 318.291 1268(22 127D.8
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From the results tabulated above, for different gesa of size

512 x 512 pixels, the average encryption qualityM#SK is found to be

967.72 as against the encryption quality of AESclvhs only 956.82. Figure

4.23 shows the encryption quality averaged overl@llrounds for three
different images of size 512 x 512 pixels obtaifiean AES and MASK.
Figure 4.24 shows the encryption quality averagest all 10 rounds for the

same image with 3 different sizes obtained from AB8 MASK.
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Figure 4.24. Encryption quality of AES and MASK ngisame image having three
different sizes. (a) Size 128 x 128 pixels, (beS256 x 256 pixels and
(c) Size 512 x 512 pixels
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The average encryption quality, obtained from ttablé 4.5, of AES and
MASK using same image with different sizes, indésathat MASK has
556.21 as against 554.98 in the case of AES. Thessurements show that
the encryption quality of MASK is better than tltAES and the encryption
quality increases with image size. This is becaadarge size image contain
more number of pixels. As the number of pixels éase, difference in
number of pixels having same gray level increasaaga higher encryption
guality value. The encryption quality with diffeteencrypted images of same
size shows different values because the image mtsnéee different for these

images even though the image sizes are same.
4.1.5 Measurement of Encryption Speed

Encryption speed of MASK algorithm has been meabsune
Bytes/second and compared with that of AES. This tesve been conducted
using Matlab-7 in an Intel Core Duo CPU @ 2.00 Gkth Windows-XP
operating system. In the first test, three separatages having sizes
128 x 128 pixels, 256 x 256 pixels and 512 x 5X&lgihave been used to
measure the encryption speed. In the second &ste smage having three
different sizes (128 x 128 pixels, 256 x 256 pixaisl 512 x 512 pixels) have
been used. The time taken for encryption for eatimd has been measured
using Matlab commands. The encryption speed is taéculated by taking
the ratio of the number of pixels (Bytes) in theage to the time taken for
encryption. The encryption speed obtained usingethimages are given in
Tables 4.6 to 4.9. The average encryption spee@\ashby AES and MASK
while encrypting different images of different szare respectively 1489.49
bytes/second and 11536.74 bytes/second. This sMA8K encryption is
7.75 times faster than AES encryption.
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Table 4.6 Comparison of Encryption Speeds of AEEMASK with Different
Images of Dimension 128 x 128 pixels.

Encryption Speed (Bytes/Sec.) of AES and MASK wittages of Size 128 x 1Z3xels
Image name
Ciphering Rice ‘ Liftingbody Cameraman
rounds Algorithm type
AE S MASK AES MASK AES MASK
1 7656.07 80709.36 7839.24 74472.73 7953/40  70017.0
2 2540.16 | 15031.198 2608.92 15603.81 2608(92 66823.5
3 1325.57 | 8359.1837  1349.59 8904.35 1351/82 4641.36
4 815.94 5461.3333 827.06 5830.60 829.15 3624|78
5 553.70 3873.2861 558.99 4106.27 560.71 287944
6 400.59 2899.823 403.25 3068.1¢ 404.74 232068
7 302.90 2256.7493 304.71 2377.94 306.41 190070
8 237.17 1806.3947 238.49 1896.30 239.29 1579/94
9 190.87 1481.3743 191.69 1548.58 192.35 132879
10 156.87 1235.5958 157.51 1290.08 158.04 1132|27
Average| 1417.98| 12311.429 1447.943 11909.88 1460.48544.86
Table 4.7 Comparison of Encryption Speeds of AEEMASK with Different
Images of Dimension 256 x 256 pixels.
Encryption Speed (Bytes/Sec.) of AES and MASK wlittages of Size 256 x 238%xels
Image name
Ciphering Rice ‘ Liftingbody Cameraman
rounds Algorithm type
AE S MASK AES MASK AES MASK
1 7972.75 48188.24 8021.54 81920.00 8100|87 488607.4
2 2624.59 11497.54 2672.76 11872.46 2696/95 16718.3
3 1355.17 5985.02 1373.92 7728.30 136933  9077.01
4 829.25 4314.42 838.49 5363.01 834.22 554920
5 560.28 3013.15 565.75 3873.29 562.78 3830\27
6 403.10 2123.66 407.49 2953.40 404.67 252645
7 303.96 1587.98 306.85 2323.97 305.57 1817,42
8 237.83 1252.84 239.85 1863.94 238.17 1379\71
9 191.04 1014.33 192.84 1533.74 191.88 108864
10 156.88 830.83 158.36 1283.01 157.53 883.p3
Average| 1463.48 7980.80 1477.78 12071.51 1486.26 77.91
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Table 4.8 Comparison of Encryption Speeds of AEEMASK with Different
Images of Dimension 512 x 512 Pixels.

Encryption Speed (Bytes/Sec.) of AES and MASK wlittages of Size 512 x 5Bixels

Image name
Ciphering Rice | Liftingbody Cameraman
rounds Algorithm type
AE S MASK AES MASK AES MASK

1 7975.17 | 81843.272 8128.50 82176.80| 7891.15 | 82176.8(

2 2635.67 | 20384.448 2740.95 21790.86| 2745.83 | 21399.51

3 1346.75 | 10349.151 1394.98 11079.63| 1390.24 | 10890.9C

4 821.61 6415.6632 843.91 6842.70 | 845.00 6711.32

5 553.05 4408.004| 569.05 4679.47 | 568.70 4594.18

6 398.15 3230.7616 408.87 3412.00 | 408.92 3353.08

7 300.27 24749245 308.77 2597.03 | 308.74 2558.75

8 234.70 1959.5156 241.16 2051.04 | 2406.32 | 2022.40

9 188.55 1591.0658 193.66 1661.77 | 194.00 1639.22

10 154.56 1319.1626 158.85 1374.50 | 159.07 1356.08

Average| 1460.85 | 13397.597 1498.869 13766.58| 1691.80 | 13670.22

Table 4.9 Comparison of Encryption Speeds of AESMASK with Identical
Images of Different Dimensions.

Encryption Speed (Bytes/Sec.) of AES and MASK fant® Image with Different Sizes
Image: Liftingbody
Ciphering Size 128 x 128 | Size 256 x 256 | Size 512 x 512 |Size 1024 x 1024
rounds Algorithm type
AES | MASK | AES MASK AES | MASK| AES | MASK
1 7839.23(74472.738021.54| 81920.00 8128.50|82176.808186.24/81984.05%
2 2608.92/15603.812672.76| 11872.46 2740.95(21790.86 2697.30/22024.24
3 1349.59 8904.35| 1373.92| 7728.30| 1394.9811079.631375.18/11096.04
4 827.06| 5830.60 838.49 | 5363.01] 843.91 6842./®37.26| 6823.56
5 558.99| 4106.27 565.75| 3873.29 569.05 4679.4%65.12| 4651.24
6 403.25| 3068.16 407.49 | 2953.4Q0 408.8Y 3412.0407.06 | 3385.4%
7 304.71| 2377.94 306.85| 2323.97 308.7f 2597.0307.87 | 2585.18
8 238.49| 1896.30 239.85| 1863.94 241.16 2051.0440.79| 2035.9%
9 191.69| 1548.58 192.84| 1533.72 193.66 1661./7193.60| 1649.4(
10 157.51| 1290.08 158.36 | 1283.01] 158.85 1374.5Q59.00| 1363.5(
Average|1447.94311909.881477.78412071.511498.86913766.58 1496.94/13759.87
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The average encryption speeds of AESMA&K for encrypting the
same image with three different sizes are 1474y&@slsecond and 12582.66
bytes/second. This shows that MASK is 8.53 timestefathan AES. Figure
4.25 shows the plot of average encryption speedE$ and MASK with

three different images of size 256 x 256 pixeldifferent diffusion rounds.

9000
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7500
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Encryption Speed (Bytes / sec.)

O .
3 4 5 6 7 8 9 10
Round Number

Figure 4.25. Average encryption speed of AES andSKAwith 3 different images of
size 256 x 256 pixels in different diffusion rounds

The Figure indicates that the encryptagpeed decreases with
increasing number of rounds, as expected, both HES Aand MASK
encryption. However, the performance of MASK is exiqr to that of AES.
Figure 4.26 shows the plot of encryption speed BSAand MASK for an
image of size 512 x 512 pixels for different dg€fon rounds. This Figure
also indicates that the performance of MASK is sigpeto that of AES.
Figure 4.27 shows encryption speed of AES and MA®&Kraged over 10

diffusion rounds for three different images ofzesR56 x 256 pixels.
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Figure 4.26. Encryption speed of AES and MASK veithimage of size 512 x 512
pixels in different diffusion rounds.
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Figure 4.27. Encryption speed of AES and MASK agedaover 10 diffusion rounds
for 3 images of size 256 x 256 pixels.
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Figure 4.28 shows encryption speed of AES and MAsSKraged over
10 diffusion rounds for the same image ‘Liftingbbtgving sizes 128 x 128
pixels, 256 x 256 pixels, 512x 512 pixels and 18224 pixels.
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Figure 4.28. Encryption speed of AES and MASK agedaover 10 diffusion rounds
for same image of different sizes.

In the case of AES, the encryption speed measwgecbmsistent for
different images of same size. But in the case ABSM, the encryption speed
measured shows variation with different imageshefdame size. It has been
observed that for the three images ‘Rice’, ‘Liftoogly’ and ‘Cameraman’
having same size 256 x 256 pixels, the average/ptien speeds achieved by
MASK are respectively 7980.80 bytes per second)7151 bytes per second
and 9177.77 bytes per second. This is becausesdath that AES encryption
does not have data dependant operations in thesuiff rounds and MASK
incorporates data dependant operations in itssidfurounds. In the diffusion
rounds of MASK, right half of data block is rotatedmber of times equal to a
value calculated from the left half data block amzk-versa. Therefore, even
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though the image size is same, the encryption vanies with different image
texture as the data in an image depends on ther¢éegt the imageThis is
true for all encryption schemes incorporating dd¢épendant operations. It
may be noted that data dependant operations intdeadin diffusion round

operations of a cipher enhances the security ofititeer.
4.2 Summary of Results

The summary of observations from the test resatid the analysis

carried out on MASK and AES using images are givelow:

1) Encrypted images of MASK do not reveal any texmifreriginal image.

2) Histograms of encrypted images of MASK exhibit onm distribution
of pixel gray levels over the entire range. Thidicates effectiveness of
MASK encryption.

3) Adjacent pixel correlation in the encrypted imageésMASK is very
low. This shows that the pixels in the MASK encegbtimages are
statistically independent.

4) Mean value plots of encrypted images of MASK shtwat tthe mean
value of pixels across the encrypted image is amfoompared to that
of the original image. This also shows MASK enciryptis effective.

5) Key sensitivity analysis of encrypted image of MA8idicates that one
bit change in secret key brings 33% change in ticeypted image.

6) The encryption speed measurement shows that MASiygton is
eight times faster than AES. Thus MASK is efficiant converting
plaintext data and images into ciphertext datacipider images.

7) The average encryption quality is more in MASK camga to AES.
Encryption quality of MASK is 967.72 and that of 8&s 956.82 for an

image of size 512x 512 pixels.
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Chapter 5
Security Analysis on MASK

In this chapter a basic security analysis of the Matrix Array
Symmetric Key [MASK] encryption, is offered. Security attacks such as
statistical attack, ciphertext only attack, known plaintext attack, chosen
plaintext attack, non-linear attack and linear attack are considered.
Satistical data using images and plaintext are obtained and presented.

Results obtained from AES are also shown for comparison.
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5.1Introduction

Security analysis is a very important aspect of @amgryption
scheme. The cipher should be capable of resistitkgpawn security attacks.
After the design and development of a cipher th&gher should establish
that the cipher is capable of dealing with vari@esurity attacks. In the
following section security analysis of MASK encrgpt algorithm is

presented.
5.2 Attacks on Cipher

The common attacks on symmetric cipher are 1) SHizdl attack
2) Ciphertext-only attack (Brute force attack) 3hdivn plaintext attack
4) Chosen-plaintext attack 5) Linear attack and Ddiferential attack.
The following sub-sections discuss how the ciphek3¥, is capable of

resisting these common attacks.
5.2.1 Statistical Attacks

The most basic requirement of a good block cipkethat the input
plaintext and ciphertext generated should be $tally independent, if not
attacks against the cipher are most probable. Ascamrrelation analysis
using images can indicate the degree of statisticd¢pendence between
plaintext and ciphertext generated by a ciphetthis test, cross correlation
between selected vertical segments of the inpugémand corresponding
vertical segments in the encrypted and decryptedj@s of MASK and AES
have been obtained. Figures 5.1 to 5.4 show cxsslation plots of images
‘Onion’ and ‘Lena’ with MASK and AES encrypted adeécrypted images.
Table 5.1 shows cross correlation coefficients fr&dASK and AES

encryptions and decryptions with different images.
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Table 5.1. Cross Correlation Coefficients of MASKI&AES Encryptions and
Decryptions with Images.

Cross correlation coefficient
Image MASK AES MASK AES
Encryption Encryption Decryption Decryption
Onion 0.010 0.079 1.0 1.0
Lena 0.032 0.054 1.0 1.0
Rice 0.013 0.025 1.0 1.0
Saturn 0.003 0.007 1.0 1.0

In the cross correlation plots between original gesm and ciphered
images, the points spread over the entire x-y plamBcating weak
correlation. Whereas, in the cross correlation plots betweegir@ai images
and decrypted images the points are along the deégo the x-y plane
indicating 100% correlation. The cross correlataefficients of MASK
cipher images with the original images are loweantithat of AES as
indicated in the above table. The cross correlatioefficients of decrypted
images with the original image are unity indicatipgrfect decryption.
With these selected images, MASK encryption preskent cross correlation
coefficients between original images and the ciptiémages. On an average
the cross correlation coefficient is 0.0145 for MASncryptions and
0.04125 for AES encryptions. The weak correlatietween original images
and ciphered images indicates that MASK encryptifasiitate better
statistical independence between the original irmagel the ciphered images
than AES.

5.2.2 Ciphertext-only Attack

In this type of attack the opponent will have onighertext messages
and proceed to decrypt the message by trying gliviedues. AlthoughK is
user specified, it can be generated as a randonberuar a set of random

numbers each independent of the other. The keyisdefined as 128 bits in
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the MASK encryption algorithm. This means th&t has 2°® possible
combinations. Even if an adversary employs a 100@SvVcomputer to find
K, the computational load is% / [(1000 x 16) x 60 x 60 x 24 x 365] or
over 100 years! Like any other cipher having 128 deaicret key, MASK
cipher is also free from ciphertext-only attackgufe 5.5 shows MASK
decrypted images using decryption keys that areeclto the keyKe) used
for encrypting the original image. The decryptlaysKj, Ko, K3, Kg, K4, Ks
andKg are keys with values that differ by one count freach other centered
aboutKy. Whereas, the kel{q is same as the keK{) used to encrypt the
original image. It may be noted, here, that therg@ed images using
closest keys do not reveal any intelligence coethim the original image.
This shows that only with the correct secret kégf(ivas used for encrypting
the image) it is possible to decrypt the encrypgtedge and get back the
original image. This shows that limited trials widw guessed keys will not
lead the search towards the secret key. The adyasséeft with no option
other than trying almost all the key values to gptthe message.

@) ) (©) (d) (e) (f) (9)

Figure 5.5. Decryption with closest keys. (a) dpteyg image using kelgs (b)
decrypted image using ké&§s (c) decrypted image using k&y (d) decrypted
image using ke¥g, the right key(e) decrypted image using kgy (f)
decrypted image using ké§s and(g) decrypted image using kéy

5.2.3 Known Plaintext Attack

A more common assumption in modern cryptography is torassu
that an attacker may have several pairs of messagkshe corresponding

ciphertexts from which to try to recover the keyk(@wn plaintext attack).
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The adversary may even be able to pick messagefplertexts to have
encrypted or decrypted (chosen plaintext or chasghertext attack, or, if

both are allowed, a chosen text attack). By usmayipusly known plaintext

message and corresponding ciphertext messageapaadversary can launch
an attack on the cipher to deduce the secret kayghbesed for secure
communications. This is not possible when the euteyg produce high

diffusion of data and key changes into the entipher data block in the
cipher. The complex key schedule and data basetians$ in the diffusion

rounds of MASK facilitate diffusion characterist the cipher. This feature
of the algorithm thus protects MASK from known pi@xt attacks.

The following encryptions illustrate this featurdnerent in the cipher.

MASK encryption using secret key ‘Godiseternalyessr the
message ‘You are not here’ produced ciphertexti€cimal format) as given
below:

45 203 72 32 178 185 54 80 215 6 175 10@ 127 217 4.

For the message ‘You are not herd’ the encryptisadyced
ciphertext (in decimal format), for the same key/gaven below:
165 252 78 215 237 167 116 97 199 178 193 142 198 149 53.

AES encryption using the same secret key ‘Godisatges!” and
message ‘You are not here’, has generated ciphersegiven below:
125 196 134 215 204 244 16 200 212 ZAB 203 155 187 194 106.

For the message ‘You are not herd’ and using tineessecret key
‘Godiseternalyes!” AES encryption generated cipddras given below:
13 105 10 50 139 18 144 60 13458 95 70 99 O 135.
From the above results, it can be seen that theygimns produced

for two seemingly same text messages, are digtirdifferent. The data
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diffusion effect produced in MASK and AES for thieen plaintext data pair

and same secret key are shown in Figures 5.6 &nd 5.
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Figure 5.6. Encryptions of closest Data in MASK.
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Figure 5.7. Encryptions of closest Data in AES.
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From these data, average change occurred in ogpthetitput block
for one bit change in the input block has been atet and found to be
94.31 for MASK and 106.12 for AES. This shows ABE8duces higher data
diffusion than MASK. As the data diffusion is moreAES known plaintext

attacks on AES is harder.
5.2.4Chosen Plaintext Attack

In this kind of attack the adversary, by using twe secret key and
pairs of chosen plaintexts having certain relaficctearacteristics tries to
analyze the encryption algorithm and proceeds tminkthe relationship
between the plaintext and the secret key for angigecryption session.
Using this knowledge, the adversary can perfornatéack on a cipher with
minimum effort and try to deduce the secret keyugaused for the
communication sessions. Even for this attempt tcolme successful, the
cipher should have weak key diffusion charactesstConsider a cipher that
generates a ciphertext blo€k, from a plaintext blocle, with a given secret
keyK;. Then generates another ciphertext blGgkwith another secret key
K2, which is closer to the first kel{;. Then, if C; and C; does not differ
much, then an adversary will have to make only muth number of trails to
deduce the secret key. In MASK encryption it hasnbghown that even with
a key value that differ by only one bit, the endryp of the plaintext block
generates a totally different ciphertext block. Tieowing encryptions

illustrate this feature inherent in the cipher.

MASK encryption using secret kel;="Godiseternalyes!” for the
messag®I="You are not here’ produced ciphertext as givelowe
45 203 72 32 178 185 54 80 215 6 175 10Q 127 217 4.
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MASK encryption using secret ke,="Hodiseternalyes!" for the
messageM="You are not here’ produced ciphertext (in decirff@aimat) as
given below:

161 30 22 85 170 153 105 175 203 213 168 137 244 71 121.

In the above two MASK encryptions, the plaintextseane and the
secret key differ only by one bit. But the ciphgttgenerated by MASK are
totally different (all bytes in the ciphertext haveen changed).

AES encryption using the same secret Key'Godiseternalyes!” and
message ‘You are not here’, has generated cipldrtegecimal format) as
given below:

125 196 134 215 204 244 16 200 212 ZAB 203 155 187 194 106.

AES encryption using secret kei,='Hodiseternalyes!” for the
message M=‘You are not here’ generated ciphertext (in de¢ifoamat) as
given below:

84 140 95 248 246 9 47 204 76 232 55 160 183 101 33.

In the above two AES encryptions, the plaintextséne and the
secret key differ only by one bit. But the ciphgttgenerated by AES are
totally different (all bytes in the ciphertext haveen changed here too).

From the above results, it can be seen that theyginns of a given
plaintext messages with two closer secret keysgdetenctly different. The
key diffusion effect produced in MASK and AES fhetgiven plaintext and

closer secret keys are shown in Figures 5.6 and 5.7

From these data, average change occurred in oipthetitput blocks
for one bit change in the secret key has been cted@and found to be 78.44
for MASK and 66.43 for AES. This shows that MASKoguces higher key
diffusion than AES. As the key diffusion is moreNtASK, chosen plaintext
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attacks on MASK is harder. Figure 5.8 shows the kdiffusion
characteristics of MASK and Figure 5.9 shows they kaiffusion

characteristics of AES.
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Figure 5.8. Encryptions with closest key}VASK.
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Figure 5.9. Encryptions with closest keyAl&S.
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5.2.5 Linear Attack

If the relation between plaintext data / key anghertext data in a
cipher is linear, then an adversary can launcmeat attack on the cipher
with much ease. To resist the linear attack, theghem should exhibit
non-linearity in the encryption transformation. MRA®ncryption achieves
input-output non-linearity by the use of data bassdtions incorporated in
the diffusion rounds and the key-output non-lingaky the complex key
schedule procedure. Tests have been conducteddy tte non-linearity in
the encryption transformation in the case of MASKd] &AES. Ciphertext
data block byte sum values obtained with lineahgrging block data values
applied at the input of MASK and AES ciphers haweerb obtained.
The relationship between input data block byte semtues and output
ciphertext data block values in MASK and AES arevah in Figure 5.10.
From this above plot, it can be seen that the hopipput relationship in both
MASK and AES is non-linear.
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Figure 5.10. Input — output relationship in MASKJaAES.
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From this data difference between successive owtpta byte sum
values are computed. Average values of these diftars are calculated for
MASK and AES. The average difference for MASK i938d for AES the
value is 170. This shows that the input-outputti@eship is more non-linear

in MASK compared to AES.

Similarly, ciphertext data block byte sum valueghwinearly
changing key values have been obtained from MAS&K MBS ciphers and
is plotted. Figure 5.11 shows the non-linear retahip between secret key
value and output ciphertext data block. It can éensthat the key-output

relationship in both MASK and AES is non-linear.

3000
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2500 -

2000 -

1500 -

1000 -

Output data byte sum
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Figure 5.11. Key - Output relationship in MASK afHS.

The difference between successive output datadoytevalues are computed
in the case of MASK and AES. Average values of ¢hdiéferences are
calculated for MASK and AES. The average differefme MASK is 466

and for AES the value is 155. This shows that tg&utput relationship is
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more non-linear in MASK compared to AES. Since ¢hisrnon-linearity in
input-output relationship and key-output relatiapshinear attack on MASK

is hard to perform.
5.2.6Differential Attack

If the differential data or key propagation throujffusion rounds in a
block cipher is consistent, an adversary can laundifferential attack and
determine the sub keys and the secret key withawhndifficulty. Therefore
a good cipher should exhibit large variations ia tlifferential data and key
propagation through the diffusion rounds. Testsehheen conducted to
determine the differential data and key propagattmough the diffusion
rounds of MASK and AES. Figure 5.12 shows the ddftial data
propagation observed in MASK and AES through tdéfusion rounds.
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Figure 5.12. Differential Data Propagation in MASKd AES.
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It can be seen from the plot that the differentiaia propagation
in both MASK and AES are random through the diuasirounds.
Average of the differential data byte value progadan diffusion rounds
of MASK and AES have been calculated. The averdgmge in data
byte value over ten diffusion rounds obtained in $KAis 86.3 and in
AES it is 100. This shows that the differentialalptopagation is better
in AES compared to MASK. A higher average valualiffierential data
propagation through diffusion rounds is able tovpte better resistance
to differential data attack on AES cipher. Figurel3® shows the
differential key propagation observed in MASK an&3\through their

diffusion rounds.
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Figure 5.13. Differential key propagation in MASK®RAES.

It can be seen from the plot that the differenki@y propagation in
both MASK and AES are random through the diffusionnds. The average
of differential key byte value propagated in diffus rounds of MASK and

AES have been calculated. The average change anby# value over ten
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diffusion rounds obtained in MASK is 85.4 and in3\E is 75.3. This shows
that the differential key propagation is betterMASK compared to AES.
A higher average value of differential key propagatthrough diffusion
rounds is able to provide better resistance toewdfitial key attack on
MASK cipher.

5.3 Summary of Security Analysis

Various known attacks on symmetric ciphers havenb&eamined.
The features inherent in MASK encryption schemd tkaist such attacks
have been explained with selected data and images performance
comparison of MASK and AES have been made. The amns given

below:

1) Cross correlation analysis carried out on MASK &f#it5 with selected
images indicates that the cross correlation betweiginal images and
cipher images of MASK is small. On an average, dhwss correlation
coefficient observed in MASK encryption is 0.014%mdain AES
encryption is 0.04125. The lower cross correlatlmtween original

images and ciphered images makes statistical attaankler on MASK.

2) The key size used in MASK encryption is 128 bithis gives a very
large key space which demands very large time (mpesrs!) for
exhaustive key search. Like in any other encrypsicireme using 128 bit

secret key, ciphertext-only attack on MASK encrgptis not practical.

3) MASK encryption exhibit good data diffusion and kediffusion
properties. This makes known plaintext attacks ahdsen plaintext
attacks on MASK harder.

4) MASK encryption exhibits better non-linear relatstip between input

plaintext data blocks and output ciphertext datekd as well as key and
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output ciphertext data blocks than AES. This feataakes linear attacks

on MASK encryption harder.

5) The differential data and key propagation througfusion rounds in
MASK are random. This makes differential attackMSK encryption

harder.
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Chapter 6

Conclusion and Scope for Further Work

An efficient cryptographic algorithm has been developed for text
messages and images using matrix and array manipulations. In this chapter
the conclusions and scope for further research work on the topic are
indicated. The advantages of MASK over AES are highlighted. Other
features that facilitate security of the cipher are also indicated in
comparison with AES. The work that could be pursued in the future for

improvement and to support diversity of applicationsis also projected.
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6.1 Conclusion

The cryptographic scheme presented here, usingixmatrd array

manipulations, is a new concept in symmetric keyptography. It is a

simple algorithm using matrix-based substitutionatnx based key

scheduling and array based diffusion operationsgudata and key values

facilitating high conversion speed. This makes theher suitable for

high-speed encryption applications.

The matrix based substitution and matrix based ¢exnigey scheduling

offer the following advantages over the conventiGthemes.

1)

2)

3)

The matrix-based substitution facilitates poly-apétic encoding.
Poly-alphabetic encoding presents high degree offuston to an
adversary during crypt analysis. It is a desirafdature of a good
symmetric block cipher.

The complex key generation procedure that genesate keys for
diffusion round operations facilitates strong kegplanche making many
bits in the sub keys to change with one bit chaimgéhe secret key.
This feature brings strong key diffusion in the pait of the cipher
presenting difficulty in crypt analysis to the adsary. Thus tracing sub
keys during crypt analysis becomes very hard.

The data based rotations, introduced in the diffusounds, on right half
data and left half data, separately, using rotat@oes derived from left
half data and right half data respectively fadiétatrong data avalanche
in the output of the cipher. Many bits in the outdata block of cipher
change when one bit is changed in the input datakblThis feature

brings strong data diffusion and renders cryptyamigaivery difficult.
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4)

The cipher text generated by this algorithm doeshave one to one
correspondence in terms of position of the charadte plaintext and
cipher text within a block. This is due to the palphabetic substitution
and circular shift operations performed in the @urunction.

This feature also makes decryption extremely diffiby crypt analysts.
Decryption of cipher text message using a secrgt Which is off by

only one bit (closest key) from the original keyedsfor encryption,
produced a totally unintelligible plaintext. Thisature makes a

ciphertext-only attack ineffective.

The results obtained and analysis carried out reveédhe following:

1)

2)

3)

4)

5)

Cipher images generated by the algorithm do notbéxany texture of
the original image.

The histogram analysis performed on the encrypteyes show that the
gray level distribution is more or less uniform tbat the encryption is

effective.

The mean value analysis indicates that the enalyipp@ege mean value
along the horizontal direction is more or less @steat. This also shows

that the encryption is effective.

Adjacent pixel correlation analysis indicates ttheg correlation between
adjacent pixels along horizontal, vertical and drag directions are
weak in MASK encrypted images. This ensures siegisindependence
between data bytes within the ciphertext generdigdthe cipher.

Statistical attack on the cipher thus becomes siliéa

Cross correlation between the input image and tleeypted image is
weak, indicating that the input and output of eption are statistically

independent. This also makes the cipher immuiséatistical attack.
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Measurements taken on MASK and AES ciphers show tha

1)

2)

3)

4)

5)

6)

7)

8)

The average encryption quality value in MASK (596§.% better than
that of AES (554.98).

The average encryption speed of MASK is 8 timetefafian AES in the
case of text encryption and image encryption.

Key avalanche effect produced on the ciphertextkslois better in
MASK (78.44) than in AES (66.43).

Data avalanche produced on the ciphertext blockless in MASK
(94.31) than in AES (106.12).

Input-output relationship is more non-linear in MAgan in AES.
Key-output relationship is also more non-lineaMASK than in AES.
The average value of differential data propagatioMASK (86.3) is
less than that of AES(100 ).

The average value of differential key propagatibmouigh diffusion
rounds in MASK (85.4) is better than that of AES.3).

6.2 Suggestions for Further Work

The research work presented here may not be coenlatll respects.

Due to limitations (availability of crypt analysi®ols and expertise) a

detailed crypt analysis could not be undertakene Pinesent algorithm

addresses only plaintext data and static imagesy (scale and colour) that

represent only a part of the information spectrurformation has diversity

and in today’s transactions many data formats @gclplaintext, rich text,

voice, video, images etc. are used.

All these data formats are to be handled by theyption service. These

aspects need to be addressed in the cryptogragpimsformation process in

order to support the needs of today’s complete reecommunications.
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As a continuation of the work, following activitiesuld be pursued that may
lead to the development of a better and flexiblgoaihm facilitating

enhanced security and diversity of applications.

1) The algorithm can be subject to a detailed crypyai®m using tools
designed for this purpose, to determine its stiengind weaknesses.
This will help in finding the areas where improvertse could be

attempted.

2) Circular shift operations and Ex-OR operations gsion-linear data
such as square of a number extracted from a dat& bbn be introduced

that can make linear crypt analysis still harder.

3) Substitution mapping using separate matrices li@éid using sub keys
separately in all diffusion rounds could be attezdptThis will make

crypt analysis still harder there by making theheipstronger.

4) Modifications on the algorithm could be tried tondée rich text, video
and voice. This will allow full multimedia encrypti capability to the

cipher facilitating encryption of present day welgpes.
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