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## Chapter 1

## Introduction

The origin of 'Graph Theory' dates back to more than two hundred and seventy years when the famous Swiss Mathematician Leonhard Euler ( 1707 1783) solved the 'Konig̈sberg Bridge Problem' in a talk entitled 'The solution of a problem relating to the geometry of position' presented at the St.Petersberg Academy on $26^{\text {th }}$ August, 1735. Since then, the subject has grown both in its theory and its varied applications, initiated by the works of such greats as W.R. Hamilton, De Morgan, A. Cayley and P. J. Heawood. The celebrated '4 Color Problem' which was a major unsolved problem since 1852 and its unique method of solution using computers in 1976 - the first of its kind in Mathematics, also belongs to Graph Theory. In 1874, A. Cayley realized that the problem of finding the number of different paraffines with the formula $C_{n} H_{2 n+2}$ is essentially the same as the problem of counting the number of unrooted trees with $n$ vertices, where no vertex has valency exceeding four. But it was J. J. Sylvester who first used the term 'graph' in his celebrated paper 'Chemistry and Algebra' in 1877.

The first book on graph theory was written by D. König [61]. Later, C. Berge [13], O. Ore [74] and F. Harary [48] also wrote the first set of books in this subject. N.L. Biggs, E. K. Lloyd and R. J. Wilson [15] has discussed in detail, with the extracts of original work, the growth of graph theory. F. S. Roberts [80] has dealt with a variety of applications of graphs in engineering, technology, biological sciences, archeology, ecology, planning etc. This includes its applications in transportation problems, communication, study of food webs in ecology, round - robin tournament in tennis, the theory of structural balance in sociology etc. In [12], connections of graph theory with other branches of mathematics such as number theory, coding theory are discussed.

The growth of Computer Science and the resulting information revolution has tremendous impact in the application of graphs (networks) also [2]. One such significant theme is the study of the 'diameter of the world wide web'[1]. This can be termed as the twenty first century application of graph theory. The world wide web is a network of web pages containing information linked together by hyperlinks from one page to another [52]. The study of this, opened up a new concept called - the small world phenomenon, which lead J. M. Kleinberg [60] to win the prestigious Nevanlinna prize in 2006. Researchers have in recent years developed a variety of techniques and models to help us understand or predict the behavior of the networked systems such as internet, social networks and biological networks [72].

Volumes have been written on the rich theory and the very many application of graphs. This thesis entitled 'Studies on the Spectrum and the Energy of Graphs' is a humble attempt at making a small addition to the vast ocean of results in graph theory. We shall list below only some very significant
developments in the theory of eigenvalues and energy of graphs.

A non-pictorial representation of a graph is effected by its adjacency matrix. So during the 1950 s the question arose as to how the well developed theories of matrices and graphs could be combined to evolve a new approach in applying matrix techniques to graphs. The first concept which came to the minds of many researchers in graph theory was the eigenvalues of a matrix. The eigenvalues of a graph are precisely the eigenvalues of its adjacency matrix. Most of the early results in this were concerned with the relation between spectral and structural properties of graphs.

The first significant result on the concept of the characteristic polynomial was due to Sachs [82] and is usually known as 'Sach's theorem'. The specialization of a deep theorem on non negative matrices proved by Perron and Frobenius resulted in the 'Perron-Frobenius theorem' [34] on the eigenvalues of a connected graph. The 'Pairing theorem' of Coulson and Rushbrooke [20] on the eigenvalues of a bipartite graph has some implications in chemistry also. For a detailed account of various other results on the eigenvalues of graphs we refer to [27] and [88]. Recent developments in graph spectra are also available in the spectral graph theory home page, www.sgt.pep.ufrj.br

A resurgence was seen in the study of the 'chemical applications of graph theory' which was initiated by E. Hückel in his molecular orbital theory during 1930s. In quantum chemistry the skeleton of certain non-saturated hydrocarbons are represented by graphs. The energy levels of electrons in such a molecule are, in fact, the eigenvalues of the corresponding graph. The stability of the molecules as well as other chemically relevant facts are closely connected with the graph spectrum and the corresponding eigenvectors. For more information on chemical
application of graph theory see [5, 96].

The molecular orbital energy levels $\mathcal{E}_{j}$ of the $\pi$ - electrons in conjugated molecules are related to the eigenvalues of the corresponding molecular graph by a linear function

$$
\mathcal{E}_{j}=\alpha+\beta \lambda_{j}
$$

within the Hückel Molecular Orbital (HMO) theory where $\lambda_{j}^{\prime} s$ are the eigenvalues of the corresponding graph $[19,37]$ and $\alpha, \beta$ are the standard HMO parameters [43]. Thus, the total $\pi$ - electron energy, $\mathcal{E}_{\pi}$ is uniquely determined by the topology of the corresponding molecule via the eigenvalues of its molecular graph and it is computed as

$$
\begin{aligned}
\mathcal{E}_{\pi} & =\alpha n_{e}+\beta \sum_{i=1}^{p} g_{i} \lambda_{i} \\
& =\alpha n_{e}+\beta \mathcal{E} .
\end{aligned}
$$

where $n_{e}$ is the number of $\pi$ - electrons, $g_{i}$ is the occupation number of the $i^{\text {th }}$ molecular orbital and $\lambda_{i}, \quad i=1,2, \ldots, p$ are the eigenvalues of the corresponding molecular graph. The nontrivial part of the above expression is $\mathcal{E}$. For the vast majority of conjugated molecules, $\mathcal{E}$ can be transformed into

$$
\mathcal{E}=\sum_{i=1}^{p}\left|\lambda_{i}\right| .
$$

Motivated by this connection between total $\pi$ - electron energy and eigenvalues of the corresponding graph, I.Gutman [39] in 1978 introduced the concept of 'graph energy' as the sum of the absolute values of the eigenvalues of $G$. The introduction of this concept resulted in the discovery of numerous novel results, some of which have chemical relevance too.

Other aspects of the interplay between Algebra and Graph Theory in-
volving the eigenvalues has been dealt with in detail by C.D. Godsil [35] and N.L. Biggs [14]. O.E. Polansky [43] has also discussed in detail several other chemical applications of graph theory such as Hosoya index, thermodynamic stability of conjugated molecules and matching polynomials.

This thesis is mainly concerned with the eigenvalues of graphs and graph energy.

### 1.1 Basic definitions and lemmas

We use the following terminology, definitions and lemmas from $[3,24,36,48$, 83, 84, 97].

Definition 1. A graph $G$ is a pair $(V, E)$ where $V=V(G)$ is a nonempty set of objects with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$ called vertices and $E=E(G)$, a set of unordered pairs of distinct vertices of $G$ called edges. $|V|$ is called its order denoted by $p$ and $|E|$, the size, denoted by $q$. A graph $G$ of order $p$ and size $q$ is referred to as a $(p, q)$ graph. A graph $H=\left(V^{\prime}, E^{\prime}\right)$ is said to be a subgraph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E^{\prime}$. It is said to be a spanning subgraph if $V^{\prime}=V$. A subgraph $H$ of $G$ is said to be an induced subgraph of $G$ if each edge of $G$ having its end vertices in $V(H)$ is also an edge of $H$. The ' $n$ ' disjoint copies of a graph $G$ is denoted by $n G$.

Definition 2. Let $G=(V, E)$ be a $(p, q)$ graph. If $\{u, v\} \in E(G)$, then $u$ and $v$ are said to be the end vertices of the edge $e=\{u, v\}$. Two vertices $u, v \in V(G)$ are said to be adjacent if $\{u, v\} \in E(G)$. A vertex $u$ is said to be incident with an edge $e$ if $u$ is an end vertex of $e$. Two edges $e$ and $e^{\prime}$ are said to be adjacent if they have a common end vertex. The number of vertices adjacent to $v$ is called its
degree denoted by $\operatorname{deg}(v)$. A vertex $v$ of $G$ with $\operatorname{deg}(v)=1$ is a pendant vertex. The set of vertices adjacent to $v$ is called the open neighborhood of $v$ denoted by $N(v)$. The set $N(v) \bigcup\{v\}$ is called the closed neighborhood of $v$ denoted by $N[v]$.

Definition 3. $A$ graph $G$ is said to be $r$-regular if all the vertices of $G$ have the same degree $r$. A 3- regular graph is called a cubic graph.

Definition 4. Two graphs $G=(V, E)$ and $H=\left(V^{\prime}, E^{\prime}\right)$ are said to be isomorphic if there exists a bijection from $V$ to $V^{\prime}$ preserving adjacency and is written as $G=H$.

Definition 5. Let $G$ be a graph. A path in $G$ is an alternating sequence of distinct vertices and edges, beginning and ending in vertices such that each edge is incident with the vertices preceding and following it. A path starting at $u$ and ending at $v$ is $a u-v$ path. A graph $G$ is connected if there exists $a u-v$ path for every $u, v \in V(G)$. A graph which is not connected is a disconnected graph. A maximal connected subgraph of $G$ is called a component of $G$. A path starting and ending in the same vertex is a cycle. $P_{n}$ and $C_{n}$ respectively denote the path and the cycle on $n$ vertices.

Definition 6. A graph $G$ is complete if every pair of distinct vertices of $G$ are adjacent in $G$. A complete graph of order $p$ is denoted by $K_{p}$. A graph $G$ is a bipartite graph if $V(G)$ can be partitioned into two nonempty sets $U$ and $U^{\prime}$ such that each edge of $G$ has one end vertex in $U$ and other in $U^{\prime}$. A bipartite graph is complete if each vertex of $U$ is adjacent to all the vertices of $U^{\prime}$. A complete bipartite graph with $|U|=m$ and $\left|U^{\prime}\right|=n$ is denoted by $K_{m, n}$. The complete bipartite graph $K_{1, n}$ is called a star.

Definition 7. Let $G$ be a graph. The complement of $G$, denoted by $\bar{G}$ is defined as a graph with vertex set $V$ and two vertices $u, v$ are adjacent in $\bar{G}$ if they are not adjacent in $G . \overline{K_{p}}$ is the totally disconnected graph. $\overline{n \overline{K_{2}}}$ is called the cock-tail party graph denoted by $C P(n)$. A graph $G$ is self-complementary if $G=\bar{G}$.

Definition 8. The degree matrix of $G$, denoted by $\hat{D}$ is defined by $\hat{D}=\left[\hat{d}_{i j}\right]$ where

$$
\hat{d}_{i j}=\left\{\begin{array}{l}
\operatorname{deg}\left(v_{i}\right) ; i=j \\
0 ; i \neq j
\end{array}\right.
$$

Definition 9. Let $G$ be a connected graph. The distance between the vertices $u$ and $v$, denoted by $d(u, v)$ is the length of a shortest $u-v$ path. The distance matrix $\mathcal{D}$ of $G$ is defined by $\mathcal{D}=\left[d_{i j}\right]$ where $d_{i j}=d\left(v_{i}, v_{j}\right) ; i, j=1,2, \ldots, p$.

Definition 10. An adjacency matrix of $G$ denoted by $A=A(G)=\left[a_{i j}\right]$ is a square matrix of order $p$ where

$$
a_{i j}=\left\{\begin{array}{l}
1 \text { if } v_{i} \text { is adjacent to } v_{j} \\
0 \text { otherwise }
\end{array}\right.
$$

The characteristic polynomial $|\lambda I-A|$ of $A$ is called the characteristic polynomial of $G$ and is denoted by $P_{G}(\lambda)$ or $P(G)=\sum_{i=1}^{p} a_{i} \lambda^{p-i}$. The eigenvalues of $A$, which are the zeros of $|\lambda I-A|$ are called the eigenvalues of $G$ and form its spectrum denoted by $\operatorname{spec}(G)$. If the distinct eigenvalues of $G$ are $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ with multiplicities $t_{1}, t_{2}, \ldots, t_{m}$ respectively, then, spec $(G)$ is written as $\left(\begin{array}{cccc}\lambda_{1} & \lambda_{2} & \ldots \ldots . & \lambda_{m} \\ t_{1} & t_{2} & & t_{m}\end{array}\right)$ or $\left[\lambda_{1}^{t_{1}}, \lambda_{2}^{t_{2}}, \ldots \ldots ., \lambda_{m}^{t_{m}}\right]$.

Note: Since the adjacency matrix is a real symmetric matrix, all of its eigenvalues are real and hence the eigenvalues can be ordered as $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \ldots \ldots \ldots \geqslant \lambda_{p}$.

Also, rational eigenvalues are integers as the characteristic polynomial is monic.


Figure 1.1: $G=C_{4}$

$$
A\left(C_{4}\right)=\left[\begin{array}{llll}
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0
\end{array}\right], P\left(C_{4}\right)=\lambda^{2}\left(\lambda^{2}-4\right) \text { and } \operatorname{spec}\left(C_{4}\right)=\left[-2^{1}, 0^{2}, 2^{1}\right]
$$

Note: Two isomorphic graphs have the same spectrum.

Definition 11. Two non-isomorphic graphs $G$ and $H$ with $\operatorname{spec}(G)=\operatorname{spec}(H)$ are called cospectral.


Figure 1.2: Cospectral graphs with characteristic polynomial, $\lambda^{3}\left(\lambda^{2}-4\right)$.


Figure 1.3: Cospectral connected graphs with characteristic polynomial, $\lambda^{6}-7 \lambda^{4}-4 \lambda^{3}+7 \lambda^{2}+4 \lambda-1$.

Definition 12. Let $G$ be a graph with $\operatorname{spec}(G)=\left\{\lambda_{1}, \lambda_{2}, \ldots \ldots, \lambda_{p}\right\}$. Then, the energy of $G$, denoted by $\mathcal{E}(G)$ is defined as $\mathcal{E}(G)=\sum_{i=1}^{p}\left|\lambda_{i}\right|$.

Note: Cospectral graphs have the same energy.

Definition 13. Two non-cospectral connected graphs $G$ and $H$ of the same order with $\mathcal{E}(G)=\mathcal{E}(H)$ are called equienergetic graphs.


Figure 1.4: Two equienergetic graphs with energy $2(1+\sqrt{5})$.

Definition 14. Let $G$ be a $(p, q)$ graph. The line graph of $G$, denoted by $L(G)$ is defined as a graph whose vertices are the edges of $G$ and two vertices of $L(G)$ are adjacent if the corresponding edges are adjacent in $G$. The iterated line graphs of $G$ are defined by $L^{k}(G)=L\left(L^{k-1}(G)\right)$.

Definition 15. Let $G$ be a $(p, q)$ graph. The subdivision graph $S(G)$ of $G$ is obtained from $G$ by replacing each of its edges by a path of length 2.


Figure 1.5: $S\left(K_{4}\right)$

Definition 16. Let $G$ be a graph with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Take a set $U=$ $\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ of $p$ vertices. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ for each $i, i=1$ to $p$. The resulting graph is called the splitting graph of $G$ denoted by $\operatorname{splt}(G)$.


Figure 1.6: $s p l t\left(C_{4}\right)$.

Definition 17. Let $G$ be a graph with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Take another set $U=\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ in $G$ for each $i$ and remove edges of $G$ only. The resulting graph $H$ is called the duplication graph of $G$ denoted by $D G$.


Figure 1.7: $D C_{3}$.

Definition 18. Let $G=(V, E)$ and $H=\left(V^{\prime}, E^{\prime}\right)$ be two graphs. The cartesian product of $G$ and $H$, denoted by $G \times H$ is defined as a graph with $V(G \times H)=$ $V \times V^{\prime}$ and two vertices $(u, v)$ and $\left(u^{\prime}, v^{\prime}\right)$ are adjacent if either $u=u^{\prime}$ and $v$ is adjacent to $v^{\prime}$ in $H$ or $u$ is adjacent to $u^{\prime}$ in $G$ and $v=v^{\prime}$.

Definition 19. The tensor product of $G$ and $H$, denoted by $G \otimes H$ is defined as a graph with $V(G \otimes H)=V \times V^{\prime}$ and two vertices $(u, v)$ and $\left(u^{\prime}, v^{\prime}\right)$ are adjacent if and only if $u$ is adjacent to $v$ in $G$ and $u^{\prime}$ is adjacent to $v^{\prime}$ in $H$.

Definition 20. Let $G$ and $H$ be two graphs. Then, the complete product(join) of $G$ and $H$, denoted by $G \nabla H$ is obtained by making every vertex of $G$ adjacent to all the vertices of $H$.

Definition 21. Let $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$ be two matrices of order $m \times n$ and $s \times t$ respectively. Then, their tensor product, $A \otimes B$ is obtained from $A$ when every element $a_{i j}$ is replaced by the block $a_{i j} B$ and is of order $m s \times n t$.

Definition 22. Let $\mathcal{B}$ be a set of binary $n$-tuples, $\mathcal{B} \subseteq\{0,1\}^{n}-\{(0,0, \ldots, 0)\}$ such that for every $i=1,2, \ldots, n$ there exists $\beta \in \mathcal{B}$ with $\beta_{i}=1$. The non-complete extended $p$-sum (NEPS) of graphs $G_{1}, G_{2}, \ldots, G_{n}$ with basis $\mathcal{B}$, denoted by $\operatorname{NEPS}\left(G_{1}, G_{2}, \ldots, G_{n}, \mathcal{B}\right)$, is the graph with the vertex set $V\left(G_{1}\right) \times V\left(G_{2}\right) \times \ldots \times$ $V\left(G_{n}\right)$ in which two vertices $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ and $\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ are adjacent if and only if there exists $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathcal{B}$ such that $u_{i}$ is adjacent to $v_{i}$ in $G_{i}$ whenever $\beta_{i}=1$ and $u_{i}=v_{i}$ whenever $\beta_{i}=0$.

Note: When $n=2$, the NEPS is the cartesian product of $G_{1}$ and $G_{2}$ for $\mathcal{B}=$ $\{(1,0),(0,1)\}$ and the tensor product of $G_{1}$ and $G_{2}$ for $\mathcal{B}=\{(1,1)\}$.

Definition 23. Let $G$ be a $(p, q)$ graph. The incidence matrix $R=\left[r_{i j}\right]$ is defined by

$$
\begin{aligned}
r_{i j} & =1 \text { if } v_{i} \text { is incident with } e_{j} \\
& =0, \text { otherwise }
\end{aligned}
$$

Definition 24. A graph $G$ is reciprocal if the reciprocal of each of its eigenvalue is also an eigenvalue of $G$.

Definition 25. Let $G$ be a connected graph with distance matrix $\mathcal{D}$. Then, the Wiener index of $G$, denoted by $W(G)$ is defined as $W(G)=\frac{1}{2} \sum_{d \in \mathcal{D}} d$.

Definition 26. A graph $G$ is integral if all of its eigenvalues are integers.
Definition 27. A graph $G$ in which one vertex $v$ is distinguished from the rest is a graph rooted at $v$.

Definition 28. $A$ graph $G$ is said to be a split graph if its vertex set can be partitioned into $V_{1}$ and $V_{2}$ such that $V_{1}$ induces a complete graph and $V_{2}$ induces a totally disconnected graph.


Figure 1.8: A split graph with vertex partition $V_{1}$ and $V_{2}$.

Definition 29. Let $G$ be $a(p, q)$ graph with energy $\mathcal{E}$. Then, the Türker angles $\alpha, \beta$ and $\theta$ are given by

$$
\tan \alpha=\frac{Y}{p+\mathcal{E}} ; \tan \beta=\frac{Y}{2 q+\mathcal{E}} \text { and } \tan \theta=\frac{Y}{\mathcal{E}} \text { where } Y=\sqrt{2 p q-\mathcal{E}^{2}}
$$

We shall now list some results used in this thesis.

Lemma 1.1. [24] Let $M, N, P$ and $Q$ be matrices with $M$ invertible. Let
$S=\left[\begin{array}{cc}M & N \\ P & Q\end{array}\right]$. Then, $|S|=|M|\left|Q-P M^{-1} N\right|$ and if $M$ and $P$ commutes, then, $|S|=|M Q-P N|$ where the symbol $|$.$| denotes the determinant$.
Lemma 1.2. [31/ Let $A=\left[\begin{array}{cc}A_{0} & A_{1} \\ A_{1} & A_{0}\end{array}\right]$ be a $2 \times 2$ block symmetric matrix. Then, the eigenvalues of $A$ are those of $A_{0}+A_{1}$ together with those of $A_{0}-A_{1}$.

Lemma 1.3. [24] Let $G$ be an $r$ - regular graph on $p$ vertices with an adjacency matrix $A$. Then, an adjacency matrix $\bar{A}$ of $\bar{G}$ is $\bar{A}=J-I-A$ where $J$ and $I$ are the all one square matrix and the identity matrix of order $p$ respectively .

Lemma 1.4. [24] Let $G$ be an $r$ - regular graph with an adjacency matrix $A$ and incidence matrix $R$. Then, $R R^{T}=A+r I$.

Lemma 1.5. [24] Let $G$ be a $(p, q)$ graph with $\operatorname{spec}(G)=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right\}$. Then,

1. $\sum_{i=1}^{p} \lambda_{i}=0, \sum_{i=1}^{p} \lambda_{i}^{2}=2 q$.
2. $\sum_{i=1}^{p} \lambda_{i}^{3}=6 t$ where $t$ is the number of triangles in $G$.
3. If $G$ is connected and $r$ - regular, then, $r$ is the simple and the greatest eigenvalue of $G$.

Lemma 1.6. [24] Let $G$ be a graph with an adjacency matrix $A$ and $\operatorname{spec}(G)=$ $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right\}$. Then, $\operatorname{det} A=\prod_{i=1}^{p} \lambda_{i}$. Also for any polynomial $P(x), P(\lambda)$ is an eigenvalue of $P(A)$ and hence $\operatorname{det} P(A)=\prod_{i=1}^{p} P\left(\lambda_{i}\right)$.

Lemma 1.7. [24] Let $G$ be a connected $r$-regular graph on $p$ vertices with an adjacency matrix $A$ having $m$ distinct eigenvalues $\lambda_{1}=r, \lambda_{2}, \ldots, \lambda_{m}$. Then, there exists a polynomial $Q(x)=p \times \frac{\left(x-\lambda_{2}\right)\left(x-\lambda_{3}\right) \ldots\left(x-\lambda_{m}\right)}{\left(r-\lambda_{2}\right)\left(r-\lambda_{3}\right) \ldots\left(r-\lambda_{m}\right)}$, such that $Q(A)=J$ so that $Q(r)=p$ and $Q\left(\lambda_{i}\right)=0 \forall \lambda_{i} \neq r$.

Lemma 1.8. [24] Let $G$ be a $(p, q)$ graph with an adjacency matrix $A$ and degree matrix $\hat{D}$. Then, the characteristic polynomial of $L(G)$ is given by $P_{L(G)}(\lambda-2)=\lambda^{q-p}|\lambda I-A-\hat{D}|$.

Lemma 1.9. [24] Let $G$ be $r_{1}-$ regular on $p_{1}$ vertices and $H, r_{2}-$ regular on $p_{2}$ vertices. Then, $P(G \nabla H)=\frac{P(G) P(H)}{\left(\lambda-r_{1}\right)\left(\lambda-r_{2}\right)}\left[\lambda^{2}-\left(r_{1}+r_{2}\right) \lambda+r_{1} r_{2}-p_{1} p_{2}\right]$.

Lemma 1.10. [86] Let $G$ and $H$ be two graphs rooted at $u$ and $v$ respectively.

1. Let $F$ be the graph obtained by joining $u$ and $v$ by an edge. Then,

$$
P(F)=P(G) P(H-v)+P(G-u) P(H)-\lambda P(G-u) P(H-v)
$$

2. Let $F^{\prime}$ be the graph obtained by identifying $u$ and $v$. Then,

$$
P\left(F^{\prime}\right)=P(G) P(H)-P(G-u) P(H-v) .
$$

Lemma 1.11. [24]

- $\operatorname{spec}\left(K_{p}\right)=\left(\begin{array}{cc}p-1 & -1 \\ 1 & p-1\end{array}\right)$.
- $\operatorname{spec}\left(K_{m, n}\right)=\left(\begin{array}{ccc}\sqrt{m n} & -\sqrt{m n} & 0 \\ 1 & 1 & m+n-2\end{array}\right)$.
- $\operatorname{spec}(C P(n))=\left(\begin{array}{ccc}2 n-2 & 0 & -2 \\ 1 & n & n-1\end{array}\right)$.
- $\operatorname{spec}\left(C_{n}\right)=\binom{2 \cos \frac{2 \pi i}{n}}{1}, i=1$ to $n$.
- $\operatorname{spec}\left(P_{n}\right)=\binom{2 \cos \frac{2 \pi i}{n+1}}{1}, i=1$ to $n$.

Lemma 1.12. [24] Let $G$ be an $r$-regular graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots, \lambda_{p}\right\}$. Then, $\operatorname{spec}(\bar{G})=\left\{p-r-1,-1-\lambda_{2}, \ldots,-1-\lambda_{p}\right\}$.

Lemma 1.13. [24]Let $A$ and $B$ be two matrices and $F=A \otimes B$ be their tensor product. Then, $\operatorname{spec}(F)=\left\{\lambda_{i} \mu_{j} / \lambda_{i} \in \operatorname{spec}(A), \mu_{j} \in \operatorname{spec}(B)\right\}$. In particular let $G$ and $H$ be two graphs of order $p$ and $p^{\prime}$ respectively with $\operatorname{spec}(G)=\left\{\lambda_{i}\right\}, i=1$ to $p$ and $\operatorname{spec}(H)=\left\{\mu_{j}\right\}, j=1$ to $p^{\prime}$. Let $F=G \otimes H$, the tensor product of $G$ and $H$. Then, $\operatorname{spec}(F)=\left\{\lambda_{i} \mu_{j}\right\}, i=1$ to $p$ and $j=1$ to $p^{\prime}$.

Lemma 1.14. [24] Let $G$ and $H$ be two graphs of order $p$ and $p^{\prime}$ respectively with $\operatorname{spec}(G)=\left\{\lambda_{i}\right\}, i=1$ to $p$ and $\operatorname{spec}(H)=\left\{\mu_{j}\right\}, j=1$ to $p^{\prime}$. Let $F=G \times H$, the cartesian product of $G$ and $H$. Then, the $\operatorname{spec}(F)=\left\{\lambda_{i}+\mu_{j}\right\}, i=1$ to $p, j=$ 1 to $p^{\prime}$.

Lemma 1.15. [77] Let $G$ be an $r$ - regular graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots \ldots ., \lambda_{p}\right\}$. Then, $\operatorname{spec}\left(L^{2}(G)\right)=\left(\begin{array}{cccc}4 r-6 & \lambda_{i}+3 r-6 & 2 r-6 & -2 \\ 1 & 1 & \frac{p(r-2)}{2} & \frac{p r(r-2)}{2}\end{array}\right), i=2$ to $p$ $\mathcal{E}\left(L^{2}(G)\right)=2 p r(r-2)$ and $\mathcal{E}\left(\overline{L^{2}(G)}\right)=(p r-4)(2 r-3)-2$.

## New definitions

Definition 30. Let $G$ be a graph with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Take another copy of $G$ with the vertices labelled as $\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ where $u_{i}$ corresponds to $v_{i}$ for each i. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ in $G$, for each $i$. The resulting graph is called the double graph of $G$, denoted by $D_{2} G$.


Figure 1.9: $D_{2} C_{4}$.
Definition 31. Let $G$ be a graph with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Introduce a set of $p$ isolated vertices $\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ and make each $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ in $G$ for each $i$. Introduce a set of $k,(k \geq 0)$ isolated vertices and make all of them adjacent to all the vertices of $G$ only. The resulting graph is denoted by $\mathcal{G}_{k}$.


Figure 1.10: The graph $\mathcal{G}_{2}$ when $G=C_{4}$.

Note: When $k=0, \mathcal{G}_{0}=\operatorname{splt}(G)$ (Definition 16).

Definition 32. Let $G$ be $a(p, q)$ graph. The complement of the incidence matrix $R$, denoted by $\bar{R}=\left[\overline{r_{i j}}\right]$ is defined by

$$
\begin{aligned}
\overline{r_{i j}} & =1 \text { if } v_{i} \text { is not incident with } e_{j} \\
& =0, \text { otherwise } .
\end{aligned}
$$

Definition 33. Let $G$ be a $(p, q)$ graph. Corresponding to every edge e of $G$ introduce a vertex and make it adjacent with all the vertices not incident with $e$ in $G$. Delete the edges of $G$ only. The resulting graph is called the partial complement of subdivision graph of $G$ denoted by $\bar{S}(G)$.


Figure 1.11: $\bar{S}\left(C_{5}\right)$

Definition 34. A graph $G$ is partially reciprocal if $\frac{-1}{\lambda} \in \operatorname{spec}(G)$ for every $\lambda \in \operatorname{spec}(G)$.

Definition 35. Let $G$ be $a(p, q)$ graph with $E(G)=\left\{e_{1}, e_{2}, \ldots ., e_{q}\right\}$. Corresponding to every edge $e_{i}$ introduce a set $U_{i}^{t}$ of $t$ isolated vertices and make every vertex in $U_{i}^{t}$ adjacent to the vertices incident with $e_{i}$ for each $i=1,2, \ldots q$. Now, delete edges of $G$ only. The resulting graph is called the $t-$ subdivision graph of $G$ denoted by $S(G)_{t}$.

Note: $S(G)_{1}=S(G)$ (Definition 15$)$.


Figure 1.12: $S\left(C_{5}\right)_{2}$.
Definition 36. Let $G$ be a graph on $\left\{v_{1}, v_{2}, \ldots . . ., v_{p}\right\}$. Corresponding to each $v_{i}$, introduce a set $U_{i}^{t}$ of $t$ isolated vertices. Make every vertex in $U_{i}^{t}$ adjacent to all the vertices in $N\left(v_{i}\right)$ for each $i$. The resulting graph is called the $\boldsymbol{t}-$ splitting graph of $G$ denoted by $\operatorname{splt}(G)_{t}$.


Figure 1.13: $s p l t\left(C_{6}\right)_{2}$.

Note: $\operatorname{splt}(G)_{\mathbf{1}}=\operatorname{splt}(G)$.
Definition 37. Let $G$ be a $(p, q)$ graph with $E(G)=\left\{e_{1}, e_{2}, \ldots ., e_{q}\right\}$. Corresponding to each $e_{i}$, introduce a set $W_{i}^{t}$ of $t$ isolated vertices. Make every vertex in $W_{i}^{t}$ adjacent to the vertices incident with $e_{i}$ for each $i, i=1$ to $q$. The resulting graph is called the $\boldsymbol{t}-$ edge splitting graph of $G$ denoted by edsplt $(G)_{t}$


Figure 1.14: $e d s p l t\left(K_{4}-e\right)_{2}$.

Definition 38. Two non-isomorphic graphs $G$ and $H$ are Türker equivalent if they have the same set of values for the Türker angles $\alpha$ and $\beta$.

### 1.2 List of symbols



$W(G) \quad-\quad$ the Wiener index of $G$.

### 1.3 The spectrum and energy of graphs - A survey of results

As remarked earlier, the foundations of spectral graph theory were laid during the early 1950s by studying the relation between spectral and structural properties of graphs. The following are the fundamental results pertaining to spectra of graphs.

- Sach's Theorem: The coefficients of $P(G)$ are given by $a_{i}=\sum_{H}(-1)^{k(H)} 2^{c(H)}$ where the summation extends over all subgraphs $H$ of $G$ on $i$ vertices whose components are either single edges or cycles, and where $k(H)$ and $c(H)$ denote, respectively, the number of components and cycles in $H$.
- Perron-Frobenius Theorem: If $G$ is a connected graph with at least two vertices, then,
(a) its largest eigenvalue $\lambda_{1}$ is a simple root of $P(G)$;
(b) corresponding to the eigenvalue $\lambda_{1}$, there is an eigenvector $x_{1}$ all of whose coordinates are positive;
(c) if $\lambda$ is any other eigenvalue of $G$, then, $-\lambda_{1} \leq \lambda<\lambda_{1}$;
(d) the deletion of any edge of $G$ decreases the largest eigenvalue.
- Coulson - Rushbrooke Theorem: The following statements are equivalent for a connected graph $G$ :
(a) $G$ is a bipartite graph;
(b) $\lambda_{p}=-\lambda_{1}$;
(c) $\lambda_{i}=\lambda_{p+1-i}$, for $1 \leq i \leq \frac{p-1}{2}$;
(d) $a_{2 i-1}=0$, for $1 \leq i \leq \frac{p+1}{2}$
(e) $\sum_{j=1}^{p} \lambda_{j}^{2 i-1}=0$, for all $i \geq 1$;
- The Interlacing Theorem: Let $G$ be a graph with spectrum $\lambda_{1} \geqslant \lambda_{2} \geqslant$ $\ldots \ldots . \geqslant \lambda_{p}$ and let the spectrum of $G-v$ be $\mu_{1} \geqslant \mu_{2} \geqslant \ldots \ldots \geqslant \mu_{p-1}$. Then,

$$
\lambda_{1} \geqslant \mu_{1} \geqslant \lambda_{2} \geqslant \mu_{2} \geqslant \ldots \ldots \geqslant \mu_{p-1} \geqslant \lambda_{p} .
$$

The approximative treatment of non-saturated hydrocarbons introduced by E. Hückel [53] yields a graph theoretical model of the corresponding molecules in which eigenvalues of graphs represent the energy levels of certain electrons. The connection between Hückel's model of 1931 and the mathematical theory of graph spectra was recognized many years later in [25] and [38]. The calculation of the characteristic polynomial of a molecular graph plays an important role in the theory of graph spectra $[6,7,78]$.

Formulae for the characteristic polynomials of various local modifications of a graph are discussed in [89]. One of the first results of this nature deals with the spectrum of the graph $G-u$. Also, the characteristic polynomial of the line graph, the subdivision graph, the total graph and others of a given graph are studied in detail in [24]. Let $G$ and $H$ be two graphs rooted at $u$ and $v$ respectively. In [86] the characteristic polynomials of graphs formed by identifying $u$ and $v$ and
by joining $u$ and $v$ by an edge, are described.

In the fundamental paper on the energy of unsaturated hydrocarbons by Coulson [18], it was proved that the energy $\mathcal{E}=\frac{1}{\pi} \int_{-\infty}^{\infty}\left[p-\lambda \frac{d}{d \lambda} \log P(G: i \lambda)\right] d \lambda$ where $p$ is the number of vertices of the molecular graph. In 1971 B.J. McClelland [71] used the eigenvalues of the molecular graph to express its energy. In 1978 I.Gutman [39] generalized the concept of energy to all graphs and defined energy of a graph $G, \mathcal{E}(G)$ as the sum of the absolute values of its eigenvalues. The concept of graph energy is elaborated in detail in [43] and in [41, 67, 69, 100, 101, 102, 109, 110]. For a detailed survey on energy of graphs see [42].

In [39] I.Gutman conjectured that among all graphs of order $p$, the complete graph $K_{p}$ has maximum energy. In [100] H.B. Walikar disproved Gutman's conjecture and produced graphs whose energy exceed that of $K_{p}$ and called such graphs as hyperenergetic. Also, the energy of some graphs obtained by deleting a set of edges from $K_{p}$ and $K_{m, n}$ is discussed in [101] and non-hyperenergetic graphs are studied in [102]. In [95] the energy of the NEPS of graphs is studied and proved that the energy of NEPS of graphs can be expressed as a function of the energies of basic graphs if and only if the NEPS corresponds to the tensor product of graphs.
J.H.Koolen and V.Moulton [62] obtained a sharp upperbound for the energy of graphs and in [63] they extended it to bipartite graphs. They proved that $\mathcal{E}(G) \leqslant \frac{2 q}{p}+\sqrt{(p-1)\left(2 q-4 \frac{q^{2}}{p^{2}}\right)}$ in $[62]$ and $\mathcal{E}(G) \leqslant \frac{4 q}{p}+\sqrt{(p-2)\left(2 q-8 \frac{q^{2}}{p^{2}}\right)}$, for bipartite graphs $G$ in [63]. An upperbound for energy in terms of $p, q$ and the degrees of vertices is obtained in [113] as $\mathcal{E}(G) \leqslant \sqrt{\frac{\sum_{i=1}^{n} d_{i}^{2}}{p}}+\sqrt{(p-1)\left(2 q-\frac{\sum_{i=1}^{p} d_{i}^{2}}{p}\right)}$ where $d_{i}, i=1$ to $p$ are the degrees of vertices of $G$. For a bipartite graph the
above bound is improved to $\mathcal{E}(G) \leqslant 2 \sqrt{\frac{\sum_{i=1}^{p} d_{i}^{2}}{p}}+\sqrt{(p-2)\left(2 q-\frac{2 \sum_{i=1}^{n} d_{i}^{2}}{p}\right)} . \operatorname{In}[109]$ an upperbound for $\mathcal{E}$ in terms of $p, q$ and sum of the degrees of vertices adjacent to $v \in V(G)$ is obtained.

In [50] Y.Hou proved that $S_{n}^{3}, n \geq 6$, the graph obtained from the star graph $K_{1, n-1}$ by adding an edge, is the unique minimal energy graph among all unicyclic graphs with $n$ vertices. It is proved that $P_{n}^{6}$, the graph obtained by making a vertex of $C_{6}$ adjacent with a terminal vertex of $P_{n-6}$, has the maximal energy among all connected unicyclic bipartite graphs on $n$ vertices in [51]. A.Chen in [17] obtained the second and third minimum values of energies of unicyclic graphs and determined the corresponding graphs.

Let $\mathcal{I}_{n, d}$ denote the set of trees on $n$ vertices and diameter $d$. In [111] W. Yan and L. Ye, determined the unique tree in $\mathcal{T}_{n, d}$ with minimal energy and in [115] the trees in $\mathcal{T}_{n, d}$ with second-minimal energy have been characterized. In [114] it has been proved that $\mathcal{E}(G) \geq \frac{2 \sqrt{2 \delta \Delta}}{2(\delta+\Delta)-1} \sqrt{2 p q}$ for a quadrangle-free graph $G$ on $p$ vertices and $q$ edges with minimum degree $\delta$ and maximum degree $\Delta$.
R. Balakrishnan [4] conjectured that the complement of a cycle on $n$ vertices is non-hyperenergetic for $n \geq 4$ and produced equienergetic graphs on $p$ vertices $p \equiv 0(\bmod 4)$. In [94] D. Stevanović disproved the conjecture and constructed equienergetic graphs on $p$ vertices, $p \equiv 0(\bmod 5)$ in [93]. H.S.Ramane et.al [77] obtained equienergetic pair of graphs within the family of iterated line graphs of regular graphs and proved that if $G$ and $H$ are two non-cospectral $r$ regular graphs, $r \geq 3$ on $p$ vertices then, $L^{2}(G)$ and $L^{2}(H)$ are equienergetic with energy $2 p r(r-2)$. R.Bapat in [9] proved that the rational energy of a graph
is always an even integer. Shparlinski [90] derived the energy of some circulant graphs.

Another field of interest in graph spectra is the search for graphs with specific pattern in their spectra. It is well known [24] in the theory of graph spectra that all connected graphs, except complete multipartite and complete graphs, have their second largest eigenvalue greater than 0 . In [91] Smith found all connected graphs with $\lambda_{1} \leq 2$ and proved that a connected graph has exactly one positive eigenvalue if and only if it is a complete multipartite graph. I.Gutman and D.M Cvetkovic studied the spectral structure of graphs having a maximal eigenvalue not greater than 2 in [26]. In [22,23,30] graphs with least eigenvalue -2 and those with least eigenvalue at least $-\sqrt{3}$ are studied in detail. M.Petrovc in [75] obtained graphs with exactly one eigenvalue less than 1 and in [76] he obtained graphs whose second largest eigenvalue does not exceed $\sqrt{2}-1$. In [16]graphs whose second largest eigenvalue does not exceed $\frac{1}{3}$ and in [28] graphs whose second largest eigenvalue does not exceed $\frac{\sqrt{5}-1}{2}$ are obtained.

In [49] F. Harary and A.J. Schwenk posed the question 'Which graphs have integral spectra?'. In [21] the problem of cubic integral graphs is discussed and in [87] all the thirteen connected cubic integral graphs are listed. In [29] the construction of 4- regular integral graphs is described. M.Roitman in [81] obtained an interesting construction of an infinite family of integral graphs in the class of complete tripartite graphs $K_{n_{1}, n_{2}, n_{3}}$. In [105] some constructions on integral graphs were studied and integral graphs $K_{p}^{t}, K_{a, b}^{t}, K_{a, a, \ldots, a}^{t}$ were obtained by L.G.Wang. P.Hansen in [47] characterized integral split graphs obtained from
the complete product of graphs. Some new integral graphs based on the study of bipartite semiregular graphs were obtained in [112] by Zhang. M.Lepovic in $[64,65,66]$ obtained integral graphs which belong to the class $\overline{\alpha K_{a, b}}, \overline{\alpha K_{a} \cup \beta K_{b}}$ or $\overline{\alpha K_{a} \cup \beta K_{b, b}}$.

It is well known from the elementary spectral theory that the complement and the line graph of an integral graph are integral and several graph operations like the cartesian product, the tensor product etc when applied to integral graphs result in integral graphs [8].

The search for integral graphs pertaining to the class of trees began with X.L. Li in [68] and the first basic result regarding integral trees that 'no integral tree except $K_{2}$ has a perfect matching' was obtained in [108]. Recently in [103, 104, 106] L.G. Wang and X.L. Li have constructed integral trees with diameter 4,6 or 8. In [107] some more integral graphs pertaining to the class of complete $r$-partite and regular graphs are obtained.

Another class of graphs which recently received attention is that of reciprocal graphs. In [85] the three classes of reciprocal graphs obtained by attaching pendant vertices to all the vertices of a path, cycle and star are described. In[32] some more classes of reciprocal graphs which forms the skeleton graphs of the chemical molecules are described. In [10] reciprocal graphs are also referred to as graphs with property $R$ and in [11] reciprocal trees are characterized.

The Wiener index $W$ is the oldest molecular-graph-based structure descriptor. It is defined [43] as the sum of the distances of all the pairs of the vertices of the molecular graph G and in $[73,79]$ the chemical properties of this index is well described. In [70] the Wiener indices of some reciprocal graphs are obtained.

In the theory of conjugated molecules it has been established that the gross part of the total $\pi$-electron energy $\mathcal{E}_{\pi}$ - as computed within the HMO approximation - is determined only by the parameters $p$ and $q$ [43]. In order to express the fine molecular-structure-dependent differences in the behavior of the total $\pi-$ electron energy of isomeric alternate hydrocarbons L. Türker in [97] introduced the concept of 'angle of total $\pi$ - electron energy $\theta$ ' defined as

$$
\cos \theta=\frac{\mathcal{E}_{\pi}}{2 \sqrt{p q}}
$$

and two other related angles $\alpha$ and $\beta$ connected by $\alpha+\beta=\theta$.

In [45] I.Gutman extended the definition of these angles to all graphs as

$$
\begin{equation*}
\cos \alpha=\frac{p+\mathcal{E}}{\sqrt{p} \sqrt{p+2 \mathcal{E}+2 q}}, \cos \beta=\frac{\mathcal{E}+2 q}{\sqrt{p+2 \mathcal{E}+2 q} \sqrt{2 q}} \tag{1.1}
\end{equation*}
$$

Setting $Y=\sqrt{2 p q-\mathcal{E}^{2}}$ we get

$$
\begin{equation*}
\tan \alpha=\frac{Y}{p+\mathcal{E}} ; \tan \beta=\frac{Y}{2 q+\mathcal{E}} \text { and } \tan \theta=\frac{Y}{\mathcal{E}} \tag{1.2}
\end{equation*}
$$

These angles $\alpha, \beta$ and $\theta$ are referred to as the Türker angles.

The Türker angle $\theta$ has proven to be a useful novel concept in the theory of total $\pi$ - electron energy and it has found numerous applications. The fundamental properties of $\theta, \alpha$ and $\beta$ are discussed in [40, 44, 45, 46, 98, 99]. Numerical calculation performed on a representative set of benzenoid hydrocarbons reveals that the dependence of the angles $\alpha$ and $\beta$ on molecular structure is very similar, and that their ratio is almost constant $(\alpha / \beta=1.564 \pm .015)$.

### 1.4 Summary of the thesis

This thesis entitled 'Studies on the Spectrum and the Energy of Graphs' is divided into 6 chapters including this introductory one.

The following are some of the results proved in the second chapter.
$\star$ Let $G$ be a graph with $\operatorname{spec}(G)=\left\{\lambda_{i}\right\}, i=1$ to $p$. Then, $\operatorname{spec}(D G)=$

$$
\left(\begin{array}{cc}
\lambda_{i} & -\lambda_{i} \\
1 & 1
\end{array}\right), \operatorname{spec}\left(D_{2} G\right)=\left(\begin{array}{cc}
2 \lambda_{i} & 0 \\
1 & p
\end{array}\right), i=1 \text { to } p \text { and } D G \text { and } D_{2} G \text { are }
$$

$\star$ Let $G$ be a connected $r$-regular graph on $p$ vertices and $\mathcal{G}_{k}$ be the graph as given in Definition 31. Then,

$$
\mathcal{E}\left(\mathcal{G}_{k}\right)=\sqrt{5}\left[E(G)+\sqrt{r^{2}+\frac{4}{5} p k}-r\right] .
$$

$\star$ There exists a pair of equienergetic graphs for $p=6,14,18$ and $p \geq 20$.

Let $G$ be a graph. We apply the following constructions [33] on $G$ which yield non-regular self-complementary graphs $H_{i}, \quad i=1$ to 4 .

Construction 1. $H_{1}$ : Replace each of the end vertices of $P_{4}$ by a copy of $G$ and each of the internal vertices by a copy of $\bar{G}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $P_{4}$ are adjacent.

Construction 2. $H_{2}$ : Replace each of the end vertices of $P_{4}$ by a copy of $\bar{G}$ and each of the internal vertices by a copy of $G$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $P_{4}$ are adjacent.

Construction 3. $H_{3}$ : Replace each of the end vertices of the non-regular selfcomplementary graph $F$ on 5 vertices by a copy of $\bar{G}$, each of the vertices of degree 3 by a copy of $G$ and the vertex of degree 2 by $K_{1}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $F$ are adjacent.

Construction 4. $H_{4}$ : Consider the regular self-complementary graph $C_{5}=$ $v_{1} v_{2} v_{3} v_{4} v_{5} v_{1}$. Replace the vertices $v_{1}$ and $v_{5}$ by a copy of $\bar{G}, v_{2}$ and $v_{4}$ by a copy of $G$ and $v_{3}$ by $K_{1}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $C_{5}$ are adjacent.
$\star$ Let $G$ be an $r$ - regular connected graph on $p$ vertices with $\operatorname{spec}(G)=$ $\left\{r, \lambda_{2}, \ldots \ldots, \lambda_{p}\right\}$ and $H_{1}$ be the self-complementary graph obtained by Construction 1. Then,

$$
\begin{aligned}
\mathcal{E}\left(H_{1}\right) & =2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+ \\
& \sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}}+\sqrt{1+4\left(p^{2}+r+r^{2}\right)} .
\end{aligned}
$$

$\star$ Let $G$ be an $r$ - regular connected graph on $p$ vertices with $\operatorname{spec}(G)=$ $\left\{r, \lambda_{2}, \ldots \ldots, \lambda_{p}\right\}$ and $H_{2}$ be the self-complementary graph obtained by Con-
struction 2. Then,

$$
\begin{aligned}
\mathcal{E}\left(H_{2}\right) & =2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+ \\
& \sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}}+\sqrt{1+4\left(p^{2}+r+r^{2}\right)}
\end{aligned}
$$

$\star$ For every $p=4 k, k \geq 2$, there exists a pair of equienergetic self-complementary graphs.
$\star$ Let $H_{3}$ be the self-complementary graph obtained from $K_{p}$ by Construction 3. Then, $\mathcal{E}\left(H_{3}\right)=2(p-1)+\sqrt{4 p^{2}+1}+\sqrt{8 p^{2}+4 p+1}$.
$\star$ Let $H_{4}$ be the self-complementary graph obtained from $K_{p}$ by Construction 4. Then, $\mathcal{E}\left(H_{4}\right)=2(2 p-1)+\sqrt{4 p+1}+\sqrt{8 p^{2}-4 p+1}$.

Let $G$ be an $r$ - regular connected graph on $p$ vertices with $\operatorname{spec}(G)=$ $\left\{r, \lambda_{2}, \ldots \ldots, \lambda_{p}\right\}$ and $H_{4}$ be the self-complementary graph obtained as in Construction 4. Then, $\mathcal{E}\left(H_{4}\right)=2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+\sqrt{1+4\left(p^{2}+r+r^{2}\right)}+$ $T$ where $T$ is the sum of absolute values of roots of the cubic $x^{3}-(2 p-1) x^{2}-\left[p^{2}-2 p(r-1)+r(r+1)\right] x+2 p(2 p-r-1)=0$.
$\star$ For every $p=24 t+1, t \geq 3$, there exists a pair of equienergetic selfcomplementary graphs.

Let $G$ be an $r$ - regular connected graph on $p$ vertices, $p \geq 3$ and $H_{1}$, the graph obtained from $G$ by Construction 1. Then, $\mathcal{E}\left(L\left(H_{1}\right)\right)=4 p(4 p-5)$.
$\star$ Let $G$ be an $r$ - regular graph on $p$ vertices with $r \geqslant 2(k+1)$. Then, for any graph $F$ on $n$ vertices whose spectrum is contained in $[-2 k, 2 k]$, $\mathcal{E}\left[\left\{L^{2}(G)\right\}^{k} \times F\right]=\frac{n k}{2^{k-2}}[p r(r-2)\}^{k}$.
$\star$ Let $m$ and $k$ be positive integers with $m \geq 2 k$. Then, for any graph $G$ on $p$ vertices whose spectrum is contained in $[-k, k]$, $\mathcal{E}\left[\left\{K_{m}\right\}^{k} \times G\right]=2 p k(m-1)^{k}$.
$\star$ Let $G$ be an $r-$ regular graph on $p$ vertices, $p \geq 4$ with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots . ., \lambda_{p}\right\}$. Then, $\mathcal{E}(L[G \nabla \bar{G}])=2 p(3 p-5)$.

In the third chapter we obtain the eigenvalues of some non-regular graphs and their complements, the energy of some non-regular graphs and energy of two classes of regular graphs.

Some results in this chapter are:

- Let $G$ be a connected $r$ - regular $(p, q)$ graph with an adjacency matrix $A$ and $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \lambda_{3}, \ldots \ldots \ldots, \lambda_{p}\right\}$.
Then, $\operatorname{spec}(\bar{S}(G))=\left(\begin{array}{ccc} \pm \sqrt{p(q-2 r)+2 r} & \pm \sqrt{\lambda_{i}+r} & 0 \\ 1 & 1 & q-p\end{array}\right), i=2$ to $p$.

$$
\mathcal{E}\left(\bar{S}\left(C_{p}\right)\right)=\left\{\begin{array}{l}
2\left(p-4+2 \cot \frac{\pi}{2 p}\right), p \equiv 0(\bmod 2) \\
2\left(p-4+2 \operatorname{cosec} \frac{\pi}{2 p}\right), p \equiv 1(\bmod 2)
\end{array}\right.
$$

$$
\mathcal{E}\left(\overline{C_{p}}\right)=\left\{\begin{array}{l}
2\left(\frac{2 p-9}{3}+\sqrt{3} \cot \frac{\pi}{p}\right) ; p \equiv 0(\bmod 3) \\
2\left(\frac{2 p-8}{3}+\frac{2 \sin \frac{\pi}{3}\left(1-\frac{1}{p}\right)}{\sin \frac{\pi}{p}}\right) ; p \equiv 1(\bmod 3) \\
2\left(\frac{2 p-10}{3}+\frac{2 \sin \frac{\pi}{3}\left(1+\frac{1}{p}\right)}{\sin \frac{\pi}{p}}\right) ; p \equiv 2(\bmod 3)
\end{array}\right.
$$

In the fourth chapter we consider some operations on graphs, which are described as follows.

Operation 1. Attach a pendant vertex to each vertex of $G$. The resulting graph is called the pendant join graph of $G$.

Operation 2. The splitting graph of $G$ (Definition 16).
Operation 3. In addition to $G$ introduce two sets of $p$ isolated vertices $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $u_{i}$ and $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and then, $w_{i}$ to the vertices in $U$ corresponding to the neighbors of $v_{i}$ in $G$ for each $i=1$ to $p$. The resulting graph is called the double splitting graph of $G$.

Operation 4. In addition to $G$ introduce two more copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and then, $w_{i}$ to $u_{i}$ for each $i=1$ to $p$. The resulting graph is called the composition graph of $G$.

Operation 5. In addition to $G$ introduce two more copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and vertices in $U$ corresponding to the neighbors of $v_{i}$ in $G$ for each $i=1$ to $p$.

Using these operations we construct some new classes of reciprocal graphs. We derive the following results in this chapter.

The pendant join graph of a graph $G$ is reciprocal if and only if $G$ is bipartite.

Whe splitting graph of $G$ is reciprocal if and only if $G$ is partially reciprocal.

Let $G$ be a reciprocal graph. Then, the double splitting graph and the composition graph of $G$ are reciprocal if and only if $G$ is bipartite.

Let $G$ be a $(p, q)$ reciprocal graph. Then, $\mathcal{E}(G) \leq \sqrt{\frac{p(2 q+p)}{2}}$ and the bound is best possible for $G=t K_{2}$ and $t P_{4}$.

There exists a pair of equienergetic reciprocal graphs on every $p \equiv 0(\bmod 12)$, $p \geq 36$ and $p \equiv 0(\bmod 16), p \geq 48$.

出 Let $G$ be a graph with Wiener index $W(G)$. Let $H$ be the pendant join graph of $G$. Then, $W(H)=4 W(G)+p(2 p-1)$.

Let $G$ be a triangle free ( $p, q$ ) graph and $H$, be its splitting graph. Then, $W(H)=4 W(G)+2(p+q)$.

Let $G$ be a triangle free $(p, q)$ graph and $H$, be its composition graph. Then, $W(H)=9 W(G)+2 p^{2}+4 p$.

Wet $G$ be a triangle free $(p, q)$ graph and $H$ be its double splitting graph. Then, $W(H)=9 W(G)+4 q+6 p$.

In the fifth chapter using the first two of the results listed below, some new integral graphs have been constructed. Some new integral graphs belonging to the family of split graphs have also been obtained.

- The characteristic polynomial of $H_{v}^{k}$ is given by

$$
P\left(H_{v}^{k}\right)=[P(H-v)]^{k-1}[k P(H)-(k-1) \lambda P(H-v)] .
$$

- Let $G$ be an $r$ - regular graph on $p$ vertices and $H$ be rooted at $v$. Then,

$$
\begin{aligned}
P\left(F_{k}^{t}\right) & =\frac{P(G)}{(\lambda-r)} \lambda^{k-(t+1)}[P(H)]^{t-1} \\
& \times[P(H)\{\lambda(\lambda-r)-p(k-t)\}-\operatorname{tp\lambda } \lambda(H-v)] .
\end{aligned}
$$

- For every $p \equiv 0(\bmod 4)$, there exists a pair of equienergetic integral graphs.

The sixth chapter deals with some classes of Türker equivalent graphs. The results obtained are:
$\star$ Let $\mathcal{G}=\{G / \mathrm{G}$ is an $r \geq 3$ regular graph $\}$. Let $\mathcal{F}_{k}=\left\{L^{k}[G] / \mathrm{G} \in \mathcal{G}\right\}$. Then, for each $k \geq 2$, the family $\mathcal{F}_{k}$ is Türker equivalent.
$\star$ Let $G$ be any graph. Let $\mathcal{D}_{G}=\bigcup_{k} D^{k} G$. Then, the family $\mathcal{D}_{G}$ is Türker equivalent.
$\star$ Let $\mathcal{G}=\{G / G$ is an $r \geq 3$ regular graph $\}, \mathcal{H}_{k}=\left\{L^{k}(G), k \geq 2 / G \in \mathcal{G}\right\}$ and $\mathcal{F}_{k}=\left\{F=H_{1} \otimes H_{2} / H_{1}\right.$ and $\left.H_{2} \in \mathcal{H}_{k}\right\}$. Then, for each $k$, the family $\mathcal{F}_{k}$ is Türker equivalent.
$\star$ Let $G$ be an $r$ - regular graph on $p$ vertices. Let $\mathcal{F}=\left\{L^{k}(G) \otimes K_{n}\right\}$. Then, for each $n$ and $k$ the family $\mathcal{F}$ is Türker equivalent.
$\star$ Let $G$ be an $r$ - regular graph with $r \geq 4$ on $p$ vertices. Then, the family $L^{k}(G) \times C_{n}$ is Türker equivalent for each $k$.

Let $\mathcal{H}_{k}=\left\{L^{k}(G) / G\right.$ is an $r$ regular graph $\}$ and $\mathcal{F}_{k}=\left\{\operatorname{splt}\left(H_{k}\right) / H_{k} \in \mathcal{H}_{k}\right\}$. Then, for each $k$, the family $\mathcal{F}_{k}$ is Türker equivalent.
$\star$ Let $\mathcal{H}_{k}=\left\{D_{2}\left[L^{k}(G)\right] / G\right.$ is $r \geqslant 3$ regular graph $\}$. Then, for each $k$ the family $\mathcal{H}_{k}$ is Türker equivalent.

In this chapter some operations on graphs and resulting Türker equivalent graphs are also discussed.

Some of the results of this thesis are included in [54] to [59]. We conclude the thesis with some suggestions for further study and a bibliography.
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## Chapter 2

## Equienergetic graphs

In this chapter we construct

- Pair of equienergetic graphs for $p=6,14,18$ and $p \geqslant 20$.
- Pair of equienergetic self-complementary graphs for every $p=4 k, k \geq 2$ and $p=24 t+1, t \geq 3$.
- Pairs of equienergetic graphs using some other operations on graphs.

Some results of this chapter are included in the following papers.

- On a pair of equienergetic graphs, MATCH Commun. Math. Comput. Chem., 55(2006), 83-90.
- Energies of some non-regular graphs, J. Math. Chem., ( to appear).
- Equienergetic self-complementary graphs, Czechoslovak Math. J.(to appear)


### 2.1 New equienergetic graphs

Lemma 2.1. Let $G$ be a graph with $\operatorname{spec}(G)=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right\}$ and an adjacency matrix $A$. Then, $\operatorname{spec}(D G)=\left(\begin{array}{cc}\lambda_{i} & -\lambda_{i} \\ 1 & 1\end{array}\right), \operatorname{spec}\left(D_{2} G\right)=\left(\begin{array}{cc}2 \lambda_{i} & 0 \\ 1 & p\end{array}\right), i=1$ to $p$ and $D G$ and $D_{2} G$ are equienergetic.

Proof. By Definition 17, the adjacency matrix of $D G$ can be written as

$$
A(D G)=\left[\begin{array}{cc}
0 & A \\
A & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \otimes A
$$

Then, by Lemma 1.13, $\operatorname{spec}(D G)=\left(\begin{array}{cc}\lambda_{i} & -\lambda_{i} \\ 1 & 1\end{array}\right), i=1$ to $p$.
Also by Definition 30, the adjacency matrix of $D_{2} G$ can be written as

$$
A\left(D_{2} G\right)=\left[\begin{array}{ll}
A & A \\
A & A
\end{array}\right]=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] \otimes A
$$

Then, by Lemma 1.13, $\operatorname{spec}\left(D_{2} G\right)=\left(\begin{array}{cc}2 \lambda_{i} & 0 \\ 1 & p\end{array}\right), i=1$ to $p$
as spec $\left(\left[\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right]\right)=\left(\begin{array}{ll}2 & 0 \\ 1 & 1\end{array}\right)$.
Thus, by the definition of energy, $D G$ and $D_{2} G$ are equienergetic.

Theorem 2.1. Let $G$ be a connected $r$ - regular graph on $p$ vertices with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots, \lambda_{p}\right\}$. Let $\mathcal{G}_{k}$ be the graph as in Definition 31.
Then, $\mathcal{E}\left(\mathcal{G}_{k}\right)=\sqrt{5}\left[\mathcal{E}(G)+\sqrt{r^{2}+\frac{4}{5} p k}-r\right]$.

Proof. Let $A$ be an adjacency matrix of $G$ and $J$ be the all one matrix. Then, the adjacency matrix of $\mathcal{G}_{k}$ can be written as

$$
\left[\begin{array}{ccc}
A & A & J_{p \times k} \\
A & 0 & 0 \\
J_{k \times p} & 0 & 0
\end{array}\right] .
$$

The characteristic equation of $\mathcal{G}_{k}$ is

$$
\left|\begin{array}{ccc}
\lambda I-A & -A & -J_{p \times k}  \tag{2.1}\\
-A & \lambda I & 0 \\
-J_{k \times p} & 0 & \lambda I_{k}
\end{array}\right|=0
$$

Now, L.H.S of Equation (2.1) is

$$
\begin{aligned}
&\left|\begin{array}{ccc}
\lambda I_{k} & 0 & -J_{k \times p} \\
0 & \lambda I & -A \\
-J_{p \times k} & -A & \lambda I-A
\end{array}\right| \\
&=\lambda^{k}\left|\left[\begin{array}{cc}
\lambda I & -A \\
-A & \lambda I-A
\end{array}\right]-\left[\begin{array}{c}
0 \\
-J_{p \times k}
\end{array}\right] \frac{I}{\lambda}\left[\begin{array}{ll}
0 & -J_{k \times p}
\end{array}\right]\right|
\end{aligned}
$$

$$
\begin{aligned}
& =\lambda^{k-2 p}\left|\begin{array}{cc}
\lambda^{2} I & -A \lambda \\
-A \lambda & \lambda^{2} I-A \lambda-k J
\end{array}\right| \\
& =\lambda^{k}\left|\lambda^{2} I-A \lambda-k J-A^{2}\right|
\end{aligned}
$$

Therefore the Equation (2.1) implies $\left[\lambda^{2}-\lambda_{i} \lambda-k Q\left(\lambda_{i}\right)-\lambda_{i}^{2}\right]=0$, by Lemmas 1.6 and 1.7 .

$$
\text { Thus, } \operatorname{spec}\left(\mathcal{G}_{k}\right)=\left(\begin{array}{ccc}
\frac{r \pm \sqrt{5 r^{2}+4 p k}}{2} & \left(\frac{1 \pm \sqrt{5}}{2}\right) \lambda_{i} & 0 \\
1 & 1 & k
\end{array}\right), i=2 \text { to } p .
$$

and $\mathcal{E}\left(\mathcal{G}_{k}\right)=\sqrt{5}\left[\mathcal{E}(G)+\sqrt{r^{2}+\frac{4}{5} p k}-r\right]$.

We shall now discuss the problem of constructing pairs of equienergetic graphs on $p$ vertices, by analyzing the various cases.

Theorem 2.2. There exists a pair of equienergetic graphs for $p=6,14,18$ and $p \geq 20$.

Proof.
Case 1. $p=6,14,18$.

Consider $G=C_{3}, C_{7}$ and $C_{9}$ respectively. Let $G_{1}=D G$ and $G_{2}=D_{2} G$ for each $G$. Then, both $G_{1}$ and $G_{2}$ are connected graphs on 6,14 , and 18 vertices, respectively and by Lemma 2.1, $\mathcal{E}\left(G_{1}\right)=\mathcal{E}\left(G_{2}\right)=2 \mathcal{E}(G)$.

Case 2. $p \geq 20$

The following cubic graphs $G_{1}$ and $G_{2}$ on 10 vertices are equienergetic with energy $11+\sqrt{17}$ [24].


Then, by Theorem 2.1, the graphs $\mathcal{G}_{k}$ and $\mathcal{G}_{k}^{\prime}$ obtained from these graphs are equienergetic on $20+k, k \geq 0$ vertices with energy $\sqrt{5}[8+\sqrt{17}+\sqrt{9+8 k}]$. Hence the theorem.

### 2.2 Equienergetic self-complementary graphs

In this section, we construct a pair of equienergetic self-complementary graphs, for $p=4 k, k \geq 2$ and $p=24 t+1, t \geq 3$. Let $G$ be a graph. Then, the following constructions [33] yield self-complementary graphs $H_{i}, i=1$ to 4 .

Construction 1. $H_{1}$ : Replace each of the end vertices of $P_{4}$ by a copy of $G$ and each of the internal vertices by a copy of $\bar{G}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $P_{4}$ are adjacent.

Construction 2. $\mathrm{H}_{2}$ : Replace each of the end vertices of $P_{4}$ by a copy of $\bar{G}$ and each of the internal vertices by a copy of $G$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $P_{4}$ are adjacent.

Construction 3. $H_{3}$ : Replace each of the end vertices of the non-regular selfcomplementary graph $F$ on 5 vertices by a copy of $\bar{G}$, each of the vertices of degree 3 by a copy of $G$ and the vertex of degree 2 by $K_{1}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $F$ are adjacent.

Construction 4. $H_{4}$ : Consider the regular self-complementary graph $C_{5}=$ $v_{1} v_{2} v_{3} v_{4} v_{5} v_{1}$, the cycle on 5 vertices. Replace the vertices $v_{1}$ and $v_{5}$ by a copy of $\bar{G}, v_{2}$ and $v_{4}$ by a copy of $G$ and $v_{3}$ by $K_{1}$. Join the vertices of these graphs by all possible edges whenever the corresponding vertices of $C_{5}$ are adjacent.

Note: For all non-self-complementary graphs $G$, Constructions 1 and 2 yield nonisomorphic graphs and for any graph $G, H_{1}(G)=H_{2}(\bar{G})$.

Theorem 2.3. Let $G$ be an $r-$ regular connected graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots, \lambda_{p}\right\}$ and $H_{1}$ be the self-complementary graph obtained by Construction 1. Then,

$$
\begin{aligned}
\mathcal{E}\left(H_{1}\right)= & 2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+\sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}} \\
& +\sqrt{1+4\left(p^{2}+r+r^{2}\right)}
\end{aligned}
$$

Proof. The adjacency matrix of $H_{1}$ can be written as $\left[\begin{array}{cccc}A & J & 0 & 0 \\ J & \bar{A} & J & 0 \\ 0 & J & \bar{A} & J \\ 0 & 0 & J & A\end{array}\right]$, so that the characteristic equation of $H_{1}$ is

$$
\left|\begin{array}{cccc}
\lambda I-A & -J & 0 & 0 \\
-J & \lambda I-\bar{A} & -J & 0 \\
0 & -J & \lambda I-\bar{A} & -J \\
0 & 0 & -J & \lambda I-A
\end{array}\right|=0
$$

That is

$$
\left|\begin{array}{cccc}
-J & \lambda I-\bar{A} & 0 & -J \\
\lambda I-\bar{A} & -J & -J & 0 \\
-J & 0 & \lambda I-A & 0 \\
0 & -J & 0 & \lambda I-A
\end{array}\right|=0
$$

by a sequence of elementary transformations.
But, the last expression by virtue of Lemma 1.1 is

$$
\left|J^{2}(\lambda I-A)^{2}-\left[(\lambda I-A)(\lambda I-\bar{A})-J^{2}\right]^{2}\right|=0 \text { and so }
$$

$\prod_{i=1}^{p}\left\{\left\langle Q\left(\lambda_{i}\right)\right\rangle^{2}\left(\lambda-\lambda_{i}\right)^{2}-\left[\left(\lambda-\lambda_{i}\right)\left(\lambda-Q\left(\lambda_{i}\right)+1+\lambda_{i}\right)-\left\langle Q\left(\lambda_{i}\right)\right\rangle^{2}\right]^{2}\right\}=0$
by Lemmas 1.6 and 1.7. Now, corresponding to the eigenvalue $r$ of $G$, the eigenvalues of $H_{1}$ are given by

$$
p^{2}(\lambda-r)^{2}-\left[(\lambda-r)(\lambda-p+1+r)-p^{2}\right]^{2}=0 \text { by Lemmas } 1.6 \text { and 1.7. }
$$

That is $\left[\lambda^{2}+\lambda-\left(r^{2}+r+p^{2}\right)\right]\left[\lambda^{2}-(2 p-1) \lambda-\left\{(p-r)^{2}+r\right\}\right]=0$.
So $\lambda=\frac{-1 \pm \sqrt{1+4\left(p^{2}+r+r^{2}\right)}}{2} ; \frac{2 p-1 \pm \sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}}}{2}$.
The remaining eigenvalues of $H_{1}$ satisfy $\prod_{i=2}^{p}\left[\left(\lambda-\lambda_{i}\right)\left(\lambda+1+\lambda_{i}\right)\right]^{2}=0$. Hence, $\operatorname{spec}\left(H_{1}\right)=\left(\begin{array}{cccc}\frac{-1 \pm \sqrt{1+4\left(p^{2}+r+r^{2}\right)}}{2} & \frac{2 p-1 \pm \sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}}}{2} & \lambda_{i} & -1-\lambda_{i} \\ 1 & 1 & 2 & 2\end{array}\right)$, $i=2$ to $p$.

Now, the expression for $\mathcal{E}\left(H_{1}\right)$ follows.

Theorem 2.4. Let $G$ be an $r$ - regular connected graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots, \lambda_{p}\right\}$ and $\mathrm{H}_{2}$ be the self-complementary graph obtained by Construction 2. Then,

$$
\begin{aligned}
\mathcal{E}\left(H_{2}\right)= & 2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+\sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}} \\
& +\sqrt{1+4\left(p^{2}+r+r^{2}\right)}
\end{aligned}
$$

Proof. The adjacency matrix of $H_{2}$ can be written as $\left[\begin{array}{cccc}\bar{A} & J & 0 & 0 \\ J & A & J & 0 \\ 0 & J & A & J \\ 0 & 0 & J & \bar{A}\end{array}\right]$. By a similar computation as in Theorem 2.3 in which $A$ is replaced by $\bar{A}$, we get the characteristic polynomial of $\mathrm{H}_{2}$ as
$\prod_{i=1}^{p}\left\{\left\langle Q\left(\lambda_{i}\right)\right\rangle^{2}\left(\lambda-Q\left(\lambda_{i}\right)+\lambda_{i}+1\right)^{2}-\left[\left(\lambda-\lambda_{i}\right)\left(\lambda-Q\left(\lambda_{i}\right)+1+\lambda_{i}\right)-\left\langle Q\left(\lambda_{i}\right)\right\rangle^{2}\right]^{2}\right\}$, by Lemmas 1.6, 1.1 and 1.7. Hence

$$
\operatorname{spec}\left(H_{2}\right)=\left(\begin{array}{cccc}
\frac{2 p-1 \pm \sqrt{1+4\left(p^{2}+r+r^{2}\right)}}{2} & \frac{-1 \pm \sqrt{(2 p-1)^{2}+4\left\{(p-r)^{2}+r\right\}}}{2} & \lambda_{i} & -1-\lambda_{i} \\
1 & 1 & 2 & 2
\end{array}\right)
$$

$$
i=2 \text { to } p
$$

Thus, the theorem follows.

## Corollary 2.1.

1. If $G=K_{p}$, then, $\mathcal{E}\left(H_{1}\right)=\mathcal{E}\left(H_{2}\right)=2(p-1)+\sqrt{1+4 p^{2}}+\sqrt{8 p^{2}-4 p+1}$.
2. If $G=K_{n, n}$, then, $p=2 n$ and $\mathcal{E}\left(H_{1}\right)=\mathcal{E}\left(H_{2}\right)=2(2 p-3)+\sqrt{5 p^{2}-2 p+1}+$ $\sqrt{5 p^{2}+2 p+1}$.

Theorem 2.5. For every $p=4 k, k \geq 2$, there exists a pair of equienergetic self-complementary graphs.

Proof. Let $H_{1}$ and $H_{2}$ be the self-complementary graphs obtained from $K_{k}$ by Constructions 1 and 2 respectively. Then, by Theorems 2.3 and 2.4, they are equienergetic on $p=4 k$ vertices.

## Illustration:



Figure 2.1: 'Equienergetic self-complementary graphs on 8 vertices with energy $7+\sqrt{17}$.

Theorem 2.6. Let $H_{3}$ be the self-complementary graph obtained from $K_{p}$ by Construction 3. Then, $\mathcal{E}\left(H_{3}\right)=2(p-1)+\sqrt{4 p^{2}+1}+\sqrt{8 p^{2}+4 p+1}$.

Proof. Let $A$ be an adjacency matrix of $K_{p}$. Then, the adjacency matrix of $H_{3}$
can be written as $\left[\begin{array}{ccccc}\bar{A} & J & 0_{p \times 1} & 0 & 0 \\ J & A & J_{p \times 1} & J & 0 \\ 0_{1 \times p} & J_{1 \times p} & 0 & J_{1 \times p} & 0 \\ 0 & J & J_{p \times 1} & A & J \\ 0 & 0 & 0 & J & \bar{A}\end{array}\right]$.

Now, after a sequence of elementary transformations applied to the rows and columns and by Lemma 1.1, the characteristic equation of $H_{3}$ is

$$
\frac{1}{\lambda^{2 p-1}}\left|\left[\{\lambda(\lambda I-A)-J\}(\lambda I-\bar{A})-\lambda J^{2}\right]^{2}-[(\lambda+1)(\lambda I-\bar{A}) J]^{2}\right|=0 .
$$

Since $G=K_{p}$ is connected and regular, by Lemmas 1.6 and 1.7 , the characteristic equation of $H_{3}$ is

$$
\lambda^{2 p-1}(\lambda+1)^{2 p-2}\left(\lambda^{2}+\lambda-p^{2}\right)\left[\lambda^{2}-(2 p-1) \lambda-p(p+2)\right]=0 .
$$

So, $\quad \operatorname{spec}\left(H_{3}\right)=\left(\begin{array}{cccc}\frac{-1 \pm \sqrt{4 p^{2}+1}}{2} & \frac{2 p-1 \pm \sqrt{8 p^{2}+4 p+1}}{2} & -1 & 0 \\ 1 & 1 & 2 p-2 & 2 p-1\end{array}\right)$. Hence the theorem.

Theorem 2.7. Let $H_{4}$ be the self-complementary graph obtained from $K_{p}$ by Construction 4. Then, $\mathcal{E}\left(H_{4}\right)=2(2 p-1)+\sqrt{4 p+1}+\sqrt{8 p^{2}-4 p+1}$.

Proof. Let $A$ be an adjacency matrix of $K_{p}$. Then, the adjacency matrix of $H_{4}$ can be written as

$$
\left[\begin{array}{ccccc}
\bar{A} & J & 0_{p \times 1} & 0 & J \\
J & A & J_{p \times 1} & 0 & 0 \\
0_{1 \times p} & J_{1 \times p} & 0_{1 \times 1} & J_{1 \times p} & 0 \\
0 & 0 & J_{p \times 1} & A & J \\
J & 0 & 0 & J & \bar{A}
\end{array}\right]
$$

Now, after a sequence of elementary transformations applied to the rows and columns and by Lemma 1.1, the characteristic equation of $H_{4}$ is

$$
\frac{1}{\lambda^{2 p-1}}\left|\begin{array}{l}
{\left[\{\lambda(\lambda I-A)-J\}^{2}+(\lambda-1) J^{2}\right]\left[(\lambda-1) J^{2}+(\lambda I-\bar{A})^{2}\right]} \\
-\lambda J^{2}[\lambda(\lambda I-A)-J+\lambda I-\bar{A}]^{2}
\end{array}\right|=0
$$

Since $G=K_{p}$ is connected and regular, by Lemmas 1.6 and 1.7 the characteristic equation of $H_{4}$ is

$$
\lambda^{(2 p-2)}(\lambda+1)^{(2 p-2)}(\lambda-2 p)\left(\lambda^{2}+\lambda-p\right)\left(\lambda^{2}+\lambda-2 p^{2}+p\right)=0 .
$$

Hence, $\operatorname{spec}\left(H_{4}\right)=\left(\begin{array}{ccccc}2 p & \frac{-1 \pm \sqrt{4 p+1}}{2} & \frac{2 p-1 \pm \sqrt{8 p^{2}-4 p+1}}{2} & -1 & 0 \\ 1 & 1 & 1 & 2 p-2 & 2 p-2\end{array}\right)$. Now, the expression for $\mathcal{E}\left(H_{4}\right)$ follows.

Corollary 2.2. Let $G$ be a connected $r$ - regular graph and $H_{4}$ be the self-complementary graph obtained by Construction 4. Then,

$$
\mathcal{E}\left(H_{4}\right)=2[\mathcal{E}(G)+\mathcal{E}(\bar{G})-(p-1)]+\sqrt{1+4\left(p^{2}+r+r^{2}\right)}+T
$$

where $T$ is the sum of absolute values of roots of the cubic $x^{3}-(2 p-1) x^{2}-\left[p^{2}-2 p(r-1)+r(r+1)\right] x+2 p(2 p-r-1)=0$.

Lemma 2.2. There exists a pair of non-cospectral cubic graphs on $2 t$ vertices, for every $t \geq 3$.

Proof. Let $G_{1}$ and $G_{2}$ be the non-cospectral cubic graphs on six vertices labelled as $\left\{v_{j}\right\}$ and $\left\{u_{j}\right\}, j=1$ to 6 respectively.


Figure 2.2: The graphs $G_{1}$ and $G_{2}$.

Now, replacing $v_{1}$ and $u_{1}$ in $G_{1}$ and $G_{2}$ by a triangle each we get two cubic
graphs $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ on eight vertices containing one and two triangles respectively as shown in Figure 2.3. Since the number of triangles in a graph is the negative of half the coefficient of $\lambda^{p-3}$ in its characteristic polynomial [24], $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are non-cospectral.


Figure 2.3: The graphs $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$

Replacing any vertex in the newly formed triangle in $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ by a triangle we get two cubic graphs on ten vertices which are non-cospectral. Repeating this process $(t-3)$ times, we get two cubic graphs on $2 t$ vertices containing one and two triangles respectively. Hence they are non-cospectral.

Theorem 2.8. For every $p=24 t+1, t \geq 3$, there exists a pair of equienergetic self-complementary graphs.

Proof. Let $G_{1}$ and $G_{2}$ be the two non-cospectral cubic graphs on $2 t$ vertices given by Lemma 2.2. Let $F_{1}$ and $F_{2}$ respectively denote their second iterated line graphs. Then, $F_{1}$ and $F_{2}$ have $6 t$ vertices each and 6 -regular with $\mathcal{E}\left(F_{1}\right)=\mathcal{E}\left(F_{2}\right)=12 t$ and $\mathcal{E}\left(\overline{F_{1}}\right)=\mathcal{E}\left(\overline{F_{2}}\right)=3(6 t-4)-2$ by Lemma 1.15. Let $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ be the self-complementary graphs obtained from $F_{1}$ and $F_{2}$ by Construction 4. Then, $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are on $p=24 t+1$ vertices and by Corollary 2.2, $\mathcal{E}\left(\mathcal{F}_{1}\right)=\mathcal{E}\left(\mathcal{F}_{2}\right)=$
$2(24 t-13)+\sqrt{169+144 t^{2}}+T$ where T is the sum of the absolute values of the roots of the cubic $x^{3}-(12 t-1) x^{2}-6\left(6 t^{2}-10 t+7\right) x+12 t(12 t-7)=0$.

## Equienergetic line graphs of self-complementary

## graphs

We shall now construct a pair of non-regular equienergetic graphs on $p(4 p-1)$ vertices, $p \geq 4$ which are line graphs of self-complementary graphs.

Theorem 2.9. Let $G$ be an $r$-regular connected graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots . ., \lambda_{p}\right\}$, $p \geq 3$ and $H_{1}$ be the self-complementary graph obtained from $G$ by Construction 1. Then, $\mathcal{E}\left(L\left(H_{1}\right)\right)=4 p(4 p-5)$.

Proof. Let $A$ be an adjacency matrix of $G$. Then, adjacency matrix $\bar{A}$ of $\bar{G}$ is given by $\bar{A}=J-I-A$ where $J$ is the all one matrix. By definition of $H_{1}$, its adjacency matrix and degree matrix can be written as

$$
A\left(H_{1}\right)=\left[\begin{array}{cccc}
A & J & 0 & 0 \\
J & \bar{A} & J & 0 \\
0 & J & \bar{A} & J \\
0 & 0 & J & A
\end{array}\right]
$$

and

$$
\hat{D}\left(H_{1}\right)=\left[\begin{array}{cccc}
(p+r) I & 0 & 0 & 0 \\
0 & (3 p-r-1) I & 0 & 0 \\
0 & 0 & (3 p-r-1) I & 0 \\
0 & 0 & 0 & (p+r) I
\end{array}\right]
$$

Now, $H_{1}$ has $4 p$ vertices and $p(4 p-1)$ edges. By Lemma 1.8 the characteristic polynomial of $L\left(H_{1}\right)$ is given by $P_{L\left(H_{1}\right)}(\lambda-2)=\lambda^{\frac{p(3 p-5)}{2}}\left|\lambda I-A\left(H_{1}\right)-\hat{D}\left(H_{1}\right)\right|$.

$$
\begin{aligned}
& \text { Now, }\left|\begin{array}{l}
\lambda I-A\left(H_{1}\right)-\hat{D}\left(H_{1}\right)
\end{array}\right| \\
& =\prod_{i=1}^{p}\left\{\begin{array}{l}
J^{2}\left[\lambda-(p+r)-\lambda_{i}\right]^{2} \\
-\left[J^{2}-\left(\lambda-(p+r)-\lambda_{i}\right)\left(\lambda-(3 p-r-2)-J+\lambda_{i}\right)\right]^{2}
\end{array}\right\}
\end{aligned}
$$

by Lemmas 1.1 and 1.6. So using Lemmas 1.7 and 1.8,

$$
\operatorname{spec}\left(L\left(H_{1}\right)\right)=\left(\begin{array}{ccc}
3(p-1) \pm \alpha & 2 p-3 \pm \beta & 3 p-4-\left(\lambda_{i}+r\right) \\
1 & 1 & 1 \\
p-2+\left(\lambda_{i}+r\right) & -2 & \\
1 & p(4 p-5) &
\end{array}\right), i=2 \text { to } p
$$

where $\alpha=\sqrt{(2 p-2 r-1)^{2}+p^{2}}$ and $\beta=\sqrt{(p-2 r-1)^{2}+p^{2}}$.
Now, the two roots $3(p-1) \pm \alpha$ and $2 p-3 \pm \beta$ are positive for $p \geq 3$. For $r \leq p-1$ the eigenvalues $3 p-4-\left(\lambda_{i}+r\right)$ and $p-2+\left(\lambda_{i}+r\right)$ are positive as $\lambda_{i}+r \geq 0$, $i=2, \ldots, p$. Thus, the only negative eigenvalue of $L(F)$ is -2 with multiplicity $p(4 p-5)$. Thus, $\mathcal{E}[L(F)]=4 p(4 p-5)$.

Corollary 2.3. Let $G_{1}$ and $G_{2}$ be any two regular connected graphs on $p$ vertices, $p \geq 4$ and $F_{1}, F_{2}$ be the non-regular self-complementary graphs obtained from them by Construction 1. Then, $\mathcal{E}\left[L\left(F_{1}\right)\right]=\mathcal{E}\left[L\left(F_{2}\right)\right]=4 p(4 p-5)$.

### 2.3 Equienergetic graphs from some graph operations

In this section we first consider some graphs whose spectrum is contained in $[-2 k, 2 k]$ for some k and then, use it to construct non-regular equienergetic graphs.

## Examples:

1. $G$ and $H$ are two graphs on 5 vertices whose spectrum is contained in $[-4,4]$.

$\operatorname{spec}(G)=\{-2,-1.1701,0,0.6889,2.4812\}$

$\operatorname{spec}(H)=\{-2,-1,0,0,3\}$
2. Let $G$ be any $2 k$ regular graph. Then, the spectrum of its vertex deleted subgraphs lies in $[-2 k, 2 k]$. This follows as a consequence of the interlacing theorem [34].

Theorem 2.10. Let $G$ be an $r$ - regular graph on $p$ vertices with $r \geqslant 2(k+1)$. Then, for any graph $F$ on $n$ vertices whose spectrum is contained in $[-2 k, 2 k]$, $\mathcal{E}\left[\left\{L^{2}(G)\right\}^{k} \times F\right]=\frac{n k}{2^{k-2}}[p r(r-2)]^{k}$.

Proof. By Lemma 1.14 and 1.15 the only negative eigenvalue of $\left\{L^{2}(G)\right\}^{k}$ is $-2 k$ with multiplicity $\left[\frac{p r(r-2)}{2}\right]^{k}$ for $r \geq k+2$.
Let $F$ be a graph whose spectrum is contained in $[-2 k, 2 k]$. Then, by Lemma 1.14, for $r \geqslant 2(k+1)$, the negative eigenvalues of $\left[\left\{L^{2}(G)\right\}^{k} \times F\right]$ are $-2 k+\mu_{i}$, each with multiplicity $\left[\frac{p r(r-2)}{2}\right]^{k}$ where $\mu_{\mathrm{i}}, i=1$ to $n$ are the eigenvalues of $F$. Thus, we get

$$
\begin{aligned}
\mathcal{E}\left[\left\{L^{2}(G)\right\}^{k} \times F\right] & =2 \times\left[\frac{p r(r-2)}{2}\right]^{k} \sum_{i=1}^{n}\left|-2 k+\mu_{i}\right| \\
& =\frac{n k}{2^{k-2}}[p r(r-2)]^{k}
\end{aligned}
$$

Corollary 2.4. For any $r$ - regular graph $G$ on $p$ vertices, $r \geq 4, \quad L^{2}(G) \times C_{n}$ and $L^{2}(G) \times P_{n}$ are equienergetic with energy $2 p n r(r-2)$.

Proof. Proof follows from the fact that the spectra of $C_{n}$ and $P_{n}$ lies in $[-2,2]$.
Corollary 2.5. For any $r$ - regular graph $G$ on $p$ vertices, $r \geq 4, L^{t}(G) \times C_{n}$ and $L^{t}(G) \times P_{n}$ are equienergetic for $t \geq 3$.

Proof. Since $L^{t}(G)=L^{2}\left(L^{t-2}(G)\right)$, the claim follows from Corollary 2.4.
Corollary 2.6. Let $F_{1}$ and $F_{2}$ be non-isomorphic, non-regular graphs on $n$ vertices whose spectrum is contained in $[-2 k, 2 k]$. Then, $\left\{L^{2}(G)\right\}^{k} \times F_{1}$ and $\left\{L^{2}(G)\right\}^{k} \times F_{2}$ are non-regular and equienergetic with energy $\frac{n k}{2^{k-2}}[p r(r-2)]^{k}$.

Theorem 2.11. Let $m$ and $k$ be positive integers with $m \geq 2 k$. Then, for any graph $G$ on $p$ vertices whose spectrum is contained in $[-k, k]$, $\mathcal{E}\left[\left\{K_{m}\right\}^{k} \times G\right]=2 p k(m-1)^{k}$.

Proof. From Lemma 1.14 and 1.11 it follows that the $\operatorname{spec}\left(\left\{K_{m}\right\}^{k}\right)$ is $\left(\begin{array}{ccccc}k m-k & (k-1) m-k & (k-2) m-k & m-k & -k \\ 1 & k C_{1}(m-1) & k C_{2}(m-1)^{2} & \ldots & k C_{1}(m-1)^{k}\end{array}(m-1)^{k}\right)$.

Since the spectrum of $G$ is contained in $[-k, k], \mu_{i}+k \geq 0$ for every $\mu_{i} \in \operatorname{spec}(G)$. If $m \geq 2 k$, then, by Lemma 1.14 the negative eigenvalues of $\left\{K_{m}\right\}^{k} \times G$ are $-k+\mu_{i}, i=1$ to $p$ each with multiplicity $(m-1)^{k}$. Thus,

$$
\begin{aligned}
\mathcal{E}\left[\left\{K_{m}\right\}^{k} \times G\right] & =2 \times(m-1)^{k} \times \sum_{i=1}^{p}\left|-k+\mu_{i}\right| \\
& =2 p k(m-1)^{k}
\end{aligned}
$$

Corollary 2.7. $\mathcal{E}\left(\left\{K_{m}\right\}^{2} \times C_{n}\right)=\mathcal{E}\left(\left\{K_{m}\right\}^{2} \times P_{n}\right)=4 n(m-1)^{2}$.

Corollary 2.8. Let $F_{1}$ and $F_{2}$ be non-isomorphic, non-regular graphs on $p$ vertices whose spectrum is contained in $[-k, k]$. Then, for every $m \geq 2 k,\left\{K_{m}\right\}^{k} \times F_{1}$ and $\left\{K_{m}\right\}^{k} \times F_{2}$ are non-regular equienergetic with energy $2 p k(m-1)^{k}$.

## Equienergetic non-regular line graphs

In [77] the construction of equienergetic regular line graphs is described. In this section we prove the existence of equienergetic non-regular line graphs.

Theorem 2.12. Let $G$ be an $r$-regular graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots ., \lambda_{p}\right\}$, $p \geq 4$. Then, $\mathcal{E}(L[G \nabla \bar{G}])=2 p(3 p-5)$.

Proof. Let $A$ be an adjacency matrix of $G$. Then, by Lemma $1.3 \bar{A}=J-I-A$ where $J$ is the all one matrix.
Let $F=G \nabla \bar{G}$. Then, the adjacency matrix $A(F)$ and degree matrix $\hat{D}(F)$ of $F$ can be written as

$$
A(F)=\left[\begin{array}{cc}
A & J_{p} \\
J_{p} & \bar{A}
\end{array}\right] \text { and } \hat{D}(F)=\left[\begin{array}{cc}
(p+r) I & 0_{p} \\
0_{p} & (2 p-r-1) I
\end{array}\right] .
$$

Now, $F$ has $2 p$ vertices and $\frac{p(3 p-1)}{2}$ edges. By Lemma 1.8 the characteristic polynomial of $L(F)$ is given by $P_{L(F)}(\lambda-2)=\lambda^{\frac{p(3 p-5)}{2}}|\lambda I-A(F)-\hat{D}(F)|$.

Now,

$$
\begin{aligned}
& \mid \lambda I-A(F)-\hat{D}(F) \\
& =\left|\begin{array}{cc}
\lambda I-((p+r) I+A) & -J_{p} \\
-J_{p} & \lambda I-((2 p-r-2) I+J-A)
\end{array}\right| \\
& =\prod_{i=1}^{p}\left[\lambda-\left(p+r+\lambda_{i}\right)\right]\left[\lambda-\left(2 p-r-2+J-\lambda_{i}\right)\right]-p J
\end{aligned}
$$

So using Lemmas 1.6 and 1.7,

$$
\begin{aligned}
& \operatorname{spec}(L(F))=\left(\begin{array}{cccc}
2 p-3 \pm \alpha & p-2+\lambda_{i}+r & 2 p-4-\left(\lambda_{i}+r\right) & -2 \\
1 & 1 & 1 & \frac{p(3 p-5)}{2}
\end{array}\right) \\
& i=2 \text { to } p, \text { where } \alpha=\sqrt{p^{2}+(p-2 r-1)^{2}}
\end{aligned}
$$

Since $G$ is $r$-regular, $\lambda_{i}+r<2 r \leq 2(p-2)$ if $G$ is not complete and $\lambda_{i}+r=p-2$ if $G$ is complete. Also, the eigenvalues $2 p-3 \pm \alpha$ are always positive for $p \geq 4$. Thus, the only negative eigenvalue of $L(F)$ is -2 with multiplicity $\frac{p(3 p-5)}{2}$. Hence $\mathcal{E}(L[G \nabla \bar{G}])=2 \times 2 \times \frac{p(3 p-5)}{2}=2 p(3 p-5)$.

Corollary 2.9. Let $G_{1}=C_{p}$ and $G_{2}=K_{p}$. Then, $\mathcal{E}\left[L\left(C_{p} \nabla \overline{C_{p}}\right)\right]=\mathcal{E}\left[L\left(K_{p} \nabla \overline{K_{p}}\right)\right]$.

## Chapter 3

## Spectrum and energies of some

## graphs

In this chapter we obtain the following.

The spectrum of some non-regular graphs and their complements.

The energy of some non-regular graphs.
w The energy of $\bar{S}\left(C_{p}\right)$ and $\overline{C_{p}}$.

[^0]
### 3.1 Spectrum of some non-regular graphs and their complements.

Let $G$ be a graph. Consider the following seven operations on $G$ and denote the resulting graphs by $F_{i}, i=1, \ldots ., 7$.

Operation 1. Introduce a copy of $\bar{G}$ on $U=\left\{u_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to $v_{i}$ for each $i=1,2, \ldots, p$.

Operation 2. Introduce a set $U=\left\{u_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $\overline{N\left[v_{i}\right]}$ for each $i=1,2, \ldots, p$.

Operation 3. Introduce a set $U=\left\{u_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i=1,2, \ldots, p$.

Operation 4. Attach a pendant vertex to each vertex of $G$. The resulting graph is called the pendant join graph of $G$. [Also referred to as $G$ corona $K_{1}$ in [10].]

Operation 5. Take one copy of $G$ on $U=\left\{u_{i}\right\}$ and a set $W=\left\{w_{i}\right\}$ of $p$ isolated vertices corresponding to the vertices of $G$. Make $u_{i}$ adjacent to $v_{i}$ for each $i=$ $1,2, \ldots, p$. Make $w_{i}$ adjacent to both $u_{i}$ and $v_{i}$ for each $i=1,2, \ldots, p$.

Operation 6. Introduce a set $U=\left\{u_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices of $G$ except $v_{i}$ for each $i$.

Operation 7. Take a copy of $\bar{G}$ on $U=\left\{u_{i}\right\}$ corresponding to the vertices of $G$. make $u_{i}$ adjacent to all the vertices in $\overline{N\left[v_{i}\right]}$ for each $i=1,2, \ldots, p$.

Theorem 3.1. Let $G$ be a connected $r$ - regular with an adjacency matrix $A$ and spectrum $\left\{r, \lambda_{2}, \lambda_{3}, \ldots \ldots \ldots, \lambda_{p}\right\}$. Let $F_{i}$ s be the graphs as described above. Then, the spectrum of $F_{i}$ and its complement , $i=1,2, \ldots, 7$ are as follows.
$i$

$\operatorname{spec}\left(\overline{F_{i}}\right)$
$\left\{\begin{array}{l}\frac{(p-1) \pm \alpha}{2} ; \\ \frac{-1 \pm \sqrt{1+4\left[\lambda_{i}^{2}-\lambda_{i}+1\right]}}{2} ; \lambda_{i} \neq r\end{array}\right\}$
$2\left\{\begin{array}{l}\frac{r \pm \sqrt{r^{2}+4(p-r-1)^{2}}}{2} \\ \frac{\lambda_{i} \pm \sqrt{5 \lambda_{i}^{2}+8 \lambda_{i}+4}}{2} ; \lambda_{i} \neq r\end{array}\right\}$
$\left\{\begin{array}{l}\frac{2(p-1)-r \pm \sqrt{r^{2}+4(r+1)^{2}}}{2} \\ \frac{-\left(2+\lambda_{i}\right) \pm \sqrt{5 \lambda_{i}^{2}+8 \lambda_{i}+4}}{2}\end{array}\right\}$

$$
\left\{\begin{array}{l}
\frac{r \pm \sqrt{r^{2}+4(p-r)^{2}}}{2} \\
\frac{1 \pm \sqrt{5}}{2} \lambda_{i} ; \lambda_{i} \neq r
\end{array}\right\}
$$

4
3

$$
\left\{\begin{array}{l}
\frac{2(p-1)-r(1 \pm \sqrt{5})}{2} \\
\frac{(1 \pm \sqrt{5}) \lambda_{i}-2}{2} ; \lambda_{i} \neq r
\end{array}\right\}
$$

$$
\frac{\lambda_{i} \pm \sqrt{\lambda_{i}^{2}+4}}{2}
$$

$$
\left\{\begin{array}{l}
\frac{2(p-1)-r \pm \sqrt{r^{2}+4(p-1)^{2}}}{2} \\
\frac{-\left(\lambda_{i}+2\right) \pm \sqrt{\lambda_{i}^{2}+4}}{2} ; \lambda_{i} \neq r
\end{array}\right\}
$$

$$
\left.\begin{array}{l}
\lambda_{i}-1  \tag{5}\\
\frac{\lambda_{i}+1 \pm \sqrt{\left(\lambda_{i}+1\right)^{2}+8}}{2}
\end{array}\right\}
$$

$$
\left\{\begin{array}{l}
\frac{3(p-1)-r \pm \sqrt{[3(p-1)-r]^{2}+4 r(p-1)}}{2} \\
-\lambda_{i} \\
\frac{-\left(3+\lambda_{i}\right) \pm \sqrt{\left(3+\lambda_{i}\right)^{2}-4 \lambda_{i}}}{2} ; \lambda_{i} \neq r
\end{array}\right.
$$

6

7

where $\alpha=\sqrt{(p-1)^{2}+4\left[(p-1)^{2}-(p-r-1) r\right]}$.

Proof. The Table 2 gives the adjacency matrices of the graphs $F_{i}$ and its complement under each of the Operation $i$ for $i=1, \ldots .7$.

Table 2

| i | $A\left(F_{i}\right)$ | $A\left(\overline{F_{i}}\right)$ |
| :---: | :---: | :---: |
| 1 | $\left[\begin{array}{cc}A & I \\ I & \bar{A}\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & J-I \\ J-I & A\end{array}\right]$ |
| 2 | $\left[\begin{array}{ll}A & \bar{A} \\ \bar{A} & 0_{p}\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & A+I \\ A+I & J-I\end{array}\right]$ |
| 3 | $\left[\begin{array}{cc}A & \bar{A}+I \\ \bar{A}+I & 0_{p}\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & A \\ A & J-I\end{array}\right]$ |
| 4 | $\left[\begin{array}{ll}A & I \\ I & 0\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & J-I \\ J-I & J-I\end{array}\right]$ |
| 5 | $\left[\begin{array}{lll}A & I & I \\ I & A & I \\ I & I & 0\end{array}\right]$ | $\left[\begin{array}{ccc}\bar{A} & J-I & J-I \\ J-I & \bar{A} & J-I \\ J-I & J-I & J-I\end{array}\right]$ |
| 6 | $\left[\begin{array}{cc}A & J-I \\ J-I & 0\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & I \\ I & J-I\end{array}\right]$ |
| 7 | $\left[\begin{array}{cc}A & \bar{A} \\ \bar{A} & \bar{A}\end{array}\right]$ | $\left[\begin{array}{cc}\bar{A} & A+I \\ A+I & A\end{array}\right]$ |

Now, the theorem follows from Table 3 which gives the characteristic polynomials of $F_{i}$ and $\overline{F_{i}}$ for $i=1,2, \ldots .7$.

Table 3

| i | $P\left(F_{i}\right)$ | $P\left(\overline{F_{i}}\right)$ |
| :---: | :---: | :---: |
| 1 | $\prod_{i=1}^{p}\left\{\left[\lambda+1+\lambda_{i}-J\right]\left[\lambda-\lambda_{i}\right]-1\right\}$ | $\prod_{i=1}^{p}\left\{\left[\lambda-\left(J-1-\lambda_{i}\right)\right]\left[\lambda-\lambda_{i}\right]-(J-I)^{2}\right\}$ |
| 2 | $\prod_{i=1}^{p}\left[\lambda^{2}-\lambda_{i} \lambda-\left(J-I-\lambda_{i}\right)^{2}\right]$ | $\prod_{i=1}^{p}\left\{\begin{array}{l} {\left[\lambda-\left(J-I-\lambda_{i}\right)\right][\lambda-(J-I)]} \\ -\left(\lambda_{i}+1\right)^{2} \end{array}\right\}$ |
| 3 | $\prod_{i=1}^{p}\left[\lambda^{2}-\lambda_{i} \lambda-\left(J-\lambda_{i}\right)^{2}\right]$ | $\prod_{i=1}^{p}\left\{\left[\lambda-\left(J-I-\lambda_{i}\right)\right][\lambda-(J-I)]-\lambda_{i}^{2}\right\}$ |
| 4 | $\prod_{i=1}^{p}\left[\lambda^{2}-\lambda_{i} \lambda-1\right]$ | $\prod_{i=1}^{p}\left[\begin{array}{l}\lambda^{2}-\left\{2(J-I)-\lambda_{i}\right\} \lambda \\ -\lambda_{i}(J-I)\end{array}\right]$ |
| 5 | $\prod_{i=1}^{p}\left\{\begin{array}{l}{\left[\lambda-\left(\lambda_{i}-1\right)\right]} \\ \times\left[\lambda^{2}-\left(\lambda_{i}+1\right) \lambda-2\right]\end{array}\right\}$ | $\prod_{i=}^{p}\left(\lambda+\lambda_{i}\right)\left[\begin{array}{l}\lambda^{2}-\left\{3(J-I)-\lambda_{i}\right\} \lambda \\ -\lambda_{i}(J-I)\end{array}\right.$ |
| 6 | $\prod_{i=1}^{p}\left[\lambda\left(\lambda-\lambda_{i}\right)-(J-I)^{2}\right]$ | $\prod_{i=}^{p}\left[\left\{\lambda-\left(J-I-\lambda_{i}\right)\right\}\{\lambda-J+I\}-1\right]$ |
| 7 | $\prod_{i=1}^{p}\left\{\begin{array}{l}\left(\lambda-\lambda_{i}\right)\left(\lambda-J+I+\lambda_{i}\right) \\ -\left(J-I-\lambda_{i}\right)^{2}\end{array}\right\}$ | $\prod_{i=1}^{p}\left\{\begin{array}{l}\left(\lambda-\lambda_{i}\right)\left(\lambda-J+I+\lambda_{i}\right) \\ -\left(1+\lambda_{i}\right)^{2}\end{array}\right\}$ |

where $J=Q\left(\lambda_{i}\right)$ as given by Lemma 1.7.

### 3.2 Energies of some non-regular graphs

Let $G$ be a graph. We shall now consider the following six operations on $G$, denote the resulting non-regular graphs by $H_{i}, i=8,9, \ldots, 13$ and obtain expressions for the energies of these graphs in terms of the energy of $G$.

Operation 8. Let $G_{1}$ be the duplication graph of $G$ (Definition 17). Introduce $k$ isolated vertices and make each of them adjacent to all the vertices of $G$ only.

Operation 9. Introduce two sets $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to the
vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and $w_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i=1,2, \ldots, p$.

Operation 10. Introduce two sets $U=\left\{u_{i}\right\}, i=1,2, \ldots, p$ and $W=\left\{w_{j}\right\}, j=$ $1,2, \ldots, k$. Make $u_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i$ and make every vertex of $W$ adjacent to all the vertices of $G$.

Operation 11. Introduce two sets $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ and $w_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i=1,2, \ldots, p$.

Operation 12. Introduce two sets $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and $w_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i=1,2, \ldots, p$. Then, delete the edges of $G$ only.

Operation 13. Introduce two sets $U=\left\{u_{i}\right\}, i=1,2, \ldots, p$ and $W=\left\{w_{j}\right\}, j=$ $1,2, \ldots, k$. Make $u_{i}$ adjacent to all the vertices in $\overline{N\left(v_{i}\right)}$ for each $i$ and make every vertex of $W$ adjacent to all the vertices of $G$. Then, delete the edges of $G$ only.

Theorem 3.2. Let $G$ be a connected $r$ - regular graph with an adjacency matrix $A$ and spectrum $\left\{r, \lambda_{2}, \lambda_{3}, \ldots \ldots . . ., \lambda_{p}\right\}$. Let $H_{i}, i=8,9, \ldots, 13$ be the non-regular graphs described as above. Then,

$$
\begin{aligned}
& \mathcal{E}\left(H_{8}\right)=2\left[\mathcal{E}(G)-r+\sqrt{r^{2}+p k}\right] \\
& \mathcal{E}\left(H_{9}\right)=3(\mathcal{E}(G)-r)+\sqrt{r^{2}+4\left\{(p-r)^{2}+r^{2}\right\}} \\
& \mathcal{E}\left(H_{10}\right)=\sqrt{5}[\mathcal{E}(G)-r]+\sqrt{r^{2}+4\left(p k+\{p-r\}^{2}\right)} \\
& \mathcal{E}\left(H_{11}\right)=3[\mathcal{E}(G)-r]+\sqrt{r^{2}+8(p-r)^{2}} \\
& \mathcal{E}\left(H_{12}\right)=2\left\{\sqrt{2}(\mathcal{E}(G)-r)+\sqrt{r^{2}+(p-r)^{2}}\right\} \\
& \mathcal{E}\left(H_{13}\right)=2\left[\mathcal{E}(G)-r+\sqrt{(p-r)^{2}+p k}\right]
\end{aligned}
$$

Proof. For each of the operations, using Lemmas 1.1, 1.6 and 1.7, the characteristic polynomial and the eigenvalues are given in Table 1.

Table 1

| $i$ | $A\left(H_{i}\right)$ | $P\left(H_{i}\right)$ | $\operatorname{spec}\left(H_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| 8 | $\left[\begin{array}{ccc}0_{p} & A & J_{p \times k} \\ A & 0_{p} & 0_{p \times k} \\ J_{k \times p} & 0_{k \times p} & 0_{k}\end{array}\right]$ | $\lambda^{k} \prod_{i=1}^{p}\left[\lambda^{2}-k J-\lambda_{i}^{2}\right]$ | $\begin{aligned} & \lambda=0 ; k \text { times } \\ & = \pm \alpha_{1} \\ & = \pm \lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |
| 9 | $\left[\begin{array}{ccc}A & A & \bar{A}+I \\ A & 0_{p} & 0_{p} \\ \bar{A}+I & 0_{p} & 0_{p}\end{array}\right]$ | $\lambda^{p} \prod_{i=1}^{p}\left[\begin{array}{l}\lambda\left(\lambda-\lambda_{i}\right) \\ -\left(J-\lambda_{i}\right)^{2}-\lambda_{i}^{2}\end{array}\right]$ | $\begin{aligned} & \lambda=0 ; p \text { times } \\ & =\frac{r \pm \alpha_{2}}{2} \\ & =2 \lambda_{i},-\lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |
| 10 | $\left[\begin{array}{ccc}A & \bar{A}+I & J_{p \times k} \\ \bar{A}+I & 0_{p} & 0_{p \times k} \\ J_{k \times p} & 0_{k \times p} & 0_{k}\end{array}\right]$ | $\lambda^{k} \prod_{i=1}^{p}\left\{\begin{array}{l}{\left[\lambda\left(\lambda-\lambda_{i}\right)-k J\right]} \\ -\left[J-\lambda_{i}\right]^{2}\end{array}\right\}$ | $\begin{aligned} & \lambda=0 ; k \text { times } \\ & =\frac{r \pm \alpha_{3}}{2} \\ & =\frac{1 \pm \sqrt{5}}{2} \lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |
| 11 | $\left[\begin{array}{ccc}A & \bar{A}+I & \bar{A}+I \\ \bar{A}+I & 0_{p} & 0_{p} \\ \bar{A}+I & 0_{p} & 0_{p}\end{array}\right]$ | $\lambda^{p} \prod_{i=1}^{p}\left[\begin{array}{l}\lambda\left(\lambda-\lambda_{i}\right) \\ -2\left(J-\lambda_{i}\right)^{2}\end{array}\right]$ | $\begin{aligned} & \lambda=0 ; p \text { times } \\ & =\frac{r \pm \alpha_{4}}{2} \\ & =2 \lambda_{i},-\lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |
| 12 | $\left[\begin{array}{ccc}0 & A & \bar{A}+I \\ A & 0 & 0 \\ \bar{A}+I & 0 & 0\end{array}\right]$ | $\lambda^{p} \prod_{i=1}^{p}\left[\begin{array}{l}\lambda^{2}-\left(J-\lambda_{i}\right)^{2} \\ -\lambda_{i}^{2}\end{array}\right]$ | $\begin{aligned} & \lambda=0 ; p \text { times } \\ & = \pm \alpha_{5} \\ & = \pm \sqrt{2} \lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |
| 13 | $\left[\begin{array}{ccc}0 & \bar{A}+I & J_{p \times k} \\ \bar{A}+I & 0 & 0 \\ J_{k \times p} & 0 & 0\end{array}\right]$ | $\lambda^{k} \prod_{i=1}^{p}\left[\begin{array}{l}\lambda^{2}-k J \\ -\left(J-\lambda_{i}\right)^{2}\end{array}\right]$ | $\begin{aligned} & \lambda=0 ; k \text { times } \\ & = \pm \alpha_{6} \\ & = \pm \lambda_{i} ; \lambda_{i} \neq r \end{aligned}$ |

By Lemma 1.7, $J=Q\left(\lambda_{i}\right)$. Also, in column 4, $\alpha_{1}=\sqrt{\mathrm{r}^{2}+p k}$, $\alpha_{2}=\sqrt{\mathrm{r}^{2}+4\left[(p-r)^{2}+r^{2}\right]}, \alpha_{3}=\sqrt{r^{2}+4\left[p k+(p-r)^{2}\right]}, \alpha_{4}=\sqrt{r^{2}+8(p-r)^{2}}$, $\alpha_{5}=\sqrt{r^{2}+(p-r)^{2}}$ and $\alpha_{6}=\sqrt{p k+(p-r)^{2}}$. Hence, the theorem.

### 3.3 Partial complement of the subdivision graph

In this section we obtain the spectrum of the partial complement of the subdivision graph $\bar{S}(G)$ of a regular graph $G$ and energy of $\bar{S}\left(C_{p}\right)$.

Lemma 3.1. Let $G$ be an $r$ - regular graph with an adjacency matrix $A$ and incidence matrix $R$. Then, $\bar{R}=J_{p \times q}-R, \bar{R}^{T}=J_{q \times p}-R^{T}$ and $R \bar{R}^{T}=(q-2 r) J+$ $(A+r)$.

Proof. By Definition 32, $\bar{R}=J_{p \times q}-R$. Therefore

$$
\begin{aligned}
\bar{R} \bar{R}^{T} & =\left(J_{p \times q}-R\right)\left(J_{q \times p}-R^{T}\right) \\
& =q J-r J-r J+A+r I \\
& =(q-2 r) J+(A+r) I, \text { by Lemma } 1.4
\end{aligned}
$$

Hence the lemma.
Lemma 3.2. Let $G$ be a connected $r$-regular $(p, q)$ graph. Then, $\bar{S}(G)$ is regular if and only if $G$ is a cycle.

Proof. From Definition 33, we have the degree of vertices in $\bar{S}(G)$ corresponding to the edges of $G$ is $p-2$ each and of those corresponding to the vertices of $G$ is $q-r$ each. Since $G$ is $r$ - regular, $q=\frac{p r}{2}$ and hence $q-r=p-2$ if and only if $r=2$. Thus, $\bar{S}(G)$ is regular if and only if $G$ is a cycle.

Theorem 3.3. Let $G$ be a connected $r$ - regular $(p, q)$ graph. Then, $\operatorname{spec}(\bar{S}(G))=\left(\begin{array}{ccc} \pm \sqrt{p(q-2 r)+2 r} & \pm \sqrt{\lambda_{i}+r} & 0 \\ 1 & 1 & q-p\end{array}\right), i=2$ to $p$.

Proof. The adjacency matrix of $\bar{S}(G)$ can be written as $\left[\begin{array}{cc}0 & \bar{R} \\ \bar{R}^{T} & 0\end{array}\right]$. Then, the theorem follows from Lemmas 1.1 and 3.1.

## Theorem 3.4.

$$
\mathcal{E}\left(\bar{S}\left(C_{p}\right)\right)=\left\{\begin{array}{l}
2\left(p-4+2 \cot \frac{\pi}{2 p}\right), p \text { even } \\
2\left(p-4+2 \operatorname{cosec} \frac{\pi}{2 p}\right), p \text { odd }
\end{array}\right.
$$

Proof. By Lemma 1.11 and Theorem 3.3 we have

$$
\operatorname{spec}\left(\bar{S}\left(C_{p}\right)\right)=\left(\begin{array}{ccc}
p-2 & -(p-2) & \pm 2 \cos \frac{\pi j}{p} \\
1 & 1 & 1
\end{array}\right), j=1 \text { to } p-1
$$

We shall consider the following two cases.
Case 1. $p \equiv 0(\bmod 2)$.

The cosine numbers $2 \cos \frac{\pi j}{p}$ are positive only for $\frac{\pi}{p} j \leq \frac{\pi}{2}$. Then, the positive cosine numbers are $2 \cos \frac{\pi}{p}, 2 \cos \left(\frac{\pi}{p} \times 2\right), \ldots \ldots \ldots . .2 \cos \left(\frac{\pi}{p} \times \frac{p}{2}\right)$.

$$
\begin{aligned}
& \text { Let } C=2 \cos \frac{\pi}{p}+2 \cos \left(\frac{\pi}{p} \times 2\right)+\ldots \ldots \ldots+2 \cos \left(\frac{\pi}{p} \times \frac{p}{2}\right) \text { and } \\
& S=2 \sin \frac{\pi}{p}+2 \sin \left(\frac{\pi}{p} \times 2\right)+\ldots \ldots \ldots+2 \sin \left(\frac{\pi}{p} \times \frac{p}{2}\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
C+i S & =2 \gamma+2 \gamma^{2}+\ldots \ldots . .+2 \gamma^{\frac{p}{2}} \\
& =2 \gamma \frac{\left(1-\gamma^{\frac{p}{2}}\right)}{1-\gamma}
\end{aligned}
$$

where $\gamma=\cos \frac{\pi}{p}+i \sin \frac{\pi}{p}$ and $i=\sqrt{-1}$.
Now, equating real parts, we get $C=\cot \frac{\pi}{2 p}-1$. Since the spectrum of $\left(\bar{S}\left(C_{p}\right)\right)$ is symmetric with respect to zero, the energy contribution from the cosine numbers is $2 C$. Thus,

$$
\begin{aligned}
\mathcal{E}\left(\bar{S}\left(C_{p}\right)\right) & =2 \times(p-2+2 C) \\
& =2\left(p-4+2 \cot \frac{\pi}{2 p}\right)
\end{aligned}
$$

Case 2. $p \equiv 1(\bmod 2)$.

When $p$ is odd, the cosine numbers $2 \cos \frac{\pi j}{p}$ are positive for $j \leq \frac{p-1}{2}$. Then, by a similar argument as in Case 1, we get $\mathcal{E}\left(\bar{S}\left(C_{p}\right)\right)=2\left(p-4+2 \operatorname{cosec} \frac{\pi}{2 p}\right)$.

### 3.4 Energy of $\overline{C_{p}}$

In this section we derive an analytic expression for the energy of $\overline{C_{p}}$.

## Theorem 3.5.

$$
\mathcal{E}\left(\overline{C_{p}}\right)=\left\{\begin{array}{l}
2\left(\frac{2 p-9}{3}+\sqrt{3} \cot \frac{\pi}{p}\right) ; p \equiv 0(\bmod 3) \\
2\left(\frac{2 p-8}{3}+\frac{2 \sin \frac{\pi}{3}\left(1-\frac{1}{p}\right)}{\sin \frac{\pi}{p}}\right) ; p \equiv 1(\bmod 3) \\
2\left(\frac{2 p-10}{3}+\frac{2 \sin \frac{\pi}{3}\left(1+\frac{1}{p}\right)}{\sin \frac{\pi}{p}}\right) ; p \equiv 2(\bmod 3)
\end{array}\right.
$$

Proof. We have $\operatorname{spec}\left(\overline{C_{p}}\right)=\left(\begin{array}{cc}p-3 & -\left(1+2 \cos \frac{2 \pi j}{p}\right) \\ 1 & 1\end{array}\right), j=1$ to $p-1$ by Lemmas 1.11 and 1.12.

We shall consider the following cases.
Case 1. $p \equiv 0(\bmod 3)$.

Then, $-\left(1+2 \cos \frac{2 \pi j}{p}\right) \geq 0$ if and only if $\frac{p}{3} \leq j \leq \frac{2 p}{3}$.
Let $\sum_{j=\frac{p}{3}}^{\frac{2 p}{3}}\left(1+2 \cos \frac{2 \pi j}{p}\right)=\frac{p+3}{3}+\sum_{j=\frac{p}{3}}^{\frac{2 p}{3}} 2 \cos \frac{2 \pi j}{p}=\frac{p+3}{3}+C$ and
$S=\sum_{j=\frac{\nu}{3}}^{\frac{2 p}{3}} 2 \sin \frac{2 \pi j}{p}$, so that $C+i S=\sum_{j=\frac{\nu}{3}}^{\frac{2 p}{3}} \gamma^{j}$ where $\gamma=\cos \frac{2 \pi}{p}+i \sin \frac{2 \pi}{p}$.
Equating real parts, we get $C=-\left(1+\sqrt{3} \cot \frac{\pi}{p}\right)$.

The total sum of positive eigenvalues

$$
\begin{aligned}
& =p-3+\sqrt{3} \cot \frac{\pi}{p}+1-\left(\frac{p+3}{3}\right) \\
& =\frac{2 p-9}{3}+\sqrt{3} \cot \frac{\pi}{p}
\end{aligned}
$$

Thus, $\mathcal{E}\left(\overline{C_{p}}\right)=2 \times\left[\frac{2 p-9}{3}+\sqrt{3} \cot \frac{\pi}{p}\right]$.
The other two cases $p \equiv 1(\bmod 3)$ and $p \equiv 2(\bmod 3)$ can be proved similarly .

## Chapter 4

## Reciprocal graphs

In this chapter we obtain

- Some new classes of reciprocal graphs.
- An upperbound for the energy of reciprocal graphs.
- Pair of equienergetic reciprocal graphs for every $p \equiv 0(\bmod 12), p \geq 36$ and $p \equiv 0(\bmod 16), p \geq 48$.
- The Wiener indices of some reciprocal graphs.


### 4.1 New reciprocal graphs

We consider the following operations on $G$.
Operation 1. Operation 4 as in Chapter 3.
Operation 2. The splitting graph of $G$ ( Definition 16).

Operation 3. In addition to $G$ introduce two sets of $p$ isolated vertices $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $u_{i}$ and $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and then, make $w_{i}$ adjacent to all the vertices in $U$ corresponding to the vertices of $N\left(v_{i}\right)$ in $G$ for each $i=1$ to $p$. The resulting graph is called the double splitting graph of $G$.

Operation 4. In addition to $G$ introduce two more copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and then, make $w_{i}$ adjacent to $u_{i}$ for each $i=1$ to $p$. The resulting graph is called the composition graph of $G$.

Operation 5. In addition to $G$ introduce two more copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}, i=1$ to $p$. Make $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and the vertices in $U$ corresponding to the vertices of $N\left(v_{i}\right)$ in $G$ for each $i=1$ to $p$.

Lemma 4.1. Let $G$ be a graph on $p$ vertices with spec $(G)=\left\{\lambda_{1}, \ldots, \lambda_{p}\right\}$ and $H_{i}$ be the graph obtained from Operation $i, i=1$ to 5 . Then,

$$
\begin{aligned}
& \operatorname{spec}\left(H_{1}\right)=\left\{\frac{\lambda_{i} \pm \sqrt{\lambda_{i}^{2}+4}}{2}\right\}_{i=1}^{p} \\
& \operatorname{spec}\left(H_{2}\right)=\left\{\left(\frac{1 \pm \sqrt{5}}{2}\right) \lambda_{i}\right\}_{i=1}^{p}
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{spec}\left(H_{3}\right)=\left\{-\lambda_{i},(1 \pm \sqrt{2}) \lambda_{i}\right\}_{i=1}^{p} \\
& \operatorname{spec}\left(H_{4}\right)=\left\{\lambda_{i}, \lambda_{i} \pm \sqrt{\lambda_{i}^{2}+1}\right\}_{i=1}^{p} \\
& \operatorname{spec}\left(H_{5}\right)=\left\{\lambda_{i},(1 \pm \sqrt{2}) \lambda_{i}\right\}_{i=1}^{p}
\end{aligned}
$$

Proof. The proof follows from the Table 1 which gives the adjacency matrix of $H_{i} s$ for $i=2$ to 5 and its spectrum, obtained using Lemmas 1.1 and 1.13. The $\operatorname{spec}\left(H_{1}\right)$ has been already mentioned in the proof of Theorem 3.1.

Table 1

| Graph | $A\left(H_{i}\right)$ | $\operatorname{spec}\left(H_{i}\right)$ |
| :---: | :---: | :---: |
| $\mathrm{H}_{2}$ | $\left[\begin{array}{ll}A & A \\ A & 0\end{array}\right]=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right] \otimes A$ | $\left\{\left(\frac{1 \pm \sqrt{5}}{2}\right) \lambda_{i}\right\}_{i=1}^{p}$ |
| $\mathrm{H}_{3}$ | $\left[\begin{array}{ccc}A & A & A \\ A & 0 & A \\ A & A & 0\end{array}\right]=\left[\begin{array}{lll}1 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0\end{array}\right] \otimes A$ | $\left\{-\lambda_{i},(1 \pm \sqrt{2}) \lambda_{i}\right\}_{i=1}^{p}$ |
| $H_{4}$ | $\left[\begin{array}{lll}A & A & 0 \\ A & A & I \\ 0 & I & A\end{array}\right]$ | $\left\{\lambda_{i}, \lambda_{i} \pm \sqrt{\lambda_{i}^{2}+1}\right\}_{i=1}^{p}$ |
| $\mathrm{H}_{5}$ | $\left[\begin{array}{lll}A & 0 & A \\ 0 & A & A \\ A & A & A\end{array}\right]=\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 1\end{array}\right] \otimes A$ | $\left\{\lambda_{i},(1 \pm \sqrt{2}) \lambda_{i}\right\}_{i=1}^{p}$ |

Note: $H_{3}=H_{5}$, when $G$ is bipartite.

Theorem 4.1. The pendant join graph of a graph $G$ is reciprocal if and only if $G$ is bipartite.

Proof. Let $G$ be a bipartite graph and $H$, its pendant join graph. Then, corresponding to a non-zero eigenvalue $\lambda$ of $G,-\lambda$ is also an eigenvalue of $G[24]$. By Lemma 4.1, $\operatorname{spec}(H)=\left\{\frac{\lambda \pm \sqrt{\lambda^{2}+4}}{2}, \lambda \in \operatorname{spec}(G)\right\}$. Let $\alpha=\frac{\lambda+\sqrt{\lambda^{2}+4}}{2}$ be an eigenvalue of $H$. Then,

$$
\begin{aligned}
& \frac{1}{\alpha}=\frac{2}{\lambda+\sqrt{\lambda^{2}+4}} \\
& =\frac{2\left(\lambda-\sqrt{\lambda^{2}+4}\right)}{\left(\lambda+\sqrt{\lambda^{2}+4}\right)\left(\lambda-\sqrt{\lambda^{2}+4}\right)} \\
& =\frac{2\left(\lambda-\sqrt{\lambda^{2}+4}\right)}{-4} \\
& =\frac{(-\lambda)+\sqrt{(-\lambda)^{2}+4}}{2}
\end{aligned}
$$

is an eigenvalue of $H$ as $-\lambda$ is an eigenvalue of $G$. Similarly for $\alpha=\frac{\lambda-\sqrt{\lambda^{2}+4}}{2}$ also. The eigenvalues of $H$ corresponding to the zero eigenvalues of $G$ if any, are 1 and -1 which are self reciprocal. Therefore $H$ is a reciprocal graph.

The converse can be proved by retracing the argument.

Note: This theorem enlarges the classes of reciprocal graphs mentioned in [85]. The claim in [85] that the pendant join graph of $C_{n}$ is reciprocal for every $n$ is not correct as $C_{n}$ is not bipartite for odd $n$.

Theorem 4.2. The splitting graph of $G$ is reciprocal if and only if $G$ is partially reciprocal.

Proof. Let $G$ be partially reciprocal and $H$ be its splitting graph. Let $\alpha \in \operatorname{spec}(H)$. Then, by Lemma 4.1, $\alpha=\left(\frac{1 \pm \sqrt{5}}{2}\right) \lambda, \lambda \in \operatorname{spec}(G)$. Without loss of generality, take $\alpha=\left(\frac{1+\sqrt{5}}{2}\right) \lambda$. Then, $\frac{1}{\alpha}=\left(\frac{1-\sqrt{5}}{2}\right) \frac{-1}{\lambda}$. Thus, $\frac{1}{\alpha} \in \operatorname{spec}(H)$ as $G$ is partially reciprocal and hence $H$ is reciprocal.

Conversely assume that $H$ is reciprocal. Then, by the structure of $\operatorname{spec}(H)$ as given by Lemma $4.1, G$ is partially reciprocal.

Theorem 4.3. Let $G$ be a reciprocal graph. Then, the double splitting graph and the composition graph of $G$ are reciprocal if and only if $G$ is bipartite.

Proof. Let $G$ be a bipartite reciprocal graph. Then, $\lambda \in \operatorname{spec}(G) \Rightarrow-\lambda, \frac{1}{\lambda}, \frac{-1}{\lambda} \in$ $\operatorname{spec}(G)$. Let $H$ and $H^{\prime}$ respectively denote the double splitting graph and composition graph of $G$. Then, from Lemma 4.1 and Table 2 it follows that $H$ and $H^{\prime}$ are reciprocal.

Table 2

| $\operatorname{spec}(H)$ | $\frac{1}{\operatorname{spec}(H)}$ |
| :---: | :---: |
| $\{-\lambda,(1 \pm \sqrt{2}) \lambda\}$ | $\left\{-\frac{1}{\lambda},(1 \pm \sqrt{2}) \frac{-1}{\lambda}\right\}$ |
| $\operatorname{spec}\left(H^{\prime}\right)$ | $\frac{1}{\operatorname{spec}\left(H^{\prime}\right)}$ |
| $\left\{\lambda, \lambda \pm \sqrt{\lambda^{2}+1}\right\}$ | $\left\{\frac{1}{\lambda},-\lambda \pm \sqrt{(-\lambda)^{2}+1}\right\}$ |

The converse also follows.

Illustration: The following graphs are reciprocal when $G=P_{4}$.


Figure 4.1:

### 4.2 An upperbound for the energy of reciprocal graphs

The following bounds on the energy of a graph are known.

1. $[71] \sqrt{2 q+p(p-1)|\operatorname{det} A|^{\frac{2}{p}}} \leqslant E(G) \leqslant \sqrt{2 p q}$
2. [62] $E(G) \leqslant \frac{2 q}{p}+\sqrt{(p-1)\left(2 q-4 \frac{q^{2}}{p^{2}}\right)}$
3. $[63] E(G) \leqslant \frac{4 q}{p}+\sqrt{(p-2)\left(2 q-8 \frac{q^{2}}{p^{2}}\right)}$, if $G$ is bipartite.

In this section we derive a better upperbound for the energy of a reciprocal graph and prove that the bound is best possible.

Theorem 4.4. Let $G$ be a $(p, q)$ reciprocal graph. Then, $\mathcal{E}(G) \leq \sqrt{\frac{p(2 q+p)}{2}}$ and the bound is best possible for $G=t K_{2}$ and $t P_{4}$.

Proof. Let $G$ be a $(p, q)$ reciprocal graph with $\operatorname{spec}(G)=\left\{\lambda_{1}, \ldots, \lambda_{p}\right\}$.
Therefore $\sum_{i=1}^{p}\left|\lambda_{i}\right|=\sum_{i=1}^{p} \frac{1}{\left|\lambda_{i}\right|}=\mathcal{E}$ and $\sum_{i=1}^{p} \lambda_{i}^{2}=\sum_{i=1}^{p} \frac{1}{\lambda_{i}^{2}}=2 q$.
Now, we have [92] the following inequality for real sequences $a_{i}, b_{i}$ and $c_{i}, 1 \leq i \leq n$

$$
\sum_{i=1}^{n} a_{i} c_{i} \sum_{i=1}^{n} b_{i} c_{i} \leq \frac{1}{2}\left\{\sum_{i=1}^{n} a_{i} b_{i}+\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n} b_{i}^{2}\right)^{1 / 2}\right\} \sum_{i=1}^{n} c_{i}^{2}
$$

Taking $a_{i}=\left|\lambda_{i}\right|, b_{i}=\frac{1}{\left|\lambda_{i}\right|}$ and $c_{i}=1 \forall i=1,2, \ldots, p$,
we have $[\mathcal{E}(G)]^{2} \leq \frac{1}{2}[p+2 q] p$ and hence $\mathcal{E}(G) \leq \sqrt{\frac{p(2 q+p)}{2}}$.
When $G=t K_{2}, p=2 t, q=t, \mathcal{E}(G)=2 t$ and when $G=t P_{4}, p=4 t, q=3 t$, $\mathcal{E}(G)=2 t \sqrt{5}$.

### 4.3 Equienergetic reciprocal graphs

In this section we prove the existence of a pair of equienergetic reciprocal graphs on every $p=12 n$ and $p=16 n, n \geq 3$.

Theorem 4.5. Let $G$ be $K_{n}, n \geq 3$ and $F_{1}$ be the graph obtained by applying Operations 3, 1 and 2 on $G$ and $F_{2}$, the graph obtained by applying Operations 5, 1 and 2 on $G$ successively. Then, $F_{1}$ and $F_{2}$ are reciprocal and equienergetic on $12 n$ vertices.

Proof. Let $G=K_{n}$. We have $\operatorname{spec}\left(K_{n}\right)=\left(\begin{array}{cc}n-1 & -1 \\ 1 & n-1\end{array}\right)$.
Let $G_{3}$ be the graph obtained by applying Operation 3 on $G$.

Then, by Lemma 4.1,
$\operatorname{spec}\left(G_{3}\right)=\left(\begin{array}{cccc}-(n-1) & 1 & (1 \pm \sqrt{2})(n-1) & -(1 \pm \sqrt{2}) \\ 1 & n-1 & 1 & n-1\end{array}\right)$.
Now, let $G_{31}$ be the graph obtained by applying Operation 1 on $G_{3}$. Then, by Lemma $4.1 \operatorname{spec}\left(G_{31}\right)$ is

$$
\left(\begin{array}{ccc}
\frac{n-1 \pm \sqrt{(n-1)^{2}+4}}{2} & \frac{-1 \pm \sqrt{5}}{2} & \frac{\alpha \pm \sqrt{\alpha^{2}+4}}{2} \\
1 & n-1 & 1 \\
& & \\
& & \\
\frac{\beta \pm \sqrt{\beta^{2}+4}}{2} & \frac{(1+\sqrt{2}) \pm \sqrt{\{(1+\sqrt{2})\}^{2}+4}}{2} & \frac{(1-\sqrt{2}) \pm \sqrt{\{(1-\sqrt{2})\}^{2}+4}}{2} \\
1 & n-1 & n-1
\end{array}\right)
$$

where $\alpha=(1+\sqrt{2})(n-1)$ and $\beta=(1-\sqrt{2})(n-1)$.
Then,

$$
\begin{aligned}
& \mathcal{E}\left(G_{31}\right)=\sqrt{(n-1)^{2}+4}+\sqrt{5}(n-1)+\sqrt{\{(1+\sqrt{2})(n-1)\}^{2}+4} \\
+ & \sqrt{\{(1-\sqrt{2})(n-1)\}^{2}+4}+(n-1)\left[\sqrt{(1+\sqrt{2})^{2}+4}+\sqrt{(1-\sqrt{2})^{2}+4}\right] \\
= & \sqrt{(n-1)^{2}+4}+\sqrt{5}(n-1)+(n-1) \sqrt{14+2 \sqrt{41}} \\
+ & \sqrt{6(n-1)^{2}+8+2 \sqrt{(n-1)^{4}+24(n-1)^{2}+16}}
\end{aligned}
$$

Now, let $F_{1}$ be the graph obtained by applying Operation 2 on $G_{31}$. Then, by Lemma 4.1, $\mathcal{E}\left(F_{1}\right)=\sqrt{5} \mathcal{E}\left(G_{31}\right)$.

Let $G_{51}$ be the graph obtained by applying Operations 5 and 1 on $G$ successively and $F_{2}$ be that obtained by applying Operation 2 on $G_{51}$. Then, we have $\mathcal{E}\left(F_{2}\right)=\sqrt{5} \mathcal{E}\left(G_{51}\right)=\sqrt{5} \mathcal{E}\left(G_{31}\right)=\mathcal{E}\left(F_{1}\right)$. Also, by Theorem 4.2, $F_{1}$ and $F_{2}$ are
reciprocal. Thus, the theorem follows.
Lemma 4.2. Let $G$ be a non-bipartite graph on $n$ vertices with $\operatorname{spec}(G)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ and an adjacency matrix $A$. Then, the spectra of graphs whose adjacency matrices are
$F^{\prime}=\left[\begin{array}{cccc}A & A & A & A \\ A & A & 0 & A \\ A & 0 & A & A \\ A & A & A & 0\end{array}\right]$ and $H^{\prime}=\left[\begin{array}{cccc}0 & A & A & A \\ A & 0 & A & A \\ A & A & A & A \\ A & A & A & 0\end{array}\right]$ are
$\left\{\lambda_{i},-\lambda_{i},\left(\frac{3 \pm \sqrt{13}}{2}\right) \lambda_{i}\right\}_{i=1}^{n}$ and $\left\{-\lambda_{i},-\lambda_{i},\left(\frac{3 \pm \sqrt{13}}{2}\right) \lambda_{i}\right\}_{i=1}^{n}$ respectively.
Theorem 4.6. Let $G$ be $K_{n}, n \geq 3$. Let $T_{1}$ and $T_{2}$ be the graphs obtained by applying Operations 1 and 2 successively on graphs associated with $F^{\prime}$ and $H^{\prime}$ respectively. Then, $T_{1}$ and $T_{2}$ are reciprocal and equienergetic on $16 n$ vertices.

Proof. Let the graph associated with $F^{\prime}$ be also denoted by $F^{\prime}$ and $F_{1}^{\prime}$, the graph obtained by applying Operation 1 on $F^{\prime}$. Then, by a similar computation as in Theorem 4.5,

$$
\begin{aligned}
& \mathcal{E}\left(F_{1}^{\prime}\right)=2 \sqrt{(n-1)^{2}+4}+2 \sqrt{5}(n-1) \\
&+\sqrt{\left(\frac{11+3 \sqrt{13}}{2}\right)(n-1)^{2}+4} \\
&+(n-1)\left[\sqrt{\left(\frac{11-3 \sqrt{13}}{2}\right)(n-1)^{2}+4}\right. \\
&+\sqrt{2})+4 \\
&\left(\frac{11-3 \sqrt{13}}{2}\right)+4
\end{aligned}
$$

and $\mathcal{E}\left(T_{1}\right)=\sqrt{5} \mathcal{E}\left(F_{1}^{\prime}\right)=\sqrt{5} \mathcal{E}\left(H_{1}^{\prime}\right)=\mathcal{E}\left(T_{2}\right)$, by Lemma 4.1. Also, by Theorem 4.2, $T_{1}$ and $T_{2}$ are reciprocal. Hence the theorem.

### 4.4 Wiener index of some reciprocal graphs

In this section we derive the Wiener indices of some classes of reciprocal graphs described in the earlier section. We shall denote by $\mathcal{D}(G)=\mathcal{D}$, the distance matrix of $G$ and $t_{i}$, the sum of entries in the $i^{\text {th }}$ row of $\mathcal{D}$. The following theorem generalizes the results in [70].

Theorem 4.7. Let $G$ be a graph with Wiener index $W(G)$. Let $H$ be the pendant join graph of $G$. Then, $W(H)=4 W(G)+p(2 p-1)$.

Proof. We have, $W(G)=\frac{1}{2} \sum_{i=1}^{p} t_{i}$.
Let $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$ and $U=\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ be the corresponding vertices used in the pendant join of $G$. Let $d_{i j}=d\left(v_{i}, v_{j}\right)$.

Then, the distance matrix of $H$ is as follows.

$$
\left[\begin{array}{cccc|cccc}
0 & d_{12} & & d_{1 p} & 1 & 1+d_{12} & 1+d_{1 p} \\
& & & & & & \\
d_{p 1} & . . & . . & 0 & 1+d_{p 1} & . . & . . & 1 \\
\hline 1 & 1+d_{12} & 1+d_{1 p} & 0 & 2+d_{12} & . . & 2+d_{1 p} \\
& & & & & \\
1+d_{p 1} & & & 2+d_{p 1} & & 0
\end{array}\right]
$$

$$
\text { since } \begin{aligned}
d\left(v_{i}, u_{j}\right) & =1 ; \text { if } i=j \\
& =1+d_{i j} ; i \neq j \text { and } \\
d\left(u_{i}, u_{j}\right) & =d\left(u_{i}, v_{i}\right)+d_{i j}+d\left(v_{j}, u_{j}\right)=2+d_{i j}
\end{aligned}
$$

The row sum matrix of $H$ is
$\left[\begin{array}{c}2 t_{1}+p \\ \\ 2 t_{p}+p \\ 2 t_{1}+3 p-2 \\ \\ 2 t_{p}+3 p-2\end{array}\right]$.

Then, $W(H)=\frac{1}{2}\left[\sum_{i=1}^{p}\left(2 t_{i}+p\right)+\sum_{i=1}^{p}\left(2 t_{i}+3 p-2\right)\right]$

$$
=4 W(G)+p(2 p-1) . \text { Hence the theorem. }
$$

The proof techniques of the following theorems are on similar lines.

Theorem 4.8. Let $G$ be a triangle free $(p, q)$ graph and $H$, its splitting graph. Then, $W(H)=4 W(G)+2(p+q)$.

Corollary 4.1. Let $G$ be a triangle free $(p, q)$ graph and $F$, the splitting graph of the pendant join graph of $G$. Then, $W(F)=2\left[8 W(G)+4 p^{2}+(p+q)\right]$.

Theorem 4.9. Let $G$ be a triangle free $(p, q)$ graph and $H$, its composition graph. Then, $W(H)=9 W(G)+2 p^{2}+4 p$.

Theorem 4.10. Let $G$ be a triangle free $(p, q)$ graph and $H$, its double splitting graph. Then, $W(H)=9 W(G)+6 p+4 q$.

## Chapter 5

## Integral graphs

In this chapter we obtain

- New integral graphs.
- Pair of equienergetic integral graphs on every $p \equiv 0(\bmod 4)$ vertices.
- New integral split graphs.


### 5.1 New integral graphs

Let $G$ be a graph on $p$ vertices and $H$ be a graph rooted at $v$.

Operation 1. Consider the graph obtained by identifying the roots in each of the $k$ copies of $H$. The resulting graph is denoted by $H_{v}^{k}$.

[^1]Operation 2. Consider the graph obtained by joining each of the roots in $k$ copies of $H$ to all the vertices of $G$. This graph can be obtained by first forming the complete product $G \nabla \overline{K_{k}}$ and then, successively identifying the vertices in $\overline{K_{k}}$ one by one with $v$ in the $k$ copies of $H$. This is denoted by $k *_{G} H$. If only, $t$ of the $k$ vertices are identified, then, the resulting graph is denoted by $F_{k}^{t}$. Then, $F_{k}^{0}=G \nabla \overline{K_{k}}$ and $F_{k}^{k}=k *_{G} H$.


Figure 5.1: $F_{3}^{2} ; G=K_{1,2} ; H=K_{3} \quad H_{v}^{4}$ when $H=K_{3}$
Theorem 5.1. $P\left(H_{v}^{k}\right)=[P(H-v)]^{k-1}[k P(H)-(k-1) \lambda P(H-v)]$.

Proof. We shall prove the theorem by mathematical induction on $k$. The theorem is trivially true when $k=1$. Assume that the result is true for $t<k$.


Figure 5.2:

Now,

$$
\begin{aligned}
P\left(H_{v}^{t+1}\right)= & P(H)[P(H-v)]^{t}+P(H-v) P\left(H_{t}\right)-\lambda P(H-v)[P(H-v)]^{t} \\
= & P(H)[P(H-v)]^{t} \\
& \quad+P(H-v) \times\left[\langle P(H-v)\rangle^{t-1}\{t P(H)-(t-1) \lambda P(H-v)\}\right] \\
= & (P(H-v))^{t}[(t+1) P(H)-t \lambda P(H-v)]
\end{aligned}
$$

by the induction hypothesis and Lemma 1.10.
Hence the theorem is true for $t+1$ and by mathematical induction the theorem follows.

Theorem 5.2. Let $G$ be an $r$ - regular graph on $p$ vertices and $H$ be rooted at $v$. Then, with the notations as described above
$P\left(F_{k}^{t}\right)=\frac{P(G)}{(\lambda-r)} \lambda^{k-(t+1)}[P(H)]^{t-1}[P(H)\{\lambda(\lambda-r)-p(k-t)\}-t p \lambda P(H-v)]$.

Proof. We shall prove the theorem by mathematical induction on $t$.
When $t=0, F_{k}^{0}=G \nabla \overline{K_{k}}$ and in this case $P\left(F_{k}^{0}\right)=\frac{P(G)}{(\lambda-r)} \lambda^{k-1}[\lambda(\lambda-r)-p k]$, which is true from Lemma 1.9.

Now, assume that the theorem is true when $t=s<k$. Now, by Lemma 1.10 and by the induction hypothesis

$$
\begin{aligned}
& P\left(F_{k}^{s+1}\right)=P\left(F_{k}^{s}\right) P(H-v)+P\left(F_{k-1}^{s}\right) P(H)-\lambda P\left(F_{k-1}^{s}\right) P(H-v) \\
& =\frac{P(G)}{(\lambda-r)} \lambda^{k-1-(s+1)}[P(H)]^{s-1}\left[\begin{array}{l}
P(H)\{\lambda(\lambda-r)-p(k-s)\} \\
-s p \lambda P(H-v)
\end{array}\right] P(H-v)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{P(G)}{(\lambda-r)} \lambda^{k-1-(s+1)}[P(H)]^{s-1}\left[\begin{array}{l}
P(H)\{\lambda(\lambda-r)-p(k-1-s)\} \\
-s p \lambda P(H-v)
\end{array}\right] P(H) \\
& -\lambda P(H-v) \frac{P(G)}{(\lambda-r)} \lambda^{k-(s+2)}[P(H)]^{s-1}\left[\begin{array}{l}
P(H)\{\lambda(\lambda-r)-p(k-1-s)\} \\
-s p \lambda P(H-v)
\end{array}\right] \\
& =\frac{P(G)}{(\lambda-r)} \lambda^{k-(s+2)}[P(H)]^{s}\left[\begin{array}{l}
P(H)\{\lambda(\lambda-r)-p\langle k-(s+1)\rangle\} \\
-(s+1) p \lambda P(H-v)
\end{array}\right]
\end{aligned}
$$

Thus, the theorem is true for $t=s+1$. Hence by mathematical induction the theorem follows.

## Corollary 5.1.

$$
P\left(k *_{G} H\right)=P\left(F_{k}^{k}\right)=\frac{P(G)}{(\lambda-r)}[P(H)]^{k-1}[P(H)(\lambda-r)-p k P(H-u)] .
$$

We shall now use these theorems to construct infinite families of new integral graphs.

Construction 1. Let $G=K_{4}-e$ rooted at $v$, where $v$ is any of the two nonadjacent vertices of $G$. Then, by Theorem 5.1, $G_{v}^{k}$ is integral if and only if $8 k+9$ is a perfect square.

## Illustration:



Figure 5.3: $G=K_{4}-e, k=5$ with spectrum $\left[-3,-1^{9}, 0,2^{4}, 4\right]$

Construction 2. Let $G=K_{m, n}$ with any vertex $v$ in the $n$ vertex set as a root. Then, $G_{v}^{k}$ is integral if and only if both $m(n-1)$ and $m(n-1)+m k$ are perfect squares.

Example: For $m=t ; n=t+1$ and $k=3 t, G_{v}^{k}$ is integral.

## Illustration:



Figure 5.4: $G=K_{2,3}, k=6$ with spectrum $\left[-4,-2^{5}, 0^{13}, 2^{5}, 4\right]$.

Construction 3. Let $G$ be any $r$ - regular integral graph of order $p$ and $H$ be $K_{r+2}$. Then, $k *_{G} H$ is integral if and only if the roots of $(\lambda-r-1)(\lambda+1)-p k=0$ are integers. That is if and only if $(r+2)^{2}+4 p k$ is a perfect square.

## Illustration:



Figure 5.5: $G=K_{3}, r=2, H=K_{4}, k=4$

$$
G=C_{4}, r=2, H=K_{4}, k=3
$$

## Some more integral graphs

We define the following operations on a graph $G$.
Operation 1. Corresponding to each edge of $G$ introduce a vertex and make it adjacent to the vertices incident with it. Now, introduce $k$ isolated vertices and make all of them adjacent to all the vertices of $G$.

Operation 2. Form the subdivision graph of $G$ (Definition 15). Introduce $k$ vertices and make all of them adjacent to all the vertices of $G$.

Operation 3. Form the subdivision graph of $G$ and add a pendant edge at each vertex of $G$. Introduce $k$ vertices and make all of them adjacent to all the vertices of $G$.

Operation 4. Take two copies of the $t-$ subdivision graph $S(G)_{t}$ of $G$ (Definition 35) and join every vertex of $G$ in one of the copies to all the vertices of $G$ in the other copy.

Theorem 5.3. Let $G$ be a connected $r$ - regular ( $p, q$ ) graph with an adjacency matrix $A$, incidence matrix $R$ and spectrum $\left\{r, \lambda_{2}, \lambda_{3}, \ldots \ldots \ldots ., \lambda_{p}\right\}$. Let $F_{i}$ be the graph obtained from $G$ by Operation $i, i=1$ to 4 . Then,

$$
\begin{aligned}
& \operatorname{spec}\left(F_{1}\right)=\left(\begin{array}{ccc}
0 & \frac{r \pm \sqrt{r^{2}+4(p k+2 r)}}{2} & \frac{\lambda_{i} \pm \sqrt{\lambda_{i}^{2}+4\left(\lambda_{i}+r\right)}}{2} \\
k+q-p & 1 & 1
\end{array}\right) \\
& \operatorname{spec}\left(F_{2}\right)=\left(\begin{array}{ccc}
0 & \pm \sqrt{(p k+2 r)} & \pm \sqrt{\left(\lambda_{i}+r\right)} \\
k+q-p & 1 & 1
\end{array}\right) \\
& \operatorname{spec}\left(F_{3}\right)=\left(\begin{array}{ccc}
0 & \pm \sqrt{(p k+2 r+1)} & \pm \sqrt{\left(\lambda_{i}+r+1\right)} \\
k+q & 1 & 1
\end{array}\right) \\
& \operatorname{spec}\left(F_{4}\right)=\left(\begin{array}{ccc}
0 & \frac{p \pm \sqrt{p^{2}+8 r t}}{2} & \frac{-p \pm \sqrt{p^{2}+8 r t}}{2} \\
2(q t-p) & 1 & 1
\end{array}\right), i=2 \text { to } p
\end{aligned}
$$

Proof. The proof follows from the Table 1 which gives the adjacency matrix and characteristic polynomial of $F_{i}, i=1$ to 4 using Lemmas 1.2, 1.4 and 1.7.

Table 1

| Graph | $A\left(F_{i}\right)$ | $P\left(F_{i}\right)$ |
| :---: | :---: | :---: |
| $F_{1}$ | $\left[\begin{array}{ccc}A & R & J_{p \times k} \\ R^{T} & 0 & 0 \\ J_{k \times p} & 0 & 0\end{array}\right]$ | $\lambda^{q+k-p} \prod_{i=1}^{p}\left[\lambda^{2}-\lambda_{i} \lambda-\left(k J+\lambda_{i}+r\right)\right]$ |
| $F_{2}$ | $\left[\begin{array}{ccc}0 & R & J_{p \times k} \\ R^{T} & 0 & 0 \\ J_{k \times p} & 0 & 0\end{array}\right]$ | $\lambda^{q+k-p} \prod_{i=1}^{p}\left[\lambda^{2}-\left(k J+\lambda_{i}+r\right)\right]$ |
| $F_{3}$ | $\left[\begin{array}{cccc}0 & R & I & J_{p \times k} \\ R^{T} & 0 & 0 & 0 \\ I & 0 & 0 & 0 \\ J_{k \times p} & 0 & 0 & 0\end{array}\right]$ | $\lambda^{q+k} \prod_{i=1}^{p}\left[\lambda^{2}-\left(k J+\lambda_{i}+r+1\right)\right]$ |
| $F_{4}$ | $\left[\begin{array}{cc}X & Y \\ Y & X\end{array}\right]$ | $\lambda^{2(q t-p)} \prod_{i=1}^{p}\left\{\begin{array}{l}{\left[\lambda(\lambda-J)-t\left(\lambda_{i}+r\right)\right]} \\ \times\left[\lambda(\lambda+J)-t\left(\lambda_{i}+r\right)\right]\end{array}\right\}$ |

where $X=\left[\begin{array}{cc}0_{p} & J_{1 \times t} \otimes R \\ J_{t \times 1} \otimes R^{T} & 0_{q t}\end{array}\right]$ and $Y=\left[\begin{array}{cc}J_{p} & 0_{p \times q t} \\ 0_{q t \times p} & 0_{q t}\end{array}\right]$

## Examples:

1. $G=K_{n, n} . F_{1}$ is integral if and only if $n=t^{2}$, and $k=2 l^{2} \pm l t-1, l \geqslant t, t \geq 1$.
2. $G=K_{n, n} . F_{2}$ is integral if and only if $n=t^{2}$, and $k=2 h^{2}-1, t \geq 1, h \geq 1$.
3. $G=K_{p} . F_{3}$ is integral when $p=t^{2}+1$, and $k=\left(t^{2}+1\right) h^{2} \pm 2 t h-1, t \geq$ $1, h \geq 1$.
4. $G=K_{n, n} . F_{3}$ is integral when $n=t^{2}-1$, and $k=2\left(t^{2}-1\right) h^{2} \pm 2 h-1, t \geq$ $1, h \geq 1$.
5. $G=K_{n, n} . F_{3}$ is integral when $t=4 n$.
6. $G=K_{p} . F_{4}$ is integral when $t=p-2$.

Theorem 5.4. Let $G$ be an integral graph with spectrum $\left\{\lambda_{1}, \lambda_{2}, \ldots . . . ., \lambda_{p}\right\}$. Then, $\operatorname{splt}(G)_{t}$ is integral if and only if $4 t+1$ is a perfect square.

Proof. By Definition 36, the adjacency matrix of $\operatorname{splt}(G)_{\mathrm{t}}$ can be written as $\left[\begin{array}{cc}A & J_{1 \times t} \otimes A \\ J_{t \times 1} \otimes A & 0_{p t}\end{array}\right]$ so that its characteristic polynomial is $\lambda^{p(t-1)} \prod_{i=1}^{p}\left[\lambda\left(\lambda-\lambda_{i}\right)-t \lambda_{i}^{2}\right]$ and $\operatorname{spec}\left(\operatorname{splt}(G)_{t}\right)=\left(\begin{array}{cc}\left(\frac{1 \pm \sqrt{4 t+1}}{2}\right) \lambda_{i} & 0 \\ 1 & p(t-1)\end{array}\right)$, $i=1$ to $p$ by Lemmas 1.6 and 1.1. Therefore $\operatorname{splt}(G)_{\mathrm{t}}$ is integral if and only if $4 t+1$ is a perfect square.

## Illustration:



Figure 5.6: $\operatorname{splt}\left(C_{4}\right)_{2}$ with spectrum $\left[-4,-2,0^{8}, 2,4\right]$

### 5.2 Equienergetic integral graphs

In this section we prove the existence of a pair of equienergetic integral graphs of same regularity on every $p$ vertices, $p \equiv 0(\bmod 4)$. Let $G$ be a graph of order $p$.

Operation 5. Take two copies of $G$ on $V=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$ and $U=\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $\overline{N\left[v_{i}\right]}$ for each $i=1,2, \ldots, p$.

Operation 6. Take two copies of $\bar{G}$ on $V=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$ and $U=\left\{u_{1}, u_{2}, \ldots, u_{p}\right\}$ corresponding to the vertices of $G$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ in $G$ for each $i=1,2, \ldots, p$.

Theorem 5.5. Let $G_{1}$ and $G_{2}$ be the graphs obtained using Operations 5 and 6. Then, $G_{1}$ and $G_{2}$ are equiregular and equienergetic.

Proof. The graphs $G_{1}$ and $G_{2}$ are $p-1$ regular and of order $2 p$. The adjacency matrices of $G_{1}$ and $G_{2}$ can be written as $\left[\begin{array}{cc}A & \bar{A} \\ \bar{A} & A\end{array}\right]$ and $\left[\begin{array}{cc}\bar{A} & A \\ A & \bar{A}\end{array}\right]$ respectively. Then, by Lemmas 1.1 and 1.6, we have

$$
\begin{aligned}
& \operatorname{spec}\left(G_{1}\right)=\left(\begin{array}{cccc}
p-1 & -(p-2 r-1) & -1 & 2 \lambda_{i}+1 \\
1 & 1 & p-1 & 1
\end{array}\right) \\
& \operatorname{spec}\left(G_{2}\right)=\left(\begin{array}{cccc}
p-1 & (p-2 r-1) & -1 & -\left(2 \lambda_{i}+1\right) \\
1 & 1 & p-1 & 1
\end{array}\right), i=2 \text { to } p
\end{aligned}
$$

Thus, $G_{1}$ and $G_{2}$ are equienergetic.

Note: If $G$ is self-complementary $G_{1}=G_{2}$,

Theorem 5.6. For every $p \equiv 0(\bmod 4)$, there exists a pair of equienergetic integral graphs.

Proof. Let $G=C P(n)$. Then, by Lemma 1.11 and Theorem 5.5

$$
\begin{aligned}
& \operatorname{spec}\left(G_{1}\right)=\left(\begin{array}{ccccc}
2 n-1 & 2 n-3 & -1 & 1 & -3 \\
1 & 1 & 2 n-1 & n & n-1
\end{array}\right) \\
& \operatorname{spec}\left(G_{2}\right)=\left(\begin{array}{cccc}
2 n-1 & -(2 n-3) & -1 & 3 \\
1 & 1 & 3 n-1 & n-1
\end{array}\right)
\end{aligned}
$$

Thus, $G_{1}$ and $G_{2}$ are integral graphs on $4 n$ vertices with $\mathcal{E}\left(G_{1}\right)=\mathcal{E}\left(G_{2}\right)=2(5 n-4)$. Hence the theorem.

## Illustration:



Figure 5.7: Equienergetic integral graphs on 12 vertices with energy 22.

### 5.3 New integral split graphs

In this section some new integral split graphs are constructed.
We first observe that $\operatorname{splt}\left(K_{p}\right)_{t}$ is an integral split graph if and only if $4 t+1$ is a
perfect square by Theorem 5.4.

Operation 7. Let $G$ be a graph on $\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Construct splt $(G)_{t}$ (Definition 36). Then, introduce a set of $k$ isolated vertices and make all of them adjacent to the vertices of $G$ only. The resulting graph is denoted by $\left[\operatorname{splt}(G)_{t}: k\right]$.

## Illustration:



Figure 5.8: $\left[s p l t\left(C_{6}\right)_{2}: 2\right]$

Theorem 5.7. Let $G$ be an $r$-regular integral graph. Then, for $t=h^{2} \pm h, h \geq 0$ and $k=m[p m \pm l r], l=\sqrt{4 t+1}, m \geq 1,\left[s p l t(G)_{t}: k\right]$ is integral.

Proof. The adjacency matrix of $\left[\operatorname{splt}(G)_{\mathfrak{t}}: k\right]$ can be written as
$\left[\begin{array}{ccc}A & J_{1 \times t} \otimes A & J_{p \times k} \\ J_{t \times 1} \otimes A & 0_{p t} & 0 \\ J_{k \times p} & 0 & 0_{k}\end{array}\right]$. Then,
$\operatorname{spec}\left(\left[\operatorname{splt}(G)_{t}: k\right]\right)=\left(\begin{array}{ccc}\frac{r \pm \sqrt{(4 t+1) r^{2}+4 p k}}{2} & \left(\frac{1 \pm \sqrt{4 t+1}}{2}\right) \lambda_{i} & 0 \\ 1 & 1 & p(t-1)+k\end{array}\right), i=2$ to $p$, by Lemmas $1.6,1.7$ and 1.1. Hence the theorem.

Note: $\left[\operatorname{splt}\left(K_{p}\right)_{t}: k\right]$ in an integral split graph.

## Illustration:



Figure 5.9: $\left[s p l t\left(K_{4}\right)_{\mathbf{2}}: 9\right]$ with spectrum $\left[-6,-2^{3}, 0^{13}, 1^{3}, 9\right]$

Theorem 5.8. Let $G$ be an $r$-regular graph. Then, $\operatorname{spec}\left(\operatorname{edsplt}(G)_{t}\right)=\left(\begin{array}{ccc}\frac{r \pm \sqrt{r^{2}+8 r t}}{2} & \frac{\lambda_{i} \pm \sqrt{\lambda_{i}^{2}+4 t\left(\lambda_{i}+r\right)}}{2} & 0 \\ 1 & 1 & q t-p\end{array}\right), i=2$ to $p$.

Proof. By Definition 37, the adjacency matrix of edsplt $(G)_{\mathrm{t}}$ can be written as $\left[\begin{array}{cc}A & J_{1 \times t} \otimes R \\ J_{t \times 1} \otimes R^{T} & 0_{q t}\end{array}\right]$ Then, by Lemmas 1.6 and 1.1 , the theorem follows.

Note: The split graph edsplt $\left(K_{p}\right)_{\mathbf{p}-\mathbf{1}}$ is integral for each $p$.

## Illustration:



Figure 5.10: $\mathrm{edsplt}\left(K_{4}\right)_{3}$ with spectrum $\left[-3^{4}, 0^{14}, 2^{3}, 6\right]$.

The following operation extends the operation of attaching $t$ - pendant vertices to each vertex of a regular graph $G$, defined in [107].

Operation 8. Let $G$ be a graph on $p$ vertices. Attach $t$ pendant vertices at each vertex of $G$. Then, introduce $k$ isolated vertices and join each of them to all the vertices of $G$ only. The resulting graph is denoted by $\left[G^{t}: k\right]$.

## Illustration:



Figure 5.11: $\left[C_{4}^{3}: 2\right]$

Theorem 5.9. Let $G$ be an $r$-regular graph with $\operatorname{spec}(G)=\left\{r, \lambda_{2}, \ldots . . ., \lambda_{p}\right\}$. Then, $\operatorname{spec}\left[G^{t}: k\right]=\left(\begin{array}{ccc}\frac{r \pm \sqrt{r^{2}+4 t+4 p k}}{2} & \frac{\lambda_{i} \pm \sqrt{\lambda_{i}^{2}+4 t}}{2} & 0 \\ 1 & 1 & p(t-1)+k\end{array}\right), i=2$ to $p$.

Proof. The adjacency matrix of $\left[G^{t}: k\right]$ can be written as
$\left[\begin{array}{ccc}A & J_{1 \times t} \otimes I & J_{n \times k} \\ J_{t \times 1} \otimes I & 0_{n t} & 0 \\ J_{k \times n} & 0 & 0_{k}\end{array}\right]$. Then, by Lemmas 1.1, 1.6 and 1.7 the theorem

Note: The split graph $\left[K_{p}^{t}: k\right]$ is integral split if and only if both $4 t+1$ and $(p-1)^{2}+4 t+4 p k$ are perfect squares.

The following are some values of $t$ and $k$ which gives infinite families of integral split graphs.

- $t=2, k=\frac{p\left(l^{2}-1\right)+2(1 \pm 3 l)}{4}, l$ odd.
- $t=p^{2}+p ; k=p+1, p \geq 2$.


## Illustration:



Figure 5.12: $\left[K_{4}^{2}: 2\right]$ with spectrum $\left[-2^{4}, 0^{6}, 1^{3}, 5\right]$

## Chapter 6

## Türker equivalent graphs

In this chapter some families of Türker equivalent graphs are constructed.

### 6.1 Some classes of Türker equivalent graphs

It is known [45] that isomorphic graphs are Türker equivalent.
Theorem 6.1. Let $\mathcal{G}=\{G / G$ is an $r$ - regular graph, $r \geq 3\}$ and $\mathcal{F}_{k}=\left\{L^{k}(G), k \geq 2 / G \in \mathcal{G}\right\}$. Then, for each $k$ the family $\mathcal{F}_{k}$ is Türker equivalent.

Proof. Let $G$ be an $r-$ regular graph on $p$ vertices, $r \geq 3$. Then, by Lemmas 1.15
and Equation (1.2), for the family $L^{2}(G)$ we have the following.

$$
\begin{aligned}
Y & =p r(r-1) \sqrt{\frac{2 r-3}{2}-4\left(\frac{r-2}{r-1}\right)^{2}} \\
\tan \alpha & =\frac{2(r-1)}{5 r-9} \sqrt{\frac{2 r-3}{2}-4\left(\frac{r-2}{r-1}\right)^{2}} \\
\tan \beta & =\frac{2(r-1)}{2 r^{2}-r-5} \sqrt{\frac{2 r-3}{2}-4\left(\frac{r-2}{r-1}\right)^{2}} .
\end{aligned}
$$

Here $\tan \alpha$ and $\tan \beta$ are independent of $p$, the number of vertices of $G$ and depends only on $r$, its regularity and hence $\alpha$ and $\beta$ are the same for the family $L^{2}(G)$. Since $L^{k}(G)=L^{2}(H)$ for some regular graph $H$, this can be extended to the family $L^{k}(G)$, for $k \geq 3$.

Theorem 6.2. Let $G$ be any graph. Let $\mathcal{D}_{G}=\bigcup_{k} D^{k} G$ where $D^{k} G$ is defined iteratively by $D^{0} G=G$ and $D^{k} G=D\left(D^{k-1} G\right), k \geq 2$. Then, $\mathcal{D}_{G}$ is a Türker equivalent family of graphs.

Proof. Let $G$ be a $(p, q)$ graph with energy $\mathcal{E}$ and Türker angles $\alpha, \beta$ and $\theta$. Then, by [54], $D G$, the duplicate graph of $G$ is a $(2 p, 2 q)$ graph with energy $2 \mathcal{E}$.
Let $\alpha^{\prime}, \beta^{\prime}$ and $\theta^{\prime}$ be the Türker angles of $D G$. Then, from Equation (1.2) we have the following,

$$
\begin{aligned}
\tan \alpha^{\prime} & =\frac{\sqrt{2 \times 2 q \times 2 p-(2 \mathcal{E})^{2}}}{2 p+2 \mathcal{E}} \\
& =\frac{\sqrt{2 p q-\mathcal{E}^{2}}}{p+\mathcal{E}}=\tan \alpha \\
\tan \beta^{\prime} & =\frac{\sqrt{2 \times 2 q \times 2 p-(2 \mathcal{E})^{2}}}{2 \times 2 q+2 \mathcal{E}} \\
& =\frac{\sqrt{2 p q-\mathcal{E}^{2}}}{2 q+\mathcal{E}}=\tan \beta
\end{aligned}
$$

Thus, the theorem follows.
Theorem 6.3. Let $\mathcal{F}_{k}=\left\{L^{k}(G) / G\right.$ is an $r$ - regular graph, $\left.r \geq 3, k \geq 2\right\}$ and $\mathcal{H}_{k}=\left\{\operatorname{splt}\left(F_{k}\right)\right.$ where $\left.F_{k} \in \mathcal{F}_{k}\right\}$. Then, the family $\mathcal{H}_{k}$ is Türker equivalent for each $k$.

Proof. Let $G$ be a $(p, q)$ graph and $k=2$. Then, by [84], $\operatorname{splt}(G)$ is a $(2 q, 3 p)$ graph. Then,

$$
\begin{aligned}
N & =\left|V\left[\operatorname{splt}\left\{L^{2}(G)\right\}\right]\right|=2 \times\left|V\left[L^{2}(G)\right]\right| \\
& =p r(r-1) \\
M & =\left|E\left[\operatorname{splt}\left\{L^{2}(G)\right\}\right]\right|=3 \times\left|E\left\{L^{2}(G)\right\}\right| \\
& =3 \times \frac{\operatorname{pr}(r-1)(2 r-3)}{2} \\
\mathcal{E} & =\mathcal{E}\left[\operatorname{splt}\left\{L^{2}(G)\right\}\right]=\sqrt{5} \times \mathcal{E}\left\{L^{2}(G)\right\} \\
& =2 \sqrt{5} \operatorname{pr}(r-2) \text { by Lemmas } 1.15 \text { and } 4.1
\end{aligned}
$$

Also, $Y=\sqrt{2 M N-\mathcal{E}^{2}}=\sqrt{3 p^{2} r^{2}(r-1)^{2}(2 r-3)-20 p^{2} r^{2}(r-2)^{2}}$. Thus, the Türker angles are given as follows.

$$
\begin{aligned}
& \tan \alpha=\frac{Y}{N+\mathcal{E}}=\frac{\sqrt{3(r-1)^{2}(2 r-3)-20(r-2)^{2}}}{(r-1)+2 \sqrt{5}(r-2)} . \\
& \tan \beta=\frac{Y}{2 M+\mathcal{E}}=\frac{\sqrt{3(r-1)^{2}(2 r-3)-20(r-2)^{2}}}{3(r-1)(2 r-3)+2 \sqrt{5}(r-2)} .
\end{aligned}
$$

Since $L^{k}(G)=L^{2}(H)$ for some regular graph $H$, the theorem follows.

Theorem 6.4. Let $\mathcal{T}_{k}=\left\{D_{2}\left(L^{k}(G)\right) / G\right.$ is an $r-$ regular graph, $\left.r \geqslant 3, k \geq 2\right\}$. Then, the family $\mathcal{T}_{k}$ is Türker equivalent for each $k$.

Proof. Let $G$ be a $(p, q)$ graph and $k=2$. Then, by [54], $D_{2}(G)$ is a $(2 p, 4 q)$ graph. Assume that $G$ is $r \geq 3$ regular. Then,

$$
\begin{aligned}
N & =\left|V\left[D_{2}\left\{L^{2}(G)\right\}\right]\right|=2 \times\left|V\left[L^{2}(G)\right]\right|=\operatorname{pr}(r-1) \\
M & =\left|E\left[D_{2}\left\{L^{2}(G)\right\}\right]\right|=4 \times\left|E\left\{L^{2}(G)\right\}\right| \\
& =2 p r(r-1)(2 r-3) \\
\mathcal{E} & =\mathcal{E}\left[D_{2}\left\{L^{2}(G)\right\}\right]=2 \times \mathcal{E}\left\{L^{2}(G)\right\} \quad \text { by Lemmas } 1.15 \text { and } 2.1 \\
& =4 p r(r-2)
\end{aligned}
$$

Also, $Y=\sqrt{2 M N-\mathcal{E}^{2}}=2 p r \sqrt{(r-1)^{2}(2 r-3)-4(r-2)^{2}}$. Thus, the Türker angles are as follows.

$$
\begin{aligned}
& \tan \alpha=\frac{Y}{N+\mathcal{E}}=\frac{2 \sqrt{(r-1)^{2}(2 r-3)-4(r-2)^{2}}}{5 r-9} \\
& \tan \beta=\frac{Y}{2 M+\mathcal{E}}=\frac{\sqrt{(r-1)^{2}(2 r-3)-4(r-2)^{2}}}{2[(r-1)(2 r-3)+(r-2)]}
\end{aligned}
$$

Since $L^{k}(G)=L^{2}(H)$ for some regular graph $H$, the theorem follows.

The following theorems provide some more Türker equivalent graphs, the proof of which are on similar lines.

Theorem 6.5. Let $\mathcal{G}=\{G / G$ is an $r-$ regular graph $\}$ and $\mathcal{H}=\left\{H / H\right.$ is an $r^{\prime}-$ regular graph $\}$ where $r, r^{\prime} \geqslant 4$. Then, the family $L^{t}(\mathcal{G}) \times L^{s}(\mathcal{H})$ is Türker equivalent for each $t \geq 2$ and $s \geq 2$.

Theorem 6.6. Let $\mathcal{G}=\{G / G$ is an $r$ - regular graph, $r \geq 4\}$, $\mathcal{F}_{k}=\left\{L^{k}(G), k \geq 2 / G \in \mathcal{G}\right\}$ and $\mathcal{R}_{k}=\left\{R=F_{1} \otimes F_{2} / F_{1}\right.$ and $\left.F_{2} \in \mathcal{F}_{k}\right\}$. Then, $\mathcal{R}_{k}$ is Türker equivalent for each $k$.

Theorem 6.7. Let $G$ be an $r$ - regular graph, $r \geq 3$. The the family $L^{k}(G) \otimes K_{n}$ is Türker equivalent for each $n$ and each $k \geq 2$.

Theorem 6.8. Let $G$ be an $r-$ regular graph, $r \geq 4$. Then, the family $L^{k}(G) \times C_{n}$ is Türker equivalent for each $n \geq 3$ and $k \geq 2$.

### 6.2 Türker equivalent graphs from some graph operations

In this section we define some operations on a graph $G$ with $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{p}\right\}$. Operation 1. Introduce two copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}$. Make $u_{i}$ and $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ for each $i, i=1$ to $p$. Then, remove the edges of $G$ only.

Operation 2. Introduce two copies of $G$ on $U=\left\{u_{i}\right\}$ and $W=\left\{w_{i}\right\}$ corresponding to $V=\left\{v_{i}\right\}$. Make $u_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and $N\left(w_{i}\right)$. Then, make $w_{i}$ adjacent to all the vertices in $N\left(v_{i}\right)$ and $N\left(u_{i}\right)$ for each $i, i=1$ to $p$. Then, remove the edges of $G$ only.

Operation 3. Operation 3 as in Chapter 4.
Operation 4. Operation 5 as in Chapter 4.

The graph obtained from $G$ using Operation $i$ is denoted by $H_{i}, i=1,2,3$ and 4.

Theorem 6.9. Let $G$ be a graph on $p$ vertices with spectrum $\left\{\lambda_{1}, \lambda_{2}, \ldots, \ldots, \lambda_{p}\right\}$ and $H_{i}, i=1,2,3$ and 4 be the graphs obtained as above. Then,

1. $\mathcal{E}\left(H_{1}\right)=4 \mathcal{E}(G)$
2. $\mathcal{E}\left(H_{2}\right)=2 \sqrt{3} \mathcal{E}(G)$
3. $\mathcal{E}\left(H_{3}\right)=\mathcal{E}\left(H_{4}\right)=[2 \sqrt{2}+1] \mathcal{E}(G)$

Proof. The table 1 gives the adjacency matrix, its tensor partition and the eigenvalues of $H_{i}, i=1,2$.

Table 1

| Operation | Adjacency Matrix | Eigenvalues |
| :---: | :---: | :---: |
| 1 | $\left[\begin{array}{ccc}0 & A & A \\ A & A & 0 \\ A & 0 & A\end{array}\right]=\left[\begin{array}{lll}0 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 1\end{array}\right] \otimes A$ | $\left\{2 \lambda_{i}, \lambda_{i},-\lambda_{i}\right\}$ |
| 2 | $\left[\begin{array}{lll}0 & A & A \\ A & A & A \\ A & A & A\end{array}\right]=\left[\begin{array}{lll}0 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right] \otimes A$ | $\left\{(1 \pm \sqrt{3}) \lambda_{i}, 0\right\}$ |

Now, the theorem follows from column 3 of Table 1 and Lemma 4.1.

Note: $H_{3}=H_{4}$ when $G$ is bipartite.

Theorem 6.10. Let $\mathcal{G}$ be the collection of all $r$ - regular graphs, $r \geq 3$ and $\mathcal{F}_{k}=$ $\left\{L^{k}(G), k \geq 2 / G \in \mathcal{G}\right\}$. Let $\mathcal{F}_{k i}=\left\{F_{k i} / F_{k} \in \mathcal{F}_{k}\right\}, i=1,2,3$ and 4 as defined by the above operations. Then, each family $\mathcal{F}_{k i}, i=1,2,3,4$ and $k \geq 2$ is Türker equivalent.

Proof. Let $G$ be an $r$ - regular graph on $p$ vertices, $r \geq 3$ and $k=2$. Then, by Lemma 1.15 and from the above operations we have the order,size and energy of $F_{2 i}$ for $i=1,2,3$ and 4 as given in table 2 .

Table 2

| i | Order of $F_{2 i}$ | Size of $F_{2 i}$ | Energy of $F_{2 i}$ |
| :---: | :---: | :---: | :---: |
| 1 | $\frac{3 p r(r-1)(2 r-3)}{2}$ | $3 p r(r-1)$ | $8 p r(r-2)$ |
| 2 | $\frac{3 p r(r-1)(2 r-3)}{2}$ | $4 p r(r-1)$ | $4 \sqrt{3} p r(r-2)$ |
| 3 | $\frac{3 p r(r-1)(2 r-3)}{2}$ | $\frac{7 p r(r-1)}{2}$ | $2(2 \sqrt{2}+1) p r(r-2)$ |
| 4 | $\frac{3 p r(r-1)(2 r-3)}{2}$ | $\frac{7 p r(r-1)}{2}$ | $2(2 \sqrt{2}+1) p r(r-2)$ |

Now, for each $i$, the Table 3 gives the three Türker angles.

Table 3

| $i$ | $\tan \alpha$ | $\tan \beta$ |
| :---: | :---: | :---: |
| 1 | $\frac{2 \sqrt{18 r^{3}-127 r^{2}+328 r-283}}{6 r^{2}+r-23}$ | $\frac{\sqrt{18 r^{3}-127} r^{2}+328 r-283}{2(7 r-11)}$ |
| 2 | $\frac{2 \sqrt{18 r^{3}-127 r^{2}+328 r-283}}{6 r^{2}+r(8 \sqrt{3}-15)-(16 \sqrt{3}-9)}$ | $\frac{\sqrt{18 r^{3}-127 r^{2}+328 r-283}}{4[(2+\sqrt{3}) r-2(1+\sqrt{3})]}$ |
| 3 | $\frac{4 \sqrt{6 r^{3}-33 r^{2}+72 r-57}}{\left[6 r^{2}+r(8 \sqrt{2}-11)-(16 \sqrt{2}-1)\right]}$ | $\frac{2 \sqrt{6 r^{3}-33 r^{2}+72 r-57}}{r(4 \sqrt{2}+9)-(8 \sqrt{2}+11)]}$ |
| 4 | $\frac{4 \sqrt{6 r^{3}-33 r^{2}+72 r-57}}{\left[6 r^{2}+r(8 \sqrt{2}-11)-(16 \sqrt{2}-1)\right]}$ | $\frac{2 \sqrt{6 r^{3}-33 r^{2}+72 r-57}}{[r(4 \sqrt{2}+9)-(8 \sqrt{2}+11)]}$ |

Now, from table 3 and since $L^{k}(G)=L^{2}(H)$ for some regular graph $H$, the theorem follows.

### 6.3 Conclusion and suggestions for further study

In this thesis we have attempted problems regarding construction of equienergetic pairs of graphs in different families of graphs, construction of graphs having a specific pattern in their spectrum and identification of some Türker equivalent graphs.

We propose the following problems for further study.

- Construction of equiregular equienergetic graphs and equienergetic self-complementary graphs on $p$ vertices for all values of $p$.
- Construction of equienergetic graphs and deriving energy bounds in some other graph classes such as planar graphs, eulerian graphs, chordal graphs etc.
- New constructions for equienergetic reciprocal and integral graphs.
- Study of the properties of the spectrum and the energy of graphs in relation to other graph parameters such as connectivity, independence number, domination number etc.
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